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Abstract

This thesis concerns the algebra Cr(P) of Cr piecewise polynomial functions

(splines) over a subdivision by convex polytopes P of a domain Ω ⊂ Rn. Interest

in this algebra arises in a wide variety of contexts, ranging from approximation

theory and computer-aided geometric design to equivariant cohomology and

GKM theory. A primary goal in approximation theory is to construct bases

of the vector space Crd(P) of splines of degree at most d on P, although even

computing the dimension of this space proves to be challenging. From the

perspective of GKM theory it is more important to have a good description of

the generators of Cr(P) as an algebra; one would especially like to know the

multiplication table for these generators (the case r = 0 is of particular interest).

For certain choices of P and r there are beautiful answers to these questions,

but in most cases the answers are still out of reach.

In the late 1980s Billera formulated an approach to spline theory using the

tools of commutative algebra, homological algebra, and algebraic geometry [9],

but focused primarily on the simplicial case. This thesis details a number of

results that can be obtained using this algebraic perspective, particularly for

splines over subdivisions by convex polytopes.

The first three chapters of the thesis are devoted to introducing splines and

providing some background material. In Chapter 1 we give a brief history of

spline theory. In Chapter 2 we record results from commutative algebra which

we will use, mostly without proof. In Chapter 3 we set up the algebraic approach

to spline theory, along with our choice of notation which differs slightly from

the literature.

In Chapter 4 we investigate the algebraic structure of continous splines over

a central polytopal complex (equivalently a fan) in R3. We give an example

of such a fan where the link of the central vertex is homeomorphic to a 2-

ball, and yet the C0 splines on this fan are not free as an algebra over the

underlying polynomial ring in three variables, providing a negative answer to a

question of Schenck [48, Question 3.3]. This is interesting for several reasons.

First, this is very different behavior from the case of simplicial fans, where

the ring of continuous splines is always free if the link of the central vertex is

homeomorphic to a disk. Second, from the perspective of GKM theory and

toric geometry, it means that the multiplication tables of generators will be
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much more complicated. In the remainder of the chapter we investigate criteria

that may be used to detect freeness of continuous splines (or lack thereof).

From the perspective of approximation theory, it is important to have a

basis for the vector space Crd(P) of splines of degree at most d which is ‘locally

supported’ in some reasonable sense. For simplicial complexes, such a basis

consists of splines which are supported on the union of simplices surrounding a

single vertex. Such bases are well known in the case of planar triangulations for

d ≥ 3r + 2 [32, 33]. In Chapter 5 we show that there is an analogue of locally-

supported bases over polyhedral partitions, in the sense that, for d � 0, there

is a basis for Crd(P) consisting of splines which are supported on certain ‘local’

sub-partitions. A homological approach is particularly useful for describing what

these sub-partitions must look like; we call them ‘lattice complexes’ due to their

connection with the intersection lattice of a certain hyperplane arrangement.

These build on work of Rose [45, 46] on dual graphs.

It is well-known that the dimension of the vector space Crd(P) agrees with

a polynomial in d for d � 0. In commutative algebra this polynomial is in

fact the Hilbert polynomial of the graded algebra Cr(P̂) of splines on the cone

P̂ over P. In Chapter 7 we provide computations for Hilbert polynomials of

the algebra Cα(Σ) of mixed splines over a fan Σ ⊂ R3, giving an extension of

the computations in [28, 37, 38, 48]. We also give a description of the fourth

coefficient of the Hilbert polynomial of HP (Cα(Σ)) where Σ = ∆̂ is the cone

over a simplicial complex ∆ ⊂ R3. We use this to re-derive a result of Alfeld-

Schumaker-Whiteley on the generic dimension of C1 tetrahedral splines for d�
0 [7] and indicate via example how this description may be used to give the

fourth coefficient in particular non-generic configurations. These computations

are possible via a careful analysis of associated primes of the spline complex

R/J introduced by Schenck-Stillman in [50] as a refinement of a complex first

introduced by Billera [9].

Once the Hilbert polynomials which give the dimension of the spaces Crd(P)

for d � 0 are known, one would like to know how large d must be in order

for this polynomial to give the correct dimension of the vector space Crd(P).

Indeed the formulas are useless in practice without knowing when they give

the correct answer. In the case of a planar triangulation, Hong and Ibrahim-

Schumaker have shown that if d ≥ 3r+ 2 then the Hilbert polynomial of Cr(P̂)

gives the correct dimension of Crd(P) [32, 33]. In the language of commutative

algebra and algebraic geometry, this question is equivalent to asking about the

Castelnuovo-Mumford regularity of the graded algebra Cr(P̂). In Chapter 6, we

provide bounds on the regularity of the algebra Cα(Σ) of mixed splines over a

polyhedral fan Σ ⊂ R3. Our bounds recover the 3r + 2 bound in the simplicial

case. The proof of these bounds rests on the homological flexibility of regularity,

similar in philosophy to the Gruson-Lazarsfeld-Peskine theorem bounding the

regularity of curves in projective space (see [23, Chapter 5]).
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Chapter 1

Introduction

1.1 A Brief History of Splines

This thesis concerns the algebra Cr(P) of piecewise polynomial functions, con-

tinuously differentiable of order r, defined over a subdivision P of an n-manifold

(with boundary) in Rn by convex polytopes. Such functions are called splines.

Splines are widely used in approximation theory; the one-dimensional case where

the subdivision consists of consecutive intervals on the real line and its natural

extension to tensor product surfaces is especially well-studied [17] and dates

back at least to Schoenberg [53, 54].

Strang [57] attributes the current formulation of multivariate spline spaces to

Courant, who introduced the so-called Courant functions on a planar simplicial

subdivision in [16]. These are particular instances of continuous splines which

we will encounter again in Chapter 4. As noted by Billera [10], these provide

an exact relationship to face rings of simplicial complexes. With these functions

Courant pioneered the finite element method, which has become a standard tool

for approximating solutions to certain partial differential equations (see [58]).

Splines are currently used in a wide variety of other applications: computer aided

geometric design (CAGD) [24], structural topology and rigidity theory [60], and

isogeometric analysis [15], to name a few.

More recently splines have made an appearance in geometry. The gluing

conditions for piecing together the equivariant cohomology ring of an algebraic

variety with a torus action (described by GKM theory) essentially provide the

local data for building splines [29]. A striking example of this correspondence

is the result of Payne that the ring C0(Σ) of continuous splines on a fan Σ is

precisely the integral equivariant Chow ring of the corresponding toric variety

[44].

This thesis will primarily be concerned with the question of finding the di-

mension of the vector space Crd(P) of splines of degree at most d on a polytopal

subdivision P of a topological n-manifold with boundary in Rn. Strang [57] first

raised this question in the early 1970s for triangulations ∆ ⊂ R2. In the same

paper he conjectured a formula for the dimension of the space C1
d(∆) which was

an early research focus. Remarkably, this problem is still open for d = 3! Since

then there have been a number of papers published on this subject, computing
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or bounding the dimension of Crd(P) with respect to the combinatorial and ge-

ometric data of the complex P. We will sketch the development of this problem

to the current day and afterward explain where the results of this thesis fit in

to the story. This is in no way a comprehensive picture - we only mention those

results which pertain in some way to the subject matter of this thesis.

The formula conjectured by Strang for the space C1
d(∆) was proved by Mor-

gan and Scott [41] for d ≥ 5 by explicit construction of a locally supported basis.

Such a basis consists of splines which are supported on a cell, which is the set of

triangles surrounding a single interior vertex (also called the star of a vertex).

Alfeld-Schumaker [2] extended Strang’s formula to a formula for dimR C
r
d(∆)

where d ≥ 4r + 1. Their methods involved Bernstein-Bezier techniques. Using

Bezier nets and the associated minimal determining sets they provide upper

and lower bounds on the dimension of the spline space Crd(∆) which agree for

d ≥ 4r + 1. They later improved this result, showing in [3] that the formula

obtained in [2] is correct for d ≥ 3r+ 1. Hong [32] and Ibrahim-Schumaker [33]

contributed to this explicitly constructed locally supported bases for the space

Crd(∆) when d ≥ 3r + 2. The latter paper also considers subspaces of Crd(∆)

consisting of so-called super splines which have a higher order of differentiability

imposed across specified interior vertices of the triangulation ∆.

Paralleling this story in two dimensions are dimension bounds for tetrahe-

dral decompositions ∆ ⊂ R3. Alfeld-Schumaker-Sirvent [6] showed that locally

supported bases for Crd(∆) exist for d > 8r. Alfeld-Schumaker-Whiteley [7]

computed the dimension of C1
d(∆) for d ≥ 8. Alfeld-Schumaker computed gen-

eral bounds on the dimension of the spline space Crd(∆) [5]. A lower bound for

Crd(∆) was also computed by Lau [35].

We now turn to the algebraic approach to spline theory, which was pioneered

in the late 1980s by Billera and is the subject of this thesis. In the late 1980s,

Billera introduced techniques from homological and commutative algebra to

the theory of splines, giving an entirely algebraic approach to computing the

dimension of the spline space Crd(∆) [9]. He built a chain complex associated

to Crd(∆) and used it (and a result of Whiteley [62]) to settle Strang’s original

question on the dimension of C1
d(∆) for d ≥ 2 and ∆ a generic embedding of a

triangulated 2-manifold.

Another important (and natural) shift in perspective was provided in [11],

where Billera-Rose considered all the spaces Crd(∆) at once via a coning con-

struction. Let Rn have coordinates x1, · · · , xn, Rn+1 have coordinates x0, x1,

· · · , xn, and embed ∆ in the hyperplane x0 = 1 of Rn+1 by sending (x1, · · · , xn)

to (1, x1, · · · , xn). Define ∆̂ ⊂ Rn+1 to be the join of the origin 0 ∈ Rn+1 with

the image of ∆ in Rn+1. In [11], Billera-Rose show that Cr(∆̂) is a graded

algebra over the polynomial ring S = R[x0, . . . , xd]. Moreover, this construction

turns the filtration of Cr(∆) by the spaces Crd(∆) into the graded pieces Cr(∆̂)d

2



of Cr(∆̂). Hence the Hilbert series of Cr(∆̂) satisfies

HS(Cr(∆̂), t) =
∑
k≥0

dimR C
r
d(∆)td =

P (t)

(1− t)n+1
,

where P (t) ∈ Z[t]. Billera-Rose also constructed a matrix whose kernel is Cr(∆̂)

and used this to compute P (1) and P ′(1). The matrix of Billera-Rose is a

fundamental tool for studying splines from the algebraic perspective.

Subsequently this algebraic approach has been refined and extended by a

number of authors. An incomplete list includes Billera [10], Billera-Rose [11],

Rose [45, 46], Schenck-Stillman [50, 49], Schenck [47, 48], Geramita-Schenck [28],

Yuzvinsky [63], McDonald-Schenck [38], Tohaneanu [59, 40], Shan [56], and

Mourrain-Villamizar [42, 43].

In [50] Schenck-Stillman modified the chain complex introduced by Billera

in [9] and used the modified complex to compute the Hilbert polynomial

HP (Cr(∆̂), d) for a triangulation ∆ ⊂ R2 in [49], recovering the dimension

formula of Alfeld-Schumaker for d � 0. The correctness of this formula for

d ≥ 3r + 1 is not shown, although recently Mourrain-Villamizar [42] gave a

short homological argument that this formula is correct for d ≥ 4r + 1. In

this paper Mourrain-Villamizar also provided bounds on the dimension of the

spline space Crd(∆) for ∆ ⊂ R2, improving on the bounds due to Schumaker [55]

and Lai-Schumaker [34]. The modification of Billera’s original chain complex

by Schenck-Stillman elucidated a fruitful connection with fat point ideals via

Macaulay inverse systems. In [28] Geramita-Schenck exploited this connection

to compute the dimension of the space Cαd (∆) of mixed planar splines with

smoothness parameters given by α, for d � 0. This formula was extended by

McDonald-Schenck to polytopal subdivisions P ⊂ R2 in [38].

We mention some results from the algebraic perspective in three dimensions.

In [56], Shan used the connection to fat points to give a lower bound on the spline

space C2
d(∆), where ∆ ⊂ R3 is a simplicial cell, or the star of a vertex. In [43],

also using the connection to fat points, Mourrain-Villamizar gave bounds on the

dimension of the space Crd(∆) for any tetrahedral decomposition ∆ ⊂ R3. This

latter paper represented an improvement in bounds due to Alfeld-Schumaker [5]

and Lau [35].

Finally, a question which is much related to the dimension question is when

Cr(P̂) is a free module over the underlying polynomial ring S, where P ⊂ Rn

and S = R[x0, . . . , xn]. In the case r = 0 Billera resolved these questions when

P = ∆ is simplicial in [12] by showing that C0(∆̂) ∼= A∆, where A∆ is the

Stanley-Reisner ring (or face ring) of ∆. We will discuss this in more detail at

the beginning of Chapter 4.

In the case where P = ∆ is simplicial Schenck has shown via a spectral

sequence that when Cr(∆̂) is free, the Hilbert series HS(Cr(∆̂), t), and hence

dimR C
r
d(∆), is completely determined by local data [47], just as in the r = 0
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case. He also gave equivalent conditions (in terms of the vanishing of certain ho-

mology modules) for the freeness of Cr(∆̂). These can be extended to sufficient

conditions for Cr(P̂) to be free (the key ideas of this are present in [48]), how-

ever the criteria thus obtained are not necessary. Criteria for determining the

projective dimension of Cr(∆̂) are provided by Yuzvinsky [63] in terms of the

homology modules of a Cech complex of sheaves defined on a certain poset re-

lated to the polytopal complex P. The method provided by Yuzvinsky requires

some dexterity with posets, nevertheless it handles the complications that arise

using a polytopal subdivision quite nicely. The notion of a lattice complex which

we introduce in Chapter 5 is a slight modification of the equivalence relation he

describes in [63].

1.2 Summary of Thesis Results

Chapters 2 and 3 are devoted to establishing some background in commuta-

tive algebra and introducing splines from the algebraic perspective. The thesis

work begins in earnest in Chapter 4, where we investigate the algebra C0(P̂)

of continuous splines on the cone over a polytopal complex P ⊂ R2. When P
is nonsimplicial, C0(P̂) is much more subtle than the simplicial case which was

characterized by Billera in [10, 12]. In [48], particularly Example 1.1, Schenck

shows that there are contributions of the geometry of P to the dimension of

C0
1 (P), the space of piecewise linear functions defined over P. The main contri-

bution of chapter 4 is to provide a simple example in which freeness of C0(P̂),

and not just its Hilbert series, is subtly linked to the geometry of P. We also

investigate how the space of piecewise linear functions defined on P interacts

with the freeness of C0(P̂). Part of the content of this chapter appears in the

article Shellability and Freeness of Continuous Splines [18].

In Chapter 5 we introduce the notion of lattice-supported splines over a

polytopal complex P ⊂ Rn. These build on work of Rose [45, 46] on dual

graphs and arise naturally from the structure of localization of the module

Cr(P) at a prime P ⊂ R = R[x1, . . . , xn]. They are also a logical extension to

polytopal complexes of star-supported or locally supported splines over simplicial

complexes that appear in the literature [4, 6, 32, 33]. Using these we construct

subalgebras LSr,k(P) ⊂ Cr(P) which satisfy the crucial localization property

LSr,k(P)P = Cr(P)P for all primes P ⊂ R = R[x1, . . . , xn] of codimension

≤ k (see Theorem 6.2.4). This leads to the result (Theorem 5.4.6) that a so-

called lattice-supported basis for Crd(P) exists for d � 0. As a consequence

we derive that a star-supported basis for Crd(∆) exists for ∆ simplicial when

d � 0. When ∆ ⊂ R2 such bases have been explicitly constructed in [32, 33]

for d ≥ 3r + 2; for ∆ ⊂ R3 these bases have been constructed for d > 8r [6].

The content of this chapter appears in the article Lattice-supported splines on

polytopal complexes [20].

In Chapter 7 we analyze the associated primes of homology modules of the
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chain complex R/J introduced by Schenck-Stillman [50]. In particular, we

show that all such primes are linear and give an explicit description of the

corresponding linear subspaces. We give two applications to computations of

dimensions. The first is a computation of the third coefficient of the Hilbert

polynomial of Cα(Σ), including cases where vanishing is imposed along arbitrary

codimension one faces of the boundary of Σ, extending computations in [28, 37,

38, 48]. The second is a description of the fourth coefficient of the Hilbert

polynomial of HP (Cα(Σ), d) for Σ = ∆̂, where ∆ ⊂ R3 a simplicial complex.

We use this to re-derive the result of Alfeld-Schumaker-Whiteley on the generic

dimension of C1 tetrahedral splines for d � 0 [7] and indicate via an example

how this description may be used to give the fourth coefficient in particular

nongeneric configurations. The contents of this chapter have been submitted

for publication in a paper titled Associated Primes of Spline Complexes [19].

When P = ∆ is planar and simplicial, Schenck-Stiller apply sheaf theoretic

techniques in [51] to bound the Castelnuove-Mumford regularity of Cr(∆̂). Since

Cr(∆̂) is reflexive, the associated sheaf is a vector bundle on P2 if n = 2. Schenck

and Stiller use results of Elencwajg and Forster on the vanishing of higher sheaf

cohomologies of vector bundles to bound the regularity of Cr(∆̂) [51, Theo-

rem 2.2]. In Chapter 6, we take a different approach to bounding regularity.

The key idea is that to bound the regularity of a reflexive module such as Cr(P̂),

one can use a rather crude approximation to Cr(P̂). The philosophy is similar

to that of the Gruson-Lazarsfeld-Peskine theorem bounding the regularity of

curves in projective space (see [23, Chapter 5]). For P ⊂ Rn, we show that the

regularity of the subalgebra LSr,k(P̂) of lattice-supported splines bounds the

regularity of Cr(P̂) when the projective dimension of Cr(P̂) is at most k. For

k = 0, 1 we then bound the regularity of LSr,k(P̂). This computation reduces to

bounding the regularity of the module of splines with support on a facet (in case

k = 0) and the regularity of the module of splines with support on two adjacent

facets (in case k = 1). These yield corresponding regularity bounds when Cr(P̂)

is free and when the projective dimension of Cr(P̂) is at most 1. Since the mod-

ule Cr(P̂) is reflexive and hence has projective dimension at most n − 1, the

latter bound applies for any planar polytopal complex P ⊂ R2. The regularity

bounds are obtained for mixed orders of smoothness across interior and bound-

ary faces of codimension one. For simplicial complexes ∆ ⊂ R2 more precise

regularity estimates are computed; these specialize to reg Cr(∆̂) ≤ 3(r + 1) in

the case of uniform smoothness. This implies that the Alfeld-Schumaker formula

for dimR C
r
d(∆̂) for planar simplicial splines holds for d ≥ 3r+ 2, recovering the

bound obtained by Hong [32] and Ibrahim-Schumaker [33] via construction of a

locally supported basis. The contents of this chapter have been submitted for

publication in a paper titled Regularity of Mixed Spline Spaces [21].
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Chapter 2

Assorted Results from
Commutative Algebra

We assume familiarity with basic commutative algebra throughout this thesis.

In this chapter we record some of the main ideas which we will use freely.

Throughout this thesis we will use R = k[x1, . . . , xn], S = k[x0, . . . , xn] to denote

the polynomial rings in n and n+ 1 variables over a field k (we will always take

k = R). We will use S in the graded case and R in the ungraded case, which

we now explain.

2.1 Graded Rings and Modules and their

Hilbert Functions

The degree of a polynomial f ∈ S, denoted deg(f), is the largest degree of a

monomial of f . If all monomials of f have the same degree, then f is called

homogeneous. The polynomial ring S is naturally graded by degree, where Sj

is the vector space of homogeneous polynomials of degree j. An S-module M

is (nonnegatively) graded if M =
⊕

i≥0Mi where each Mi is an R-vector space

and the multiplication map satisfies

Sj ×Mi →Mi+j .

This definition guarantees that Mi is an S0 = k vector space for every i. Suppose

M is a finitely generated graded S-module; that is, there exist finitely many

homogeneous elements m1, . . . ,ms in M so that, for any m ∈ M,m =
∑
fimi

for some choice of polynomials f1, . . . , fk ∈ S. This condition guarantees that

dimMd is finite for every d. If M is finitely generated, the Hilbert function of

M in degree d is the function HF (M,d) = dimMd. If t is an indeterminate,

then the series

HS(M, t) =

∞∑
d=0

HF (M,d)td

is called the Hilbert series of M . It is a standard result in commutative algebra

that

HS(M, t) =
P (t)

(1− t)n+1
,
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where P (t) ∈ Z[t]. From this expression for HS(M, t) it may be derived that

HF (M,d) is an eventually polynomial function. That is, HF (M,d) agrees with

a polynomial function in d for every integer d � 0. This polynomial is called

the Hilbert polynomial of M and we will denote it by HP (M,d). The largest

integer d for which HF (M,d) 6= HP (M,d) is called the postulation number of

M , denoted by ℘(M). The degree of HP (M,d) as a polynomial in d is one less

than the Krull dimension of M (indeed this is one way the Krull dimension of

M may be defined). The codimension of M is dimS−dimM = n+ 1−dimM ,

where n+ 1 is the number of variables of S.

Remark 2.1.1. Hilbert functions of finitely generated graded modules over poly-

nomial rings are sums of binomial coefficients (see [23, Corollary 1.10]). We will

use the following convention for binomial coefficients:

(
A

B

)
=

{
0 if B > A or B < 0(
A
B

)
if 0 ≤ B ≤ A

Example 2.1.2. The Hilbert function, Hilbert polynomial, and Hilbert series

of S = k[x0, . . . , xn] are

HF (S, d) =

(
n+ d

n

)
HP (S, d) =

(d+ n)(d+ n− 1) . . . (d+ 1)

n!

HS(S, t) =
1

(1− t)n+1

A good introduction to the Hilbert function, Hilbert series, and Hilbert

polynomial is [8, Chapter 11]. A more explicit introduction to the Hilbert

polynomial, by way of syzygies, may be found in [23, Chapter 4].

2.2 Associated Primes

In this section we temporarily take R to denote any commutative ring. Given a

subset U ⊂ M of elements of M , the annihilator of U in R, denoted annR(U),

is defined by

annR(U) := {r ∈ R|r · u = 0 for every u ∈ U}.

Definition 2.2.1. If M is an R-module, a prime P ⊂ R is associated to M if

there is an injection

R/P
·m−−→M

given by multiplication by some m ∈ M . Equivalently, P = annR(m) = {r ∈
R|rm = 0}.

The set of associated primes of M is denoted by AssR(M). If R is graded

and M is a graded R-module, then the AssR(M) consists of homogeneous prime

7



ideals.

We collect in the next proposition some results about associated primes

which we shall need in Chapter 7. The first two can be found in [36, §6]. The

third is a special case of a general theorem [36, Theorem 23.2] which describes

behavior of associated primes under flat extensions. Since we only need a par-

ticular case, we give a proof here.

Proposition 2.2.2. Let R be a commutative ring, and M,M1, . . . ,Mk R-

modules.

1. P ∈ AssR(M) ⇐⇒ PRP ∈ AssRP (MP )

2. Ass(
⊕k

i=1Mi) =
⋃k
i=1 Ass(Mi)

3. Suppose S = R[x1, . . . , xk]. Then

AssS(M ⊗R S) = {PS|P ∈ AssR(M)}.

Proof of (3). The general case follows directly from the case S = R[x] by in-

duction on k. So we prove

AssS(M ⊗R S) = {PS|P ∈ AssR(M)}

when S = R[x]. First, PS is prime because S/PS = R/P [x] is a domain. Now,

suppose P ∈ AssR(M). Then there is an injection

R/P ↪→M.

Since S is a flat extension of R, tensoring with S is exact. Tensoring the above

injection with S hence yields an injection

S/PS ↪→M ⊗R S,

So PS ∈ AssS(M⊗RS). Now supposeQ ∈ AssS(M⊗RS). Via the identification

M ⊗R S = M [x], Q = annS(f) for some f =
∑
imix

i. First we show that

P = Q ∩ S = annR(f) ∈ AssR(M). We need to show that P = annR(m)

for some m ∈ M . rf = 0 for some r ∈ R iff rmi = 0 for every i. Hence

P = ∩ki=0annR(mi). But P is prime, so we must have P = annR(mi) for some i.

Hence P ∈ AssR(M). Now we show that Q = PS. Suppose g =
∑k
j=0 ajx

j ∈ Q,

with aj ∈ R. We need to show that aj ∈ P for j = 0, . . . , k. Allowing some

aj ,mi to be zero, we may assume that f =
∑k
i=0mix

i. Expanding fg gives

∑
c

 ∑
i+j=c

rjmi

xc.
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Setting fg = 0 yields the equations∑
i+j=c

rjmi = 0

for every c. To establish that a0 ∈ P , note first that a0m0 = 0 =⇒ a0 ∈
annR(m0). Now multiply the equation

a0m1 + a1m0 = 0

by a0 to obtain a2
0m1 = 0, so a2

0 ∈ annR(m1). Continuing in this way, we see

that ak+1
0 ∈ ∩kj=0annR(mj) = P . But P is prime, so a0 ∈ P and all terms

involving a0 in the above equations drop out. Now repeat this process with

each successive aj , yielding g ∈ PS.

2.3 Syzygies of Modules

If M is finitely generated R-module (not necessarily graded), then any choice

of a set of generators m1, . . . ,ms yields a surjective homomorphism

Rs
φ−→M → 0

by φ(r1, . . . , rk) =
∑k
i=1 rimi. Since R is Noetherian, ker(φ) = K ⊂ Rs is

finitely generated and we can choose a finite set s1, . . . , sl of generators for K.

This yields a surjection φ1 of Rl onto K ⊂ Rs, giving a presentation of M

Rl
φ1−→ Rs

φ−→M → 0.

This process may be continued indefinitely, yielding a free resolution of M :

· · ·Fk
φk−→ Fk−1

φk−1−−−→ · · · φ1−→ F0
φ−→M → 0.

A module of the form ker(φi) in such a resolution is called an ith syzygy mod-

ule of M . A fundamental result, called the Hilbert Syzygy Theorem, is that

ker(φn−1) is free (where n is the number of variables in R) no matter what res-

olution we choose, hence we can stop the free resolution after n steps. This can

be proved concretely using Gröbner bases (see [22, Chapter 15]) or in a more

general context using homological methods (see [22, Chapter 20]). Generally

speaking, if F• →M ,

F• = 0→ Fδ
φδ−→ Fδ−1

φδ−1−−−→ · · · φ1−→ F0,

is a free resolution of M of minimal length δ, then δ is called the projective

dimension of M and is denoted pd(M).

Now suppose M is a graded S-module and let m = (x0, . . . , xn) ⊂ S be the
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homogeneous maximal ideal of S. The S-module M/mM is a finite dimensional

k = S/mS-vector space satisfying that any set of elements m1, . . . ,ms of M

mapping to a basis of M/mM is a set of minimal generators of M (this is

the graded version of Nakayama’s lemma). It follows that in any construction

of a free resolution of M , we may choose a minimal set of generators of the

kernels ker(φi). This process yields a minimal free resolution F• → M of

length δ = pd(M), unique up to graded isomorphism (see [22, Chapter 20]).

This resolution is characterized by the property that the entries of any matrix

representing the differentials φ. in F• are contained in the homogeneous maximal

ideal (x1, . . . , xn).

A basic fact is that syzygy modules of graded modules are themselves graded.

To make the differentials in a minimal free resolution of M have degree 0, the

convention is to shift the grading on the free summands in the resolution to

reflect the degrees of generators of the syzygy modules. This is done as follows.

For an integer a, let S(a) denote the polynomial ring with grading shifted by a,

so S(a)d ∼= Sa+d. Then if m1, . . . ,ms are minimal generators of M with degrees

a0,1, a0,2, . . . , a0,s, the map

s⊕
j=0

S(−a0j)
phi−−→M

is now a map of degree zero (degree k elements get sent to degree k elements).

Doing this with the entire free resolution of M yields Fi =
⊕

j S(−aij). In a

computer program such as Macaulay2, the numbers aij are typically recorded

as follows. Let βij be the number of minimal generators of Fi in degree j. Then

the numbers βij are recorded in a betti diagram whose i, j entry is the number

of generators of Fi of degree j + i (see [23, Chapter 1]).

2.4 Depth and the Cohen-Macaulay Condition

Definition 2.4.1. Given a graded S-module M , an M -sequence is a sequence

{f1, . . . , fk} ⊂ S satisfying

1.
∑
fiM 6= M

2. f1 is a non-zerodivisor on M

3. fi is a non-zerodivisor on M/(
∑i−1
i=1 fiM) for i = 2, . . . , k

Definition 2.4.2. Given an ideal I ⊂ S and a graded S-module M , the depth of

I on M , denoted depth(I,M), is the length of a maximal M -sequence contained

in I. If I = m, the homogeneous maximal ideal of S, then depth(m,M) is

denoted depth(M).

We will use the following result of Auslander and Buchsbaum to move back

and forth between the notions of depth and projective dimension. A proof may
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be found in [22, § 19.3].

Theorem 2.4.3 (Auslander-Buchsbaum). Let M be a graded S = k[x0, . . . , xn]-

module. Then

depth(M) + pd(M) = depth(S).

Since dim(S) = depth(S) = n+ 1, this may be restated as

depth(M) + pd(M) = n+ 1

Observe that, according to Theorem 2.4.3, pd(M) ≤ n + 1, which is the

Hilbert syzygy theorem. The following property of S-modules is widely used,

and is especially important for us in Chapter 4.

Definition 2.4.4. A graded S-module M is Cohen-Macaulay if depth(M) =

dimM .

As a corollary of Theorem 2.4.3, we obtain an equivalent characterization of

Cohen-Macaulay modules over polynomial rings.

Corollary 2.4.5. A graded module M over S = k[x0, . . . , xn] is Cohen-

Macaulay iff pd(M) = codim(M).

2.5 Ext and Local Cohomology

One of the benefits of homological algebra is that it gives straightforward char-

acterizations of notions in commutative algebra, such as depth, at the expense

of some extra machinery. Since we will have occasion to use a few homological

tools, we introduce two of them here. Appendix 3 of [22] is a good reference for

the homological tools we use.

Our first homological tool is the Ext functor. If M is a graded S-module,

then HomS(M, ) is a covariant left-exact functor, meaning that if 0 → A →
B → C → 0 is a short exact sequence of S-modules, then

0→ HomS(M,A)→ HomS(M,B)→ HomS(M,C)

is exact. Hence it has right derived functors which are denoted ExtiS(M, ).

More concretely, ExtiS(M,N) may be computed by taking a free resolution

F• of M , applying Hom( , N) to this resolution, and then taking homology.

Derived functors of left exact functors give a way of continuing the left exact

sequence above, namely, if 0 → A → B → C → 0 is a short exact sequence,

then we obtain a long exact sequence
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0 HomS(M,A) HomS(M,B) HomS(M,C)

Ext1S(M,A) Ext1S(M,B) Ext1S(M,C)

Ext2S(M,A) Ext2S(M,B) · · ·

One of the uses of Ext is its ability to detect depth.

Proposition 2.5.1. Let M,N be finitely generated graded S = k[x0, . . . , xn]-

modules. Then

1. If i < depth(ann(M), N) or i > pd(M) then ExtiS(M,N) = 0

2. If i = depth(ann(M), N) or i = pd(M), then ExtiS(M,N) 6= 0

Our second homological tool is local cohomology (see [23, Appendix 1] for

a short introduction). Let Q be an ideal of S and M a graded S-module. The

Q-torsion functor H0
Q( ), where

H0
Q(M) = {x ∈M |Qjx = 0 for some j ≥ 0},

is left-exact. As such it has right derived functors which are denoted Hi
Q( ).

We will only be concerned with the case Q = m, where m = (x0, . . . , xn) is the

graded maximal ideal of S. Just as with all right derived functors, there is a

long exact sequence in local cohomology associated to any short exact sequence

of S-modules 0→ A→ B → C → 0, which begins

0 H0
m(A) H0

m(B) H0
m(C)

H1
m(A) H1

m(B) H1
m(C) · · ·

Local cohomology is also useful for detecting depth.

Proposition 2.5.2. [23, Proposition A1.16] Let M be a finitely generated

graded S = k[x0, . . . , xn]-module. Then

1. If i < depth(M) or i > dimM then Hi
m(M) = 0.

2. If i = depth(M) or i = dimM then Hi
m(M) 6= 0.

3. There is an integer d (depending on M) such that Hi
m(M)e = 0 for all

e ≥ d.

Ext and local cohomology at the maximal ideal are linked through local

duality.
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Theorem 2.5.3. (Local Duality [23, Theorem A1.9]) Let S = k[x0, . . . , xn],

m = (x0, . . . , xn) the homogeneous maximal ideal, and M a finitely generated

graded S-module. Then

(Hi
m(M))d = (Extn+1−i

S (M,S(−n− 1))n+1−d)
∨,

where ∨ denotes the dual as a k-vector space.

Local duality and the Auslander-Buchsbaum formula (Theorem 2.4.3) allow

us to go back and forth between the statements of Proposition 2.5.1 and Propo-

sition 2.5.2. Another important use of local cohomology is that it encodes the

difference between the Hilbert function of a module and its Hilbert polynomial.

This is the module version of the Euler characteristic of a sheaf.

Proposition 2.5.4. [23, Corollary A1.15] Let M be a finitely generated graded

S = k[x0, . . . , xn] module. Then for every d ∈ Z,

HP (M,d) = HF (M,d)−
dimM∑
i=0

(−1)i dimkH
i
m(M)d

2.6 Castelnuovo-Mumford Regularity of

Graded Modules

In this section we briefly summarize the notion of Castelnuovo-Mumford regu-

larity, which will be important for us in Chapters 5 and 6. The book [23] is an

excellent introduction to the graded approach we take here (mainly Chapters 1

and 4).

Definition 2.6.1. Let M be a graded S module and F• →M the minimal free

resolution of M , with Fi ∼=
⊕
j

S(−aij). The Castelnuovo-Mumford regularity

of M , denoted reg (M), is defined by

reg (M) = max
i,j
{ai,j − i}.

Remark 2.6.2. Note that, according to this definition, reg (M) bounds the min-

imal degree of generators of M as an S-module.

From Definition 2.6.1 one derives the following theorem. Recall that ℘(M),

the postulation number of M , is the largest integer d such that HP (M,d) 6=
HF (M,d).

Theorem 2.6.3. [23, Theorem 4.2] Let M be a finitely generated graded module

over S. Then

1. HF (M,d) = HP (M,d) for d ≥ reg (M) + pd(M) − n. Equivalently,

℘(M) ≤ reg (M) + pd(M)− n− 1.
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2. If M is a Cohen-Macaulay module, the bound in (1) is sharp.

Another characterization of regularity is obtained via local cohomology (via

local duality one could alternatively use Ext: see [22, § 20.5]).

Theorem 2.6.4 (Theorem 4.3 of [23]). Let m ⊂ S be the maximal ideal of S

and M a graded S-module. Then

reg (M) = max
i

(max
e
{e|Hi

m(M)e 6= 0}+ i)

Remark 2.6.5. Part three of Proposition 2.5.2 guarantees that Theorem 2.6.4

makes sense.

The benefit of this description of regularity is that it interacts well with

short exact sequences. For instance, the following result is a straightforward

application of Theorem 2.6.4 and the long exact sequence in local cohomology

described in § 2.5.

Proposition 2.6.6. [23, Corollary 20.19] Let 0 → A → B → C → 0 be a

graded exact sequence of finitely generated S modules. Then

1. reg (A) ≤ max{reg (B), reg (C) + 1}

2. reg (B) ≤ max{reg (A), reg (C)}

3. reg (C) ≤ max{reg (A)− 1, reg (B)}

Proposition 2.6.6 can be extended to bound the regularity of a module ap-

pearing in an exact sequence of any length by breaking the exact sequence into

short exact pieces. We will use the following corollary to Proposition 2.6.6.

Corollary 2.6.7. Let m ≥ 0 and

0→ Cm → Cm−1 → . . .→ C0 →M → 0

an exact sequence of S-modules. Then

reg (M) ≤ max
i
{reg (Ci)− i}

The following proposition is one of the ingredients used in the proof of the

Gruson-Lazarsfeld-Peskine theorem on bounding the regularity of curves in pro-

jective space [23, Proposition 5.5]. It is the main tool we will use for bounding

regularity of spline modules in Chapter 6.

Proposition 2.6.8. Let M be an S-module and N ⊂ M a submodule of M

with dim(M/N) < depth(M), or equivalently codim(M/N) > pd(M). Then

reg (M) ≤ reg (N).

Proof. We prove reg (M) ≤ reg (N) if dim(M/N) < depth(M). The equiva-

lence of the statements dim(M/N) < depth(M) and codim(M/N) > pd(M)
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follows directly from Theorem 2.4.3. Set d = depth(M). By [23, Proposi-

tion A1.16], Hi
m(M) = 0 for i < d and Hi

m(M/N) = 0 for i > dim(M/N). The

long exact sequence in local cohomology resulting from the short exact sequence

0→ N →M →M/N → 0

yields a surjection Hd
m(N) � Hd

m(M) and isomorphisms Hi
m(N) ∼= Hi

m(M) for

i > d. Since Hi
m(M) = 0 for i < d, Theorem 2.6.4 yields reg (N) ≥ reg (M).
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Chapter 3

Preliminaries On Splines

In this chapter we introduce the main players of the thesis, namely polytopal

complexes in Rn and splines of uniform or mixed smoothness over these com-

plexes.

3.1 Convex Polytopes and Polyhedral Cones

Let V ∼= Rn be an n-dimensional vector space. A set Y ⊂ V is convex if, for any

v1, v2 ∈ Y , the line segment joining v1 and v2 is also in Y . More precisely, Y is

convex if, for any v1, v2 ∈ Y , tv1 +(1− t)v2 ∈ Y for 0 ≤ t ≤ 1. Given any subset

Y ⊂ V , the convex hull of Y , denoted conv(Y ), is the intersection of all convex

sets containing Y . It is straightforward to see that arbitrary intersections of

convex sets are convex (the empty set is also considered convex). Hence conv(Y )

is convex. One of the simplest convex sets is a simplex. In a sense, simplices are

the building blocks of convex sets.

Definition 3.1.1. A simplex σ ⊂ V is the convex hull of finitely many affinely

independent points of V , called the vertices of σ. The dimension of σ is the

smallest dimension of an affine space of V containing σ.

It will be useful to have an alternate characterization of a simplex. Given

two sets X,Y ⊂ V , the join of X and Y (denoted join(X,Y )) is the union of

all line segments with one endpoint in X and the other in Y .

Proposition 3.1.2. Suppose σ = ∆k ⊂ V is a simplex of dimension k with

vertices {v0, . . . , vk}. Let ∆k−1 be the simplex formed by taking the convex hull

of v1, . . . , vk. Then σ = join(v0,∆k−1).

Proof. By the definition of convexity, any convex set containing {v0, . . . , vk}
must contain every line segment between v0 and a point of ∆k−1. Hence

join(v0,∆k−1) ⊂ σ = ∆k. For the opposite inclusion, we must show that

join(v0,∆k−1) is convex. Take p, q ∈ join(v0,∆k−1). Then there are points

p′, q′ ∈ ∆k−1 and parameters 0 ≤ s, t ≤ 1 such that x = (1 − t)p′ + tv0, y =

(1 − s)q′ + sv0. If z is on the line segment between p and q, then there is

a parameter 0 ≤ u ≤ 1 so that z = (1 − u)p + uq. Restrict to the two-

dimensional plane passing through v0, p, q, p
′, q′, z, and change coordinates so

that v0 = (0, 0), p′ = (1, 0), q′ = (0, 1). Hence p lies on the nonnegative x-axis,
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q on the nonnegative y-axis, and z on the line segment between them. The

statement is that z lies on a line segment between the origin and a point on the

line segment between p and q. To do this, we need to verify that z is inside the

triangle formed by the origin, p, and q. It is readily checked that the x and y

coordinates of z satisfy the three inequalities x ≥ 0, y ≥ 0, x+ y ≤ 1.

For any (possibly infinite) set {vα}α∈I of vectors in V with index set I, the

sum ∑
α∈I

λαvα

is called a convex combination if

• λα ≥ 0 for all α ∈ I

• λα = 0 for all but finitely many α ∈ I

•
∑
α∈I

λα = 1

Lemma 3.1.3. Let Y ⊂ V be any set. Then the set of all points obtained as

convex combinations of points of Y is a convex set.

Proof. Let Y = {yα}. Suppose we have two convex combinations v1 =
∑
α
λαyα,

v2 =
∑
α
µαyα. Let 0 ≤ t ≤ 1. Then (1− t)v1 + tv2 =

∑
α

((1− t)λα + tµα) yα is

a convex combination of points of Y .

Lemma 3.1.4. A simplex σ is the set of all points obtained as convex combi-

nations of its vertices.

Proof. The set of all convex combinations of vertices of σ is a convex set by

Lemma 3.1.3, hence contains σ, which is by definition the intersection of all

convex sets containing the vertices of σ. To show that σ is contained in the set

of all convex combinations of its vertices, we proceed by induction on k = dimσ.

This is clearly true if k = 0. If k > 0, write σ = ∆k = conv(v0, . . . , vk),

∆k−1 = conv(v1, . . . , vk). By Proposition 3.1.2, ∆k = join(v0,∆k−1). Hence

if p ∈ σ, then there is a parameter 0 ≤ s ≤ 1 and a point q ∈ ∆k−1 so that

p = (1 − s)v0 + sq. By induction, q =
∑k
i=1 aivi, where

∑
ai = 1. But then

p = (1− s)v0 + s
∑k
i=1 aivi, where (1− s) + s(

∑
ai) = 1− s+ s = 1, hence p is

a convex combination of the vi.

Now, given u ∈ W = V̂ (the dual vector space), let Hu,a be the hyperplane

{v ∈ V |〈u, v〉 = a}, where 〈, 〉 is the natural pairing and a ∈ R. A closed

half-space in V is a set of the form

H+
u,a = {v ∈ V |〈u, v〉 ≥ a},

where u ∈W,a ∈ R. We give three alternate characterizations of conv(Y ).
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Proposition 3.1.5. Let Y ⊂ V be any set. The following are equivalent char-

acterizations of conv(Y ).

1. The set of all points obtained as convex combinations of points of Y .

2. The union of all simplices with vertices in Y .

3. If conv(Y ) is closed, the intersection of all closed half-spaces containing

Y .

Proof. By Lemma 3.1.3, conv(Y ) is a subset of the points obtained as convex

combinations of points of Y . We need to know that the set of convex combi-

nations of points of Y is contained in the union of all simplices with vertices in

Y . This is, in essence, the content of Caratheodory’s Theorem, which says that

a convex combination of points in Y can be written as a convex combination

of affinely independent points of Y . By Lemma 3.1.4, a convex combination of

affinely independent points lies in the simplex which is the convex hull of those

points. To complete the equivalence of (1) and (2) with conv(Y ), note that any

simplex with vertices in Y is contained in every convex set which contains Y .

(3) Clearly a closed half-space is convex, hence the intersection of all closed

half-spaces containing Y is convex, so contains conv(Y ). To show the opposite

inclusion, it suffices to show that there is a hyperplane which separates any

point from a closed convex set which does not contain that point. This is true

in more generality - the hyperplane separation theorem says that a closed convex

set can be separated from a compact convex set by a hyperplane. This can be

proved for a point as follows. Let C be a closed convex set and p /∈ C a point.

Then the distance function d(x, p) on V is a continuous function which attains

a minimum on C since C is closed. Take a point q ∈ C of minimum distance d

from p, and let u be the vector from p to q. Choose any point x on the interior

of the line segment from p to q and set a = 〈u, x〉. Then 〈u, q〉 > 〈u, x〉. For

suppose there is some y ∈ C∩Hu,a 6= ∅. Then the line segment joining q and y is

in C since C is convex. The vector v from y to q must have an angle with u less

than 90 degrees by our choice of u. However, this implies that the line segment

from q to y passes inside the sphere of radius d centered at p, contradicting the

choice of q. Hence no such y can exist and C ⊂ H+
u,a, p /∈ H+

u,a.

Definition 3.1.6. A convex polytope is the convex hull of a finite set of points

in V .

Suppose σ is a convex polytope. The dimension of σ is the smallest dimen-

sion of an affine space of V containing σ. A hyperplane Hu,a is a supporting

hyperplane of σ if Hu,a ∩ σ 6= ∅ and σ ⊂ H+
u,a. A face of σ is either σ or the

intersection of σ with a supporting hyperplane. Note that a face of σ is also a

polytope. The face lattice of σ is the set of all faces of σ ordered with respect

to inclusion. A facet of σ is a face of dimension one less than the dimension

of σ. A vertex of σ is a face of dimension zero. We state the following lemma

without proof.
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Lemma 3.1.7. Let σ ⊂ Rn be an n-dimensional convex polytope with vertices

{v1, . . . , vk} and facets {F1, . . . , Fm}. Suppose Fi = Hui,ai∩σ, where σ ⊂ H+
ui,a.

Then

1. σ = conv(v1, . . . , vk)

2. σ =
m⋂
i=1

H+
ui,ai

If Y is a finite set of points, or more generally a compact set, then conv(Y )

is closed and hence is the intersection of all closed half-spaces containing Y by

Proposition 3.1.5. Lemma 3.1.7 says we can pick a finite number of these to

describe a polytope. An algorithmic procedure for going back and forth between

the dual descriptions in Lemma 3.1.7 is described in [64].

The ‘homogeneous’ analogue of a polytope is a convex polyhedral cone, which

also has a pair of dual descriptions. First, a set Y ⊂ V is called a cone if

y ∈ Y =⇒ λy ∈ Y for all nonnegative real numbers λ (we will only consider

cones which contain the origin). Y is a convex cone if it is a cone which is convex.

If Y is any set, the conical hull of Y , denoted cone(Y ), is the intersection of

all convex cones containing Y . An arbitrary intersection of convex cones is a

convex cone, so cone(Y ) is itself a convex cone.

For any (possibly infinite) set {vα}α∈I of vectors in V with index set I, the

sum
∑
α∈I

λαvα is called a conical combination if

• λα ≥ 0 for all α ∈ I

• λα = 0 for all but finitely many α ∈ I

A closed half-space H+
u,a is called linear if a = 0. Clearly H+

u,0 is a con-

vex cone. The proof of the following proposition is similar to that of Proposi-

tion 3.1.5 and is omitted.

Proposition 3.1.8. Let Y ⊂ V be any set. Then

1. cone(Y ) is the set of all points obtained as conical combinations of points

of Y .

2. If cone(Y ) is closed, then it is the intersection of all closed linear half-

spaces containing Y .

Definition 3.1.9. A convex polyhedral cone is the conical hull of a finite set of

points in V .

Suppose σ ⊂ V is a convex polyhedral cone. The dimension of σ is the

smallest dimension of a linear space of V containing σ. A hyperplane Hu,0 is a

supporting hyperplane of σ if Hu,0 ∩σ 6= ∅ and σ ⊂ H+
u,0. A face of σ is either σ

or the intersection of σ with a supporting hyperplane. Note that a face of σ is

itself a cone. The face lattice of σ is the set of all faces of σ ordered with respect

to inclusion. Faces of σ with dimension one are called rays. The lineality space
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of σ is the largest linear space contained in σ. For instance, the lineality space

of H+
u,0 is the hyperplane Hu,0. If the lineality space of σ is just the origin, then

σ is pointed.

Lemma 3.1.10. Let σ ⊂ Rn be an n-dimensional convex polyhedral cone with

facets {F1, . . . , Fm}. Suppose Fi = Hui,0 ∩ σ, where σ ⊂ H+
ui,0

. Then

1. If σ is pointed, then σ is the conical hull of its rays.

2. σ =
m⋂
i=1

H+
ui,0

If Y is a finite set of points, or more generally a compact set not containing

the origin, then cone(Y ) is closed and hence is the intersection of all closed

linear half-spaces containing Y by Proposition 3.1.8. Lemma 3.1.10 says we

can pick a finite number of these to describe a convex polyhedral cone. An

algorithmic procedure for going back and forth between the dual descriptions

in Lemma 3.1.7 is described in [64].

3.2 Polytopal Complexes and Polyhedral Fans

Definition 3.2.1. Let V ∼= Rn be an n-dimensional vector space. Suppose

X ⊂ V is a collection of convex polyhedral cones or a collection of convex

polytopes satisfying the following two properties.

1. If γ ∈ X then all faces of γ are in X.

2. γ1 ∩ γ2 ∈ P is a face of both γ1, γ2, for all γ1, γ2 ∈ X.

A maximal face of X under inclusion is a facet. The dimension of X is the

maximum dimension of a facet.

If X is a collection of polytopes satisfying these two properties then X is

called a polytopal complex and will be denoted P. If X is a collection of convex

polyhedral cones satisfying these two properties then X is called a fan and will

be denoted Σ.

Remark 3.2.2. Polytopal complexes are discussed at length in [64].

Let X ⊂ Rn be a polytopal complex or a polyhedral fan. We will denote by

|X| the underlying space of X. In the case that X is a polytopal complex all of

whose faces are simplices, X is a simplicial complex and will be denoted by ∆.

∆ will only be used to denote simplicial complexes.

Given γ ∈ X a face, the star of γ in X, denoted stX(γ), is defined by

stX(γ) := {ψ ∈ X|∃σ ∈ X,ψ ∈ σ, γ ∈ σ}.

This is the smallest subcomplex/subfan of X which contains all faces which

contain γ. Since every face of X contains the empty face, stX(∅) = X. If the

ambient complex/fan X is understood we will write st(γ) in place of stX(γ).
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We denote by G(X) the dual graph of X. G(X) has a vertex for every n-

dimensional facet and two vertices are joined by an edge iff the corresponding

facets σ and σ′ satisfy σ ∩ σ′ ∈ Xn−1.

Definition 3.2.3. Fix a polytopal complex/polyhedral fan X ⊂ Rn of dimen-

sion n. Then X is

1. Pure if every facet σ ∈ X has dimension n.

2. Non-branching if every codimension one face τ ∈ Xn−1 is contained in at

most two facets.

3. Hereditary if the dual graph G(stX(ψ)) of the star of every face ψ is

connected.

In the definition of a pseudomanifold one assumes that X satisfies (1) and (2)

and is strongly connected, which means that the dual graph G(X) is connected.

This is implied by the hereditary condition, since the star of the empty face is

X. The hereditary condition is equivalent to requiring that both X and the

star of every one of its faces is a pseudomanifold. If n = 2, the conditions

in Definition 3.2.3 are equivalent to X being a subdivision of a topological 2-

manifold with boundary; if n > 2 the conditions of Defintion 3.2.3 is strictly

weaker than P being a subdivision of a topological n-manifold with boundary.

Remark 3.2.4. Unless otherwise specified, we will assume throughout this the-

sis that the underlying polytopal complexes/polyhedral fans satisfy the three

conditions of Definition 3.2.3.

Given a hereditary pseudomanifold X, which is a polytopal complex or poly-

hedral fan, the boundary complex ∂X is the subcomplex of X consisting of all

faces which are contained in a codimension one face τ so that τ is only contained

in a single facet. A face γ ∈ X is called interior if it is not a boundary face.

A polytopal complex P is called central if every interior face of P contains the

origin.

We will denote by Xd, X
0
d , fd(X), f0

d (X) the set of d-faces of X, the set of

interior d-faces of X, the number of d-faces of X, and the number of interior d-

faces of X, respectively. We will also use these notations in case X is a manifold

with a cell complex structure satisfying the three conditions of Definition 3.2.3.

Chapter 0 of [31] is a good introduction to cell complexes; we only use the most

basic properties.

Given a polytopal complex P ⊂ Rn, we build a polyhedral fan P̂, called

the cone over P or homogenization of P, as follows. Let Rn have coordinates

x1, . . . , xn and Rn+1 have coordinates x0, . . . , xn. Then set i : Rn → Rn+1 to

be the inclusion i(x1, . . . , xn) = (1, x1, . . . , xn). The cone P̂ ⊂ Rn+1 over P is

the fan with cones cone(i(γ)) for γ ∈ P. We can go the other direction as well.

We define two cell complexes which we will associate to a polyhedral fan.

21



Definition 3.2.5. Let Σ ⊂ Rn+1 be a fan, σ ∈ Σ a cone, Sn the unit n-sphere

in Rn+1, and Bn+1 the unit (n+ 1)-ball in Rn+1.

• lk(σ) := σ ∩ Sn

• P(σ) := σ ∩ Bn+1

• lk(Σ) := |Σ| ∩ Sn

• P(Σ) := |Σ| ∩ Bn+1

If Σ = P̂, then lk(Σ) is homeomorphic to P. If lk(Σ) is all of Sn, then

Σ is called complete. Both lk(Σ) and P(Σ) have the natural structure of cell

complexes, with cells {lk(γ)|γ ∈ Σ} and {P(γ)|γ ∈ Σ}, respectively. We will

only care about P(Σ) and lk(Σ) up to homeomorphism, hence a figure labelled

P(Σ) or lk(Σ) may only be homeomorphic to it.

Remark 3.2.6. Given a fan Σ, one could ask whether there exists a central

polytopal complex P so that cone(σ) is a facet of Σ for every facet σ ∈ P. Such

a P would be homeomorphic to P(Σ). If this is possible, then the facet normals

to P would give rise to a piecewise linear function on Σ. However, there exist

fans Σ (in three or more dimensions) with no piecewise linear function. Hence

we must be content with P(Σ) having the structure of a cell complex.

Example 3.2.7. The polytopal complex Q in Figure 3.1a has vertices A =

(−1,−1), B = (1,−1), C = (1, 1), D = (−1, 1), A′ = (−2,−2), B′ = (2,−2),

C ′ = (2, 2), D′ = (−2, 2). It has 5 facets and 12 edges. Figure 3.1a shows the

cone Q̂ over Q, and Figure 3.1c shows the cell complex P(Q̂). The complex

lk(Q̂) is the set of all faces of P(Q̂) that don’t contain the origin. In Figure 3.1c

this is the upper hull of the complex; note that lk(Q̂) is homeomorphic to the

original complex Q.

3.3 Splines and the Spline Complex

Given a polytopal complex or polyhedral fan X ⊂ Rn, we assign integers α(τ) ≥
−1, called smoothness parameters, to every codimension one face τ ∈ Xn−1 so

that α(τ) ≥ 0 for every τ ∈ X0
n−1. We denote by X−1 the subcomplex of ∂X

whose faces are contained in a codimension one face τ of Σ so that α(τ) = −1.

We also set X≥0
d = Xd \ X−1

d . The interaction of the pair (X,X−1) will be

crucial.

Remark 3.3.1. Let r ≥ 0 be an integer. The most well studied case is when

α(τ) = r for every interior codimension one face τ ∈ X and α(τ) = −1 for every

codimension one face in ∂X. In this case X−1 = ∂Σ. We will refer to this as

the case of uniform smoothness and call r the smoothness parameter.

Let X ⊂ Rn be a polytopal complex or polyhedral fan and α a list of

smoothness parameters. Every codimension one face τ has a unique affine span
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(a) A polytopal complex Q

(b) The fan Q̂ over Q (c) The cell complex P(Q̂)

Figure 3.1

aff(τ) ⊂ Rn. Let lτ ∈ R = R[x1, . . . , xn] be a choice of generator for the ideal

I(τ) of polynomials which vanish on τ (equivalently vanish on its affine span).

Definition 3.3.2. The algebra of splines Cα(X) is the subalgebra of tuples

{F = (Fσ)σ∈Xn} ⊂
⊕
σ∈Xn

R

satisfying

1. l
α(τ)+1
τ |(Fσ1−Fσ2) for every pair of facets σ1, σ2 with σ1∩σ2 = τ ∈ Xn−1.

2. l
α(τ)+1
τ |Fσ for every τ ∈ σ ∩ ∂X, provided this is nonempty.

Cαd (X) denotes the vector space

Cαd (X) := {(Fσ) ∈ Cα(X)|deg(Fσ) ≤ d}

Remark 3.3.3. In the case of uniform smoothness with smoothness parameter

r, Cα(X) is denoted by Cr(X).

Remark 3.3.4. Since Cα(X) ⊂ Rfn(X), we can add and multiply splines F,G ∈
Cα(X) componentwise within Rfn(P). Cα(X) is closed under these operations

since pointwise addition and multiplication do not disturb the divisibility con-

ditions of Definition 3.3.2. In particular, Cα(X) is an R-module. Cα(X) is an

R-algebra provided 1 ∈ Cα(X), where 1 is the unit of Rfn(X). This is true iff
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α(τ) = −1 for every τ ∈ ∂X, in other words no vanishing is imposed on the

boundary of X.

Remark 3.3.5. Definition 3.3.2 follows the definition of Geramita-Schenck [28].

Cr(X) is usually defined as follows. For U ⊂ Rn, let Cr(U) denote the set of

functions F : U → R continuously differentiable of order r. For F : |X| → R a

function and σ ∈ Xn, let Fσ denote the restriction of F to σ. Then

Cr(X) := {F ∈ Cr(|X|)|Fσ ∈ R for every σ ∈ Xn}

If X satisfies the conditions of Definition 3.2.3, Billera-Rose show [11, Corol-

lary 1.3] that the global Cr condition can be expressed as a differentiability

condition across internal faces of codimension one, recovering Definition 3.3.2.

The following lemma, due to Billera-Rose, provides the means for computing

Cα(P).

Lemma 3.3.6. Let X ⊂ Rn be a polytopal complex or polyhedral fan, and α a

list of smoothness parameters. Then Cα(X) is (isomorphic to) the kernel of the

map

φ : Rfn(X) ⊕

 ⊕
τ∈Xn−1

R

→ Rfn(X),

where φ is the matrix 
l
α(τ1)+1
τ1

δn
. . .

l
α(τk)+1
τk

 ,

k = |X≥0
n−1| and the matrix δn is the top dimensional cellular boundary map of

X relative to X−1.

Proof. This is an expression of the divisibility conditions in Definition 3.3.2 in

the form of a matrix.

Example 3.3.7. Consider the polytopal complex Q from Example 3.2.7, and

label the facets and edges as in Figure 3.2.

Letting li be the affine form corresponding to τi, we have

l1 = x+ 1 l2 = y − 1 l3 = x− 1 l4 = y + 1

l5 = x+ y l6 = x− y l7 = x+ y l8 = x− y
l9 = x+ 2 l10 = y − 2 l11 = x− 2 l12 = y + 2

The top dimensional map ∂2(Fi) =
∑

τj∈∂Fi
±τj is determined by any choice

of signs so that each edge τi appears in the two facets which contain it with

opposite signs. Then the matrix φ of Lemma 3.3.6 for Q is shown in Table 3.1.

We label the columns by the corresponding edges and faces for clarity. The rows
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Figure 3.2: Q

correspond to edges and are ordered accordingly. If any of the edges τ9, τ10, τ11,

or τ12 have corresponding smoothness parameter −1, then the row and column

corresponding to that edge are eliminated from the matrix.



F1 F2 F3 F4 F5 τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8 τ9 τ10 τ11 τ12

1 0 0 0 −1 l
α1
1 0 0 0 0 0 0 0 0 0 0 0

1 0 0 −1 0 0 l
α2
2 0 0 0 0 0 0 0 0 0 0

1 0 −1 0 0 0 0 l
α3
3 0 0 0 0 0 0 0 0 0

1 −1 0 0 0 0 0 0 l
α4
4 0 0 0 0 0 0 0 0

0 0 0 1 −1 0 0 0 0 l
α5
5 0 0 0 0 0 0 0

0 0 1 −1 0 0 0 0 0 0 l
α6
6 0 0 0 0 0 0

0 1 −1 0 0 0 0 0 0 0 0 l
α7
7 0 0 0 0 0

0 1 0 0 −1 0 0 0 0 0 0 0 l
α8
8 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0 0 l
α9
9 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0 0 0 l
α10
10 0 0

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 l
α11
11 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 l
α12
12



Table 3.1: Spline Matrix for Cα(Q)

As long as we impose no vanishing along the boundary of P(Σ) (which is

lk(Σ)), it makes sense to define splines on P(Σ).

Definition 3.3.8. Let P ⊂ Rn be a polytopal complex with smoothness pa-

rameters α and Σ ⊂ Rn+1 a polyhedral fan with smoothness parameters β.

Then

1. Cα(P̂) denotes the ring of splines on P̂ with smoothness parameters

α(τ̂) = α(τ) for every codimension one face τ ∈ Pn−1

2. Cβ(P(Σ)) denotes the ring of splines on P(Σ) with smoothness parameters

β(τ) = β(cone(τ)) for every codimension one cell τ ∈ P(Σ)n so that

cone(τ) ∈ Σn and β(τ) = −1 for every codimension one cell τ ∈ lk(Σ).
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Corollary 3.3.9. Let Σ ⊂ Rn+1 be a fan. Then Cα(Σ) = Cα(P(Σ)).

Example 3.3.10. With conventions as in Definition 3.3.8, the matrix whose

kernel is Cα(Q̂), where Q is the complex from Example 3.2.7, is found by

introducing a z-variable and homogenizing the entries of the matrix from Ex-

ample 3.3.7 with respect to z.

Proposition 3.3.11. Suppose X ⊂ Rn is a polyhedral fan or a central polytopal

complex. Define

Cα(X)d := {(Fσ) ∈ Cα(X)|degFσ = d for all σ ∈ Xn}.

Then Cα(X) decomposes as a direct sum

Cα(X) =

∞⊕
d=0

Cα(X)d.

Proof. The entries in the spline matrix φ for X (given in Lemma 3.3.6) are

homogeneous since the forms lτ for τ ∈ Xn−1 are linear (the affine span of

each τ passes through the origin). The kernel of a map given by a matrix with

homogeneous entries is graded, hence we have the result.

The following proposition, due to Billera and Rose, is crucial for using graded

commutative algebra to find dimCαd (P) for a polytopal complex P.

Proposition 3.3.12. [11, Theorem 2.6] Cαd (P) ∼= Cα(P̂)d.

Proof. If f ∈ R = R[x1, . . . , xn] is a polynomial with deg(f) ≤ d, then let

fh(x0, . . . , xn) = xd0f(x1

x0
, . . . , xnx0

). The map φh : Cαd (P)→ Cα(P̂)d is given by

φh((Fσ)) = (Fhσ ), where (Fσ) ∈ Cαd (P). This is an R-linear map with inverse

given by setting x0 = 1. Check that φh is injective, φ−1
h is surjective, and the

maps respect the divisibility conditions from Definition 3.3.2.

For the rest of this section we switch to exclusively using fans. By Corol-

lary 3.3.9, one could also use central polytopal complexes. We will do this in

Chapter 6.

Following Billera in [9], we extend the top dimensional boundary map

in 3.3.6 to a complex taking into account information of all relevant lower di-

mensional faces. It will be useful to do this for an arbitrary pair of fans (Σ,Σ′),

where Σ′ ⊂ Σ is a subfan.

Definition 3.3.13. Let Σ ⊂ Rn+1 be a fan with smoothness parameters α,

Σ′ ⊂ Σ a subfan, and set S = R[x0, . . . , xn]. Define the complex R[Σ,Σ′] with

the following modules in homological degree i for i = 0, . . . , n+ 1.

R[Σ,Σ′]i =
⊕

γ∈(Σi\Σ′i)
S

=
⊕

γ∈(P(Σ)i\(P(Σ′)i∪lk(Σ)i)

S,
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where the differential δi : R[Σ,Σ′]i → R[Σ,Σ′]i−1 is the cellular differential of

the relative chain complex of the pair (P(Σ), lk(Σ)∪P(Σ′)) with coefficients in

S.

Given a fan Σ with smoothness parameters α, we associate ideals to its faces

as follows. For a codimension one face τ ∈ Σ≥0
n , set J(τ) = 〈lα(τ)+1

τ 〉. For any

non-facet γ ∈ Σ,

J(γ) :=
∑

γ∈τ∈Σ
≥0
n

J(τ);

if σ ∈ Σn+1, set

J(σ) := 0.

Definition 3.3.14. Let Σ′ ⊂ Σ be a subfan of an (n + 1)-dimensional fan

Σ ⊂ Rn+1 with smoothness parameters α, and set S = R[x0, . . . , xn]. De-

fine complexes J [Σ,Σ′],R/J [Σ,Σ′] with the following modules in homological

degree i for i = 0, . . . , n+ 1.

J [Σ,Σ′]i =
⊕

γ∈(Σi\Σ′i)
J(γ)

R/J [Σ,Σ′]i =
⊕

γ∈(Σi\Σ′i)
S/J(γ).

The differentials of J [Σ,Σ′],R/J [Σ,Σ′] are obtained by restricting and quoti-

enting the differential of R[Σ,Σ′].

Lemma 3.3.15. Let Σ ⊂ Rn+1 be a pure, hereditary, (n + 1)-dimensional fan

with smoothness parameters α, and let R/J [Σ,Σ−1] be as in Definition 3.3.14.

Then

Hn+1(R/J [Σ,Σ−1]) = Cα(Σ).

Proof. This is equivalent to the statement

Cα(Σ) = ker(Sfn+1(Σ) δ̄n+1−−−→
⊕
τ∈Σ

≥0
n

S/J(τ)),

where δn+1 : Sfn+1(Σ) →
⊕

τ∈Σ
≥0
n
S is the top dimensional cellular boundary

map of P(Σ) relative to P(Σ−1) ∪ lk(Σ). This follows from Lemma 3.3.6; or it

can be seen directly since it is another way to state the divisibility conditions

from Definition 3.3.2. Explicitly, a tuple (Fσ)σ∈Σn+1
is sent by δ̄ to the tuple

(Fσ1
− Fσ2

)τ mod J(τ), where τ ∈ Σn is the codimension one face along which

σ1, σ2 intersect. This is 0 iff Fσ1
− Fσ2

∈ J(τ), i.e. iff l
α(τ)+1
τ |Fσ1

− Fσ2
. If

τ ∈ ∂P, then there is only one facet, say σ, containing τ and Fσ ≡ 0 mod J(τ)

iff l
α(τ)+1
τ |Fσ.

Remark 3.3.16. There is a tautological short exact sequence of complexes

0→ J [Σ,Σ′]→ R[Σ,Σ′]→ R/J [Σ,Σ′]→ 0
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We will frequently use this exact sequence of complexes in proofs.

We spend the rest of the section investigating the homology of R[Σ,Σ′]. The

complex R[Σ,Σ′] is defined so that

Hi(R[Σ,Σ′]) = Hi(P(Σ),P(Σ′) ∪ lk(Σ);S)

where the homology group on the right is the cellular homology of P(Σ) relative

to P(Σ′) ∪ lk(Σ) with coefficients in S. This agrees with the so-called Borel-

Moore homology of the fan Σ relative to the subfan Σ′. The homology of this

complex is described in more detail in the following proposition.

Proposition 3.3.17. Let Σ be an (n+1)-dimensional abstract fan, with n ≥ 1,

Σ′ 6= 0 ⊂ Σ a subfan (where 0 is the cone vertex), possibly empty, and R[Σ,Σ′]

as defined above.

Hi(R[Σ,Σ′]) ∼=

{
0 if i = 0, 1

H̃i−1(P(Σ′) ∪ lk(Σ);S) ∼= Hi−1(lk(Σ), lk(Σ′);S) if i ≥ 2.

Remark 3.3.18. If Σ = P̂, then lk(Σ) is homeomorphic to P and lk(Σ−1) is

homeomorphic to P−1.

Proof. We use the identification Hi(R[Σ,Σ′]) ∼= Hi(P(Σ),P(Σ′) ∪ lk(Σ);S).

Consider the long exact sequence of the pair in singular homology corresponding

to the inclusion P(Σ′) ∪ lk(Σ) ↪→ P(Σ), with coefficients in S:

· · · → Hi(P(Σ))→ Hi(P(Σ),P(Σ′) ∪ lk(Σ))→ Hi−1(P(Σ′) ∪ lk(Σ))→ · · ·

P(Σ) is contractible, so

Hi(P(Σ)) =

{
S if i = 0

0 otherwise,

The map H0(P(Σ′) ∪ lk(Σ))→ H0(P(Σ)) = S is surjective, hence

H0(P(Σ),P(Σ′) ∪ lk(Σ)) = 0 and we have a short exact sequence

0→ H1(P(Σ),P(Σ′) ∪ lk(Σ))→ H0(P(Σ′) ∪ lk(Σ))→ S → 0,

Hence H1(P(Σ),P(Σ′) ∪ lk(Σ)) = 0 if P(Σ′) ∪ lk(Σ) is connected. Since Σ is

hereditary, lk(Σ) is connected. So if Σ′ = ∅, P(Σ′)∪ lk(Σ) = lk(Σ) is connected.

If Σ′ 6= ∅, then P(Σ′) is connected since 0 is contained in every face. Further-

more P(Σ′)∩ lk(Σ) 6= ∅ since every face of Σ other than 0 intersects nontrivially

with lk(Σ), and we assumed Σ′ 6= 0. So P(Σ′) ∪ lk(Σ) is connected and the

conclusion follows.

The isomorphisms

Hi(P(Σ),P(Σ′) ∪ lk(Σ)) ∼= Hi−1(P(Σ′) ∪ lk(Σ))
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for i ≥ 2 are immediate from the long exact sequence of the pair. Finally, the

isomorphism

H̃j(P(Σ′) ∪ lk(Σ)) ∼= Hj(lk(Σ), lk(Σ′))

is a consequence of excision and the long exact sequence of the pair (P(Σ′) ∪
lk(Σ),P(Σ′)). The key observation is that P(Σ′) ∪ lk(Σ) is the mapping cone

of the inclusion lk(Σ′) ↪→ lk(Σ). That is, topologically, P(Σ′) ∪ lk(Σ) may be

identified with the space

lk(Σ) ∪ (lk(Σ′)× I)/ ∼,

where I = [0, 1] is the unit interval, all points of the form (x, 0) are identified

as a single point, and (x, 1) is identified with the image of x in lk(Σ). A more

detailed discussion may be found in [31, p. 125].

Example 3.3.19. Let Σ = Q̂ as in Figure 3.1b, with uniform smoothness

parameters α(τ) = r on interior codimension one faces and α(τ) = −1 on

boundary codimension one faces. Then Σ−1 = ∂Σ. The complex R[Σ,Σ−1] is

nonzero in homological degrees 1, 2, and 3. It has the form

S5 → S8 → S4 → 0,

where S = R[x, y, z] is the polynomial ring in three variables. By definition,

H∗(R[Σ, ∂Σ]) computes the homology of the complex P(Σ) relative to P(∂Σ)∪
lk(Σ) = ∂P(Σ) with coefficients in S = R[x, y, z]. From Figure 3.1c it is clear

that this is equivalent to computing H∗(D
3,S2;S), the homology of a 3-disk

relative to its boundary with coefficients in S. By excision, H∗(D
3,S2;S) ∼=

H̃∗(D
3/S2;S) = H̃∗(S3;S). Hence Hi(R[Σ, ∂Σ]) = 0 except when i = 3, when

H3(R[Σ, ∂Σ]) = S.

Equivalently, using Proposition 3.3.17, we see that H0(R[Σ, ∂Σ]) = 0 for

i = 0, 1. We have lk(Σ) is homeomorphic to Q and lk(∂Σ) is homeomorphic

to ∂Q. It is clear that the homology of Q relative to its boundary gives the

homology of a 2-sphere. Shifting the homological dimensions up, we again

arrive at the homology of the complex R[Σ, ∂Σ].

Example 3.3.20. Again let Σ = Q̂ be as in Figure 3.1b, but suppose we

impose vanishing on the entire boundary, so that Σ−1 = ∅. Then the complex

R[Σ,Σ−1] = R[Σ] has the form

S5 → S12 → S8 → S,

where the final S corresponds to the cone vertex. H∗(R) ∼= H∗(Σ,P(Σ−1) ∪
lk(Σ);S) = H∗(Σ, lk(Σ);S). Since lk(Σ) is contractible, this is the same as the

reduced homology of a point. We conclude that Hi(R[Σ]) vanishes for all i.

Equivalently, using Proposition 3.3.17, we see that Hi(R[Σ, ∂Σ]) = 0 for
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i = 0, 1. We have lk(Σ) is homeomorphic to Q. The homology of Q gives the

homology of a 2-disk. Hence Hi(R[Σ]) = Hi−1(Q;S) = 0 for i = 2, 3. Note that

H1(R[Σ]) = 0 while H0(Q;S) = S.

3.4 Homology Computations

In this section we restrict to the case of uniform smoothness r, where Σ−1 = ∂Σ.

We collect several results on the homologies of J [Σ, ∂Σ] and R/J [Σ, ∂Σ] which

we will use in upcoming chapters.

Lemma 3.4.1. Let Σ ⊂ Rn+1 be a fan such that lk(Σ) is homeomorphic to the

unit n-ball Bn, lk(∂Σ) is homeomorphic to the unit (n−1)-sphere Sn−1, and let

S = R[x0, . . . , xn]. Then we have the isomorphism (non-canonical)

Cr(Σ) ∼= S ⊕Hn(J [Σ, ∂Σ])

Hi(R/J [Σ, ∂Σ]) ∼= Hi−1(J [Σ, ∂Σ])

for every i = 1, . . . , n. In particular, this holds for Σ = P̂, where P ⊂ Rn is a

polytopal complex homeomorphic to Bn and ∂P is homeomorphic to Sn−1.

Proof. If lk(Σ) is homeomorphic to Bn and lk(∂Σ) is homeomorphic to Sn−1,

then the homologies of R[Σ, ∂Σ] match up with the reduced homology of an

(n + 1)-sphere by Proposition 3.3.17. Hence the only non-vanishing homology

is Hn+1(R[Σ, ∂Σ]) ∼= S. The long exact sequence in homology coming from the

short exact sequence of complexes

0→ J [Σ, ∂Σ]→ R[Σ, ∂Σ]→ R/J [Σ, ∂Σ]→ 0

yields Hi(R/J [Σ, ∂Σ]) ∼= Hi−1(J [Σ, ∂Σ]) for i = 1, . . . , n and the short exact

sequence

0→ S → Cr(Σ)→ Hn(J [Σ, ∂Σ])→ 0.

The inclusion of S is the inclusion of trivial splines (given by the same polyno-

mial on each facet) into Cr(P̂) = Hn+1(R/J ). This is a split inclusion, with

the splitting Cr(P̂)→ S given (noncanonically) by restriction F → Fσ for any

choice of facet σ.

Lemma 3.4.2. Let Σ ⊂ Rn+1 be a fan and S = R[x0, . . . , xn]. Let

φ : Sfn+1(Σ) ⊕

⊕
τ∈Σ0

n

S(−r − 1)

→ Sfn(Σ)

be the map from Lemma 3.3.6 whose kernel is Cr(Σ). If M is the cokernel of

φ, then it naturally fits into the complex R/J [Σ, ∂Σ] by replacing the first two
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modules, i.e.

0→M →
⊕

γ∈Σn−1

S

J(γ)
→ · · ·

Moreover, the two leftmost homology modules of this new complex are

Hn(R/J [Σ, ∂Σ]) and Hn−1(R/J [Σ, ∂Σ]). In particular, if Σ ⊂ R3 is a non-

complete fan, then there is a short exact sequence

0→ H2(R/J [Σ, ∂Σ]→M →
⊕
v∈Σ0

1

S

J(v)
→ 0

Proof. Consider the commutative diagram below whose top row is the same as

in Lemma 3.3.6 and whose bottom row is R/J [Σ, ∂Σ].

Sfn+1(Σ) ⊕
(⊕

τ∈Σ0
n
S(−r − 1)

)
Sfn(Σ)

Sfn+1(Σ)
⊕
τ∈Σ0

n

S

J(τ)

⊕
γ∈Σ0

n−1

S

J(γ)
· · ·

φ

π

δn+1 δn

The cokernel of φ is precisely the same as the cokernel of δn+1. Hence

M ∼=
⊕
τ∈Σ0

n

S

J(τ)
/im(δn+1) and δn descends to a map from M to

⊕
γ∈Σ0

n−1

S

J(γ)
.

Since Hn(R/J [Σ, ∂Σ]) = ker(δn)/im(δn+1), the lemma is proved.

We give presentations for the homology module H1(R/J [Σ, ∂Σ]) when dim Σ =

3. There are two cases, depending on whether Σ is complete or not.

Lemma 3.4.3. [50, Lemma 3.8] Let Σ ⊂ R3 be a hereditary, non-complete

fan. A codimension one face τ ∈ Σ2 is totally interior if τ ∩ ∂Σ = ∅. Define

Kr ⊂
⊕
τ∈Σ2

S(−r − 1)eτ to be the submodule generated by

{eτ |τ not totally interior}

and

{
∑
v∈τ

aτeτ |v ∈ Σ1,
∑

aτ l
r+1
τ = 0}.

The S-module H1(J [Σ, ∂Σ]) is given by generators and relations by

0→ Kr →
⊕
τ∈Σ0

2

Seτ → H1(J [Σ, ∂Σ])→ 0.

Proof. Let Kr
v ⊂

⊕
v∈τ S(−r − 1)eτ be the module of relations around the ray

v ∈ Σ1, namely

Kr
v = {

∑
v∈τ

aτeτ |
∑

aτ l
r+1
τ = 0}.
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Set up the following diagram with exact columns, whose first row is the complex

J [Σ, ∂Σ]. ⊕
τ∈Σ0

2

J(τ)
⊕
v∈Σ0

1

J(v)

⊕
τ∈Σ0

2

S(−r − 1)
⊕
v∈Σ0

1

⊕
τ∈Σ0

2,v∈τ
S(−r − 1)

0
⊕
v∈Σ0

1

Kr
v

The inclusion on the middle row has the effect (in the cokernel) of glu-

ing together copies of S(−r − 1) that correspond to codimension one faces

which are incident on two rays in Σ1 and killing copies of S(−r − 1) which

correspond to not totally interior codimension one faces. Hence the cokernel

is
⊕

τ∈Σ00
2

S(−r − 1), where Σ00
2 denotes totally interior codimension one faces.

The tail end of the exact sequence coming from the snake lemma yields that

H1(J [Σ]) is
⊕

τ∈Σ00
2

S(−r − 1) modulo the image of
⊕
v∈Σ1

Kr
v in

⊕
τ∈Σ00

2

S(−r − 1).

This is isomorphic to
⊕
τ∈Σ0

2

S(−r − 1) modulo Kr, so we are done.

Lemma 3.4.4. Let Σ ⊂ R3 be a hereditary, complete fan. Define Kr ⊂⊕
τ∈Σ2

S(−r − 1)eτ by

Kr = {
∑
v∈τ

aτeτ |v ∈ Σ1,
∑

aτ l
r+1
τ = 0}.

Also define V r ⊂
⊕
τ∈Σ2

S(−r − 1) by

V r = {
∑
τ∈Σ2

aτeτ |
∑

aτ l
r+1
τ = 0}.

Then Kr ⊂ V r and H1(J [Σ]) ∼= V r/Kr as S-modules.

Proof. Let Kr
v ⊂

⊕
v∈τ S(−r − 1)eτ be as in the proof of Lemma 3.4.4. Fur-

thermore, let J(ν) be the ideal of the central vertex of Σ. Set up the following

diagram with exact columns, whose first row is the complex J [Σ].
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0 0 0

⊕
τ∈Σ2

J(τ)
⊕
v∈Σ1

J(v) J(ν)

⊕
τ∈Σ2

S(−r − 1)
⊕

v∈Σ1,τ∈Σ2
v∈τ

S(−r − 1)
⊕
τ∈Σ2

S(−r − 1)

0
⊕
v∈Σ1

Kr
v V r

0 0

ι

The middle row is exact - this follows from the proof of Lemma 3.4.4. Now

the tail end of the long exact sequence in homology yields H1(J [Σ]) ∼= coker(ι).

The image of
⊕
v∈Σ1

Kr
v under ι is precisely Kr, so we are done.
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Chapter 4

Continuous Splines

In [48, Question 3.3] Schenck raises the following question: If P ⊂ Rn is a

shellable polytopal complex, is C0(P̂) a free module over the polynomial ring

S = R[x0, . . . , xn]? One of our main results in this chapter is Example 4.2.1,

which answers this question in the negative. In fact, this example establishes

the following theorem.

Theorem 4.0.5. For a pure, shellable, d-dimensional polytopal complex P ⊂ Rn

with n ≥ 2, freeness of C0(P̂) as an S-module depends on the embedding of P
in Rn.

In § 4.4 we also obtain in Theorem 4.4.3 (1) a nonfreeness criterion for C0(P̂),

where P ⊂ R2 is an arbitrary polytopal subdivision of a disk and (2) freeness

criteria for C0(P̂), where P ⊂ R2 is a generic polytopal subdivision of a disk.

These criteria are in the spirit of [50, Theorem 4.3].

4.1 Preliminaries

Let ∆ be an abstract simplicial complex on the vertex set V = {1, . . . , k} and

let H = k[y1, . . . , yk]. The Stanley-Reisner ideal of ∆ is defined by

I∆ = 〈
∏
i∈σ

yi|σ ⊂ V a non-face 〉

The ring A∆ = H/I∆ algebraically encodes the combinatorial data of the sim-

plicial complex ∆.

Now let ∆ ⊂ Rn be a pure embedded n-dimensional simplicial complex with

vertices ∆0 = {v1, . . . , vk}. There are unique piecewise linear functions Xi :

∆ → R determined by Xi(vj) = δij , where δij is the Kronecker-delta function.

These are the Courant functions alluded to in § 1.1. In [12, Theorem 4.2], Billera

shows that there is an isomorphism of rings

A∆
Φ−→ C0(∆̂)

given by Φ(yi) = Xi. This has the rather remarkable consequence that the

Sections 4.2 and 4.3 of this chapter appear in [18], Shellability and Freeness of Continuous
Splines, J. Pure Appl. Algebra 216 (2012) 2519-2523. Reprinted with permission.
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ring C0(∆̂), in spite of being defined on an embedded simplicial complex, has

no geometric content whatsoever. This correspondence also leads to complete

answers for the dimensions of the vector spaces Crd(∆); the Hilbert series of

C0(∆̂) is entirely determined by the f -vector of ∆ ([10, Corollary 3.17]).

Furthermore, via the Auslander-Buchsbaum formula, C0(∆̂) is free as an

S = R[x0, . . . , xn] module if and only if C0(∆̂) is Cohen-Macaulay as an S-

module. Since C0(∆̂) is finite over S, this is equivalent to C0(∆̂) being Cohen-

Macaulay as a ring. Hence C0(∆̂) is free if and only if A∆ is Cohen-Macaulay.

This is a well-studied property of simplicial complexes. For instance, Reisner’s

Criterion [39, Theorem 5.53] states that A∆ being Cohen-Macaulay can be de-

tected from the topology of vertex links. Another way to verify that A∆ is

Cohen-Macaulay is to check that ∆ is shellable [39, Theorem 13.45], that is to

say, that it can be built up sequentially by its facets in a nice way. In the next

section we see that the corresponding statement fails for polytopal complexes.

Definition 4.1.1. [64, §8.1] A shelling of a pure n-dimensional polytopal com-

plex P is a linear ordering P1, P2, . . . Ps of the facets of P such that either P is

zero dimensional or the following conditions are satisfied:

1. The boundary complex ∂P1 of the first facet P1 has a shelling.

2. For 1 < j ≤ s the intersection of the facet Pj with the previous facets

is nonempty and is a beginning segment of a shelling of the (k − 1)-

dimensional boundary complex of Pj .

A complex P is shellable if it has a shelling.

4.2 The Counterexample

When ∆ is simplicial the isomorphism A∆
∼= C0(∆̂) implies that C0(∆̂) is a

combinatorial object. This is not true for polytopal complexes: [48, Exam-

ple 1.1] displays a pair of pure, two dimensional, combinatorially equivalent

polytopal complexes P1, P2 ⊂ R2 such that dimR C
0
1 (P1) 6= dimR C

0
1 (P2). These

complexes are shellable and C0(P̂1) and C0(P̂2) are both free.

In [63], Yuzvinsky exhibits combinatorially equivalent polytopal complexes

P,Q ⊂ R2, both pure of dimension two and homotopic to a circle, so that C0(P̂ )

is free while C0(Q̂) is not. However, pure d-complexes with nontrivial singular

homology in dimension < d are not shellable. Example 4.2.1 below shows that

even for shellable polytopal complexes P ⊂ R2, freeness of C0(P̂) may depend

on the embedding.

Example 4.2.1. In Figure 4.1 the two complexes Q,Q′ ⊂ R2 are two combi-

natorially equivalent embeddings of a two dimensional complex with f2 = 5,

f0
1 = 8, and f0

0 = 4. These are in fact Schlegel diagrams for a cube, obtained by

projecting from a vertex just above one of the square faces. In Q the projection
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vertex is above the centroid of the square face and in Q′ the projection vertex

is not above the centroid. The numbering on the facets of Q gives a shelling

order.

(1,−1)

(1, 1)

(−1,−1)

(−1, 1)

(2,−2)

(2, 2)

(−2,−2)

(−2, 2)

2

3

4

5

1

(a) Q

(1,−1)

(1, 1)

(−1,−1)

(−1, 1)

(2,−2)

(2, 3)

(−2,−2)

(−2, 3)

(b) Q′

Figure 4.1

Using the description C0(P̂) = kerφ of Lemma 3.3.6 and projecting onto

Sf2 = S5 we find explicit generators for C0(Q̂1) and C0(Q̂2) as submodules of

S5. A free basis for C0(Q̂1) is given by the columns of the following matrix.

Each row corresponds to a facet of Q1 listed in the same order as the shelling

above.
1 y + z (y + z)(x− z) 0 0

1 y − x 2z(x− y) (x+ z)(x− y) 0

1 2y 2z(x− y) (x− y)(z − y) (x+ y)(x− y)(y − z)
1 x+ y 0 0 0

1 0 0 0 0


Now let l1 = y − 2x + z, l2 = x + y, l3 = y − x, l4 = y + 2x + z, l5 = y − z,
l6 = x−z, l7 = y+z, and l8 = x+z (li corresponds to the edge ei in Q2 above).

A minimal set of generators for C0(Q̂2) is given by the columns of the matrix

below. 
1 2l7 −4l6l7 0 2l6l

2
7 2l6l7l8

1 2l3 −8xl3 0 −4zl3l7 0

1 3y + z (3y + z)l1 −l1l4l5 −z(3y + z)l1 −zl1l4
1 2l2 0 0 0 0

1 0 0 0 0 0


If an S-module M is free on 6 generators it is readily seen that the leading

coefficient of the Hilbert polynomial HP (M,k) is 3. However it follows from

[11, Theorem 4.5] that the leading coefficient of HP (C0(Q̂2), k) is f/2 = 5/2.
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Hence C0(Q̂2) is not free. In Theorem 4.3.3 we prove the claims in this example

without the use of a computer algebra system.

Let Pn denote the nth iterate of the coning construction over P, starting

with P1 = P̂. The complexes Qn1 ,Qn2 ⊂ Rn+2 for n ≥ 1 are combinatorially

equivalent and shellable since coning preserves shellability. If C0(P) is graded,

Theorem 6.3 of [12] shows that freeness of C0(P̂) is equivalent to freeness of

C0(P). Since both C0(Q̂1) and C0(Q̂2) are graded, it follows that C0(Qn1 ) is

free and C0(Qn2 ) is not free for n ≥ 1. This establishes Theorem 4.0.5.

4.3 Non-freeness and Ext

We now indicate more precisely where the nonfreeness of C0(Q̂′) arises. Note

that by the exact sequence of Lemma 3.3.6, C0(P̂) is a second syzygy module

over S = R[x, y, z] hence can have projective dimension at most 1 by the Hilbert

Syzygy Theorem. So C0(P̂) is free iff Ext1S(C0(P̂), S) = 0. We refer the reader

to § 2.5 for the basics on Ext modules.

Our strategy is to express Ext1S(C0(P̂), S) as an Ext3 of a simpler module

with an explicit presentation given in [50]. This analysis is then applied to the

complex Q2 from Example 4.2.1 to show that Ext1S(C0(Q̂′), S) 6= 0 and hence

C0(Q̂′) is not free. To do this we use the spline matrix and the spline complex

from Chapter 3.

Write J ,R,R/J for the complexes J [P̂, ∂P̂],R[P̂, ∂P̂],R/J [P̂, ∂P̂].

Proposition 4.3.1. Suppose that P ⊂ R2 satisfies that |P| is homeomorphic

to a disk. Then

1. C0(P̂) ∼= S ⊕H2(J )

2. H2(J /R) ∼= H1(J )

3. Ext1S(C0(P̂), S) ∼= Ext3S(H1(J ), S)

Proof. (1) and (2) follow from Lemma 3.4.1. For (1), we have the short exact

sequence

0→ S → H2(R/J )→ H1(J )→ 0

coming from the beginning of the long exact sequence for 0 → J → R →
R/J → 0.

For (3), we establish that Ext1S(C0(P̂), S) ∼= Ext3S(H2(R/J ), S). Then we

are done by (2). Let M = cokerφ where φ is the matrix from Lemma 3.3.6.

Since C0(P̂) is a second syzygy module for M , Ext3S(M,S) = Ext1S(C0(P̂), S).

The following short exact sequence relates M and H2(R/J ) by Lemma 3.4.2:

0→ H2(R/J )→M →
⊕
v∈P̂0

1

S/J(v)→ 0.
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From the long exact sequence in Ext and the fact that Ext3S(S/J(v), S) = 0 we

obtain Ext3S(M,S) ∼= Ext3S(H2(R/J ), S).

We make the presentation from Lemma 3.4.4 for H2(R/J ) more explicit

in the case r = 0. If d edges are incident at a vertex v, the modules K0
v
∼=

{
∑
v∈τ aτeτ |

∑
aτ lτ = 0} ⊂

⊕
v∈τ S(−r− 1)eτ are generated by d− 2 relations

of degree zero and a single relation of degree one. Let η denote the number of

τ ∈ P0
1 which are not totally interior.

Corollary 4.3.2. Order the edges of P so that those which are not totally

interior occur last. The S-module H1(J ) has presentation

Sh
N−→ Se

0

→ H1(J )→ 0,

where h is the number of columns of N and N has block decomposition

N =
(
B0 B1 M

)
.

The columns of B0 run over syzygies of degree zero and the columns of B1 run

over syzygies of degree one at each v ∈ P0
0 , and M =

(
0

idη

)
, where idη is the

η × η identity matrix. Pruning out idη gives the more compact presentation

Sh−η
N ′−−→ Se

0−η → H1(J )→ 0

where N ′ = (B′0|B′1) is obtained from N by deleting M and the rows correspond-

ing to eτ with τ not totally interior.

We illustrate this corollary by applying it to a generic embedding Qg ⊂ R2 of Q
(preserving convexity), where Q is the complex from Example 4.2.1. Referring

�
�
�

�
�
�

@
@
@

@
@
@e8

e1

e2

e3

e4

e5

e6e7

v4 v1

v2v3

Figure 4.2: Qg

to Figure 4.2, let li be the linear form vanishing on êi. For each interior vertex v,

K0
v is generated by a degree zero syzygy and a degree one syzygy. Let the degree

zero syzygies at v1, v2, v3, and v4 respectively be a1e1 +b1e2 +c1e5, a2e2 +b2e3 +

c2e6, a3e3 + b3e4 + c3e7, and a4e4 + b4e1 + c4e8 for some constants ai, bi, ci ∈ R.

Similarly choose linear syzygies l5e1− l1e5, l6e2− l2e6, l7e3− l3e7, and l8e4− l4e8
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at each interior vertex. Using idη = id4 to eliminate the rows corresponding to

the not totally interior edges e5, e6, e7, e8 gives the presentation below, where

the ith row of N ′ corresponds to ei and the ith columns of B′0 and B′1 correspond

to vi.

S8 N ′−−→ S4 → H1(J [Q̂g, ∂Q̂g])→ 0

N ′ = (B′0|B′1) =


a1 0 0 b4 l5 0 0 0

b1 a2 0 0 0 l6 0 0

0 b2 a3 0 0 0 l7 0

0 0 b3 a4 0 0 0 l8


We use this matrix to establish the following theorem.

Theorem 4.3.3. Let Q,Q′ be the polytopal complexes from Example 4.2.1.

Then

1. C0(Q̂) is free.

2. C0(Q̂′) is not free.

3. If Qg is a generic embedding of Q (preserving convexity), then C0(Q̂g) is

free.

Proof. We use the matrix N ′ = (B′0|B′1) defined above, which presents

H1(J [Q̂, ∂Q̂]) for generic embeddings of Q. Clearly rank (B′0) ≥ 3 since ai, bi, ci

are all nonzero (otherwise the li would not define distinct lines). If rank(B′0) = 4

then H1(J ) = 0. If rank(B′0) = 3 then the presentation above can be simplified

to S4 N ′′−−→ S → H1(J ) → 0, where N ′′ =
(
l5 l6 l7 l8

)
. So in the rank

3 case H1(J ) ∼= S/(l5, l6, l7, l8). It is easy to check that both Q and Q′ from

Example 4.2.1 fall into the rank 3 case (this is because Q and Q′ both have a

single nontrivial piecewise linear function).

(1) In the case of Q, l5 = l7 = x + y and l6 = l8 = x − y. Hence

H1(J [Q̂, ∂Q̂]) ∼= S/(x, y). But Ext3S(S/(x, y), S) = 0 so C0(Q̂) is free by Propo-

sition 4.3.1 since ExtiS(C0(Q̂), S) = 0 for i > 1.

(2) In the case of Q′, l5 = y+x, l6 = y−2x+z, l7 = y+2x−z, and l8 = y−x.

So H1(J [Q̂′, ∂Q̂′]) ∼= S/(x, y, z) and Ext3S(S/(x, y, z), S) = R 6= 0. Proposition

4.3.1 then implies C0(Q̂′) is not free.

(3) If detB′0 6= 0, then H1(J ) = 0 and C0(Q̂) is free by Proposition 4.3.1.

This is the appropriate notion of generic for this particular complex.

Theorem 4.3.3 confirms the claims in Example 4.2.1 and gives a more sug-

gestive reason for the nonfreeness of C0(Q̂′).
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4.4 Non-freeness Conditions via Local

Cohomology

In this section we use local cohomology to present a more general analysis;

Example 4.4.4 shows that we can use this analysis to recover parts (2) and (3)

of Theorem 4.3.3. The main point of using local cohomology is the following

theorem (essentially the same as [50, Theorem 4.1]). We refer the reader to § 2.5

for a rough sketch of the basics of local cohomology.

Theorem 4.4.1. C0(P̂) is free as an S = R[x, y, z] module iff H0
m(H1(J )) = 0,

where m = (x, y, z) is the homogeneous maximal ideal.

Proof. C0(P̂) is free iff Ext1S(C0(P̂), S) = 0. By part (3) of Proposition 4.3.1,

Ext1S(C0(P̂), S) ∼= Ext3(H1(J ), S). Now the result follows by local duality [23,

Theorem A1.9].

In order to give the more general analysis promised, we first need to review

the computation of the Hilbert polynomial HP (C0(P̂), d), which can be found

in [48]. The computation in full generality is also given in Chapter 7, but we do

not need this level of generality. We assume P is a polytopal subdivision of a

topological disk, to eliminate any contributions from the topology of P. From

an Euler characteristic computation we have

HP (C0(P̂), d) =

2∑
i=0

(−1)iHP

 ⊕
γ∈P̂0

3−i

S

J(γ)
, d

+HP (H2(R/J ), d).

It is straightforward to show that

3∑
i=0

(−1)iHP

 ⊕
γ∈P̂0

3−i

S

J(γ)
, d

 = f2

(
d+ 2

2

)
− f0

1

(
d+ 1

1

)
+ f0

0 . (4.1)

If ∆ ⊂ R2 is a triangulation of a topological disk and r = 0, then H2(R/J ) = 0.

This is not true for polytopal complexes; however by Theorem 7.2.4 (see also [48,

Lemma 2.3]), H2(R/J ) has codimension ≥ 2 and is supported at certain points

in P2
R (actually A2

R as we will see). It follows thatHP (H2(R/J ), d) is a constant,

and this constant is given by counting the points in P2
R at which H2(R/J ) is

supported, possibly with some multiplicities. To count these points of support

we review some results and notation from [48].

Let P ⊂ R2 be a polytopal complex, and ξ a point which lies at the inter-

section of at least 2 affine spans of interior edges τ ∈ P0
1 . Associate a graph

Gξ(P) to ξ as follows: the vertices of Gξ(P) correspond to facets σ ⊂ P2 having

an edge τ so that ξ ∈ aff(τ). Two vertices v1, v2 are connected in Gξ(P) iff

the corresponding facets σ1, σ2 intersect in an edge τ so that ξ ∈ aff(τ). The
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connected components of Gξ(P) are homotopic to segments or circles [38, Corol-

lary 3.9]. Each connected component Giξ(P) of Gξ(P) is the dual graph of a

unique subcomplex Piξ. Let Pξ be the disjoint union of the Piξ. We generalize

this construction in Chapter 5 and a more general version of the graph above is

found in Chapter 7.

Let I(ξ) be the ideal of the point ξ. It is a fact that the localization

H2(R/J )I(ξ) is nonzero iff Gξ(P) has a loop ([48, Theorem 2.6]). Let αξ(P) be

the number of cycles of Gξ(P) which do not correspond to loops around vertices.

Set α1(P) =
∑
ξ αξ(P), where the sum runs over points ξ which appear in the

intersection lattice of affine spans of edges. We have the following results from

[48].

Theorem 4.4.2. Let P ⊂ R2 be a hereditary, pure, 2-dimensional polytopal

complex, and α1(P) be as above. Then

1. HP (H2(R/J )) = α1(P)

2. HP (C0(P̂), d) = f2

(
d+ 2

2

)
− f0

1

(
d+ 1

1

)
+ f0

0 + α1(P)

Proof. (1) is a special case of [48, Corollary 2.7]. (2) is [48, Corollary 2.9].

The following theorem is a polytopal analogue (for r = 0) of [50, Theo-

rem 4.3].

Theorem 4.4.3. Let P ⊂ R2 be a polytopal subdivision of a topological disk in

R2, with α1(P) as above. Then

1. If 2f0
0 − f0

1 + (dimR C
0
1 (P)− 3) > α1(P), then C0(P̂) is not free.

2. If α1(P) = 0, then C0(P̂) is free iff 2f0
0 − f0

1 + (dimR C
0
1 (P)− 3) = 0.

Proof. By Proposition 2.5.4,

HP (H1(J ), d) = dimH1(J )d − dimH0
m(H1(J ))d + dimH1

m(H1(J ))d (4.2)

Recall we have the tautological exact sequence

0→ H2(J )→
⊕
τ∈P̂0

2

J(τ)→
⊕
v∈P̂0

1

J(v)→ H1(J )→ 0.

Also, by part (1) of Proposition 4.3.1, S ⊕ H2(J ) ∼= C0(P̂). So taking the

tautological exact sequence above in degree 1 yields

dimH2(J )1 = 2f0
0 − f0

1 + (dimC0
1 (P̂)− 3).

Putting this together with equation (4.2) in degree d = 1 yields

α1(P) = 2f0
0 − f0

1 + (dimC0
1 (P̂)− 3)

− dimH0
m(H1(J ))1 + dimH1

m(H1(J ))1 (4.3)
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(1) By Theorem 4.4.1, we must show that if 2f0
0−f0

1 +(dimR C
0
1 (P)−3) > α1(P),

then H0
m(H1(J )) 6= 0. This follows directly from equation (4.3). (2) If α1(P) =

0 then dimH1(J ) = 0, hence H0
m(H1(J )) = H1(J ) and H1

m(H1(J )) = 0.

Equation (4.3) becomes

2f0
0 − f0

1 + (dimC0
1 (P̂)− 3) = dimH1(J )1

By Theorem 4.4.1, sinceH1(J ) has finite length, C0(P̂) is free iffH1(J ) = 0. By

the presentation in Lemma 3.4.4, H1(J ) is generated in degree 1, so H1(J ) = 0

iff H1(J )1 = 0. Now the result follows from the above equation.

Example 4.4.4. We revisit the polytopal complexes Q and Q′ from Exam-

ple 4.2.1. These both have f0
0 = 4 and f0

1 = 8. There is at least one nontrivial

piecewise linear function on both Q and Q′; the graph of this function is a de-

formed version of the cube and is shown for Q′ in Figure 4.3a. It is easy to see

that H1(J [Q̂, ∂Q̂]) is supported at only the origin, and α1(Q) = 1. The cycle

corresponding to this point of support for H1(J [Q̂, ∂Q̂]) is shown in Figure 4.3b.

Hence

2f0
0 − f0

1 + (dimR C
0
1 (Q)− 3) = 0 + 1 = α1(Q).

Theorem 4.4.3 does not apply in this situation, however Theorem 4.3.3 shows

that C0(Q) is free. For Q′ we have

2f0
0 − f0

1 + (dimR C
0
1 (Q′)− 3) = 0 + 1 > 0 = α1(Q′),

hence C0(Q′) is not free by Theorem 4.4.3.

In fact,a little work shows that generic embeddingsQg (preserving convexity)

ofQ have a nontrivial piecewise linear function iff the rank of the matrix B′0 from

Theorem 4.3.3 is 3. Moreover, the linear forms corresponding to interior edges

of Qg which meet the boundary span the entire maximal ideal m = (x, y, z) iff

α1(Qg) = 0. These observations, coupled with Theorem 4.4.3, recover part (3)

of Theorem 4.3.3.

(a) PL Function on Q′ (b) Support of H1(J [Q̂, ∂Q̂])

Figure 4.3
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Example 4.4.5. Consider the polytopal complex T in Figure 4.4b, which is

the Schlegel diagram of the truncated cube in Figure 4.4a. T is the image

of the truncated cube under a projection centered at a point just above the

centroid of one of the octagonal faces. It has f0
0 = 16, f0

1 = 28, f2 = 13. Hence

2f0
0 −f0

1 = 4. There is at least one nontrivial piecewise linear function on T ; the

graph of this function is a deformed version of the truncated cube and is shown

in Figure 4.4c. This is in fact the only nontrivial piecewise linear function on

T . So dimC0
1 (T ) − 3 = 1. We also have α1(T ) = 5; the points of support of

H1(J [T , ∂T ]) and their corresponding cycles are shown in Figure 4.4d. Hence

2f0
0 − f0

1 + (dimR C
0
1 (T )− 3) = 4 + 1 = α1(T ).

Theorem 4.4.3 does not apply to this situation. However, a computation in

Macaulay2 yields that C0(T̂ ) is in fact free.

Now let T ′ be a polytopal complex obtained by a slight perturbation of a

single interior vertex of T , placing it outside of the affine span of interior edges

of T . This perturbation destroys two of the cycles which contribute to α1(T ′),
as well as the nontrivial piecewise linear function. Hence

2f0
0 − f0

1 + (dimR C
0
1 (T̂ ′)− 3) ≥ 4 > 3 = α1(T ′)

and C0(T̂ ′) is not free by Theorem 4.4.3. For generic perturbations Tg of T ,

α1(Tg) = 0 and C0(T̂g) is again not free by Theorem 4.4.3.

Remark 4.4.6. It is not difficult to prove extensions of Theorem 4.4.3 for Cr(P),

where r > 0. However the statement is much simpler for r = 0.

Remark 4.4.7. In [50, Corollary 4.5], Schenck-Stillman build on results of Billera-

Whiteley to show that C1(∆̂) is free for ∆ ⊂ R2 a generically embedded tri-

angulation of a 2-ball. Example 4.4.5 shows that this is not even true in the

continuous case for generic embeddings (preserving convexity) of a decomposi-

tion of a 2-ball by convex polytopes.
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(a) Truncated Cube (b) T

(c) PL Function on T (d) Support of H1(J [T , ∂T ])

Figure 4.4
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Chapter 5

Lattice-Supported Splines

For a polytopal complex P ⊂ Rn, dual graphs are used to study the spline

module Cr(P) in [45, 46]. In [38] dual graphs are used to analyze associated

primes of the complex R/J . In this chapter we use dual graphs associated to

certain linear subspaces W ⊂ Rn (a slight generalization of the construction in

[38, Definition 3.6]) to build certain subcomplexes PW ⊂ P. These subcom-

plexes reduce to unions of stars of faces if P = ∆ is simplicial, and we use

them in § 5.3 to understand the localization Cr(P)P with respect to a prime

P ⊂ R[x1, . . . , xn]. Then in § 5.4 we use the subcomplexes PW to construct

submodules LSr,k(P) ⊂ P with the property that LSr,k(P)P = Cr(P)P for all

primes P ⊂ R of codimension at most k (Theorem 5.4.3). As a consequence we

derive Theorem 5.4.6, that Crd(P) has a lattice-supported basis for d� 0. Such

a basis is supported on complexes of the form PW and is in some sense the best

one can do to find a locally supported basis for Crd(P). We begin by illustrating

with a couple of examples.

5.1 Example of locally supported splines

Consider the two dimensional polytopal complex Q in Figure 5.1 with 5 faces,

8 interior edges, and 4 interior vertices.

H-1,-1L H1,-1L

H1,1LH-1,1L

H-2,-2L H2,-2L

H2,2LH-2,2L

Figure 5.1: Q

It is readily verifiable that the constant function 1 ∈ C0(Q) cannot be writ-

ten as a sum of splines which are supported on the stars of the 4 interior vertices,

i.e. splines which restrict to 0 outside of the shaded regions in Figure 5.2. How-

The content of this chapter appears in [20], Lattice-Supported Splines on Polytopal Com-
plexes, Adv. in Appl. Math. 55 (2014) 1-21. Reprinted with permission.
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Figure 5.2: Stars of Interior Vertices of Q

1
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+

0

x+y

2

x+y

2

0

xy+x+y+1

4
+ 0

0

x-y

2

x-y
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-xy+x-y+1

4
+

-x-y

2

0

0

-x-y

2

xy-x-y+1

4

Figure 5.3: A ‘local’ decomposition of 1 ∈ C2
0 (Q)

Figure 5.4: Non-Star Lattice Complexes of Q

ever, a decomposition of 1 ∈ C0
2 (Q) computed in Macaulay2 [30] is shown in

Figure 5.3.

The support of the first spline in the sum depicted in Figure 5.3 is the annular

subcomplex in Figure 5.4. According to Theorem 5.4.6, Crd(Q) has a basis of

splines supported on either the star of an interior vertex or one of the shaded

complexes in Figure 5.4, for d� 0 (See Example 5.4.9). Such complexes are an

example of lattice complexes, explained in §5.2.

It is the presence of such an annular subcomplex in Figure 5.4 that contributes

to the constant term of the dimension formula dimRC
r
d(Q) for d � 0 provided

in [38]. So the lattice complexes described in §5.2 encode subtle interactions

between the geometry and combinatorics of P that are manifested in Cr(P).

If we disturb the symmetry of Q slightly to get Q′ as in Figure 5.5, then

the affine spans of the four edges connecting the inner and outer squares do

not all intersect at the same point. By Theorem 5.4.6, Crd(Q′) has a basis of

splines with support in either the star of an interior vertex or one of the shaded

complexes in Figure 5.6, for d� 0 (see Example 5.4.9).
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H-1,-1L H1,-1L

H1,1LH-1,1L

H-2,-2L H2,-2L

H2,3LH-2,3L

Figure 5.5: Q′

Figure 5.6: Non-Star Lattice Complexes of Q′

5.2 Lattice Complexes

Throughout this chapter, P ⊂ Rn is assumed to be a pure, n-dimensional,

hereditary polytopal complex.

Let R = R[x1, . . . , xn] be the polynomial ring in n variables. For a subset

S ⊂ Rn, let I(S) ⊂ R denote the ideal of polynomials vanishing on S. If

τ ∈ Pn−1 then lτ denotes any linear form generating the principal ideal I(τ).

Recall In what follows we use a subgraph GJ(P) of G(P) determined by an

ideal J ⊂ R. This is a slight generalization of a graph used by McDonald and

Schenck in [38] and builds on the dual graphs of Rose [45, 46].

Definition 5.2.1. Let P ⊂ Rn be a polytopal complex, and J ⊂ R an ideal.

The vertices of the graph GJ(P) correspond to facets of P having a codimension

one face τ such that lτ ∈ J . Two vertices corresponding to facets σ1 and σ2

which intersect along the edge τ are connected in GJ(P) if lτ ∈ J .

Let GJ(P) be the union of k connected components G1
J(P), . . . , GkJ(P).

There is a unique subcomplex PiJ of P whose dual graph is GiJ(P).
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Definition 5.2.2. With notation as above, define PJ to be the disjoint union

of P1
J , . . . ,PkJ .

We call the PiJ the connected components, or simply components, of PJ ,

although two components may share codimension one faces within P as will be

apparent in Example 5.2.5. There are only finitely many distinct complexes PJ
associated to J ⊂ R. They are in bijection with the nontrivial elements of the

intersection poset of a certain hyperplane arrangement, which we now describe.

Recall that a hyperplane arrangement H ⊂ Rn is a set H = {H1, . . . ,Hk}
of hyperplanes. The intersection poset L(H) of H includes the whole space, the

hyperplanes Hi, and nonempty intersections of these hyperplanes (called flats)

ordered with respect to reverse inclusion. L(H) is a ranked poset with rank

function rk(W ) = codim(W ) for W ∈ L(H). L(H) is a meet semilattice and is

a lattice iff H is central, that is, iff ∩iHi 6= ∅.

Definition 5.2.3. Let P ⊂ Rn be a polytopal complex.

1. For τ ∈ P a face, aff(τ) denotes the linear (or affine) span of τ .

2. A(P) denotes the hyperplane arrangement ∪τ∈P0
n−1

aff(τ).

3. LP denotes the intersection semi-lattice L(A(P)) of A(P).

Lemma 5.2.4. For every ideal J ⊂ R, there is a unique W ∈ LP so that PJ =

PI(W ). Furthermore, the ideal I(W ) is minimal with respect to PI(W ) = PJ .

Proof. Set W = ∩τ∈(PJ )0
n−1

aff(τ). Clearly PI(W ) = PJ . To prove minimality,

let Q be any ideal satisfying PQ = PJ . Then all codim 1 faces τ ∈ (PQ)0
n−1

satisfy lτ ∈ Q. Since (PQ)0
n−1 = (PJ)0

n−1, I(W ) ⊂ Q. To show uniqueness,

assume V ∈ LP and PI(V ) = PJ . By minimality of I(W ), I(W ) ⊂ I(V ),

implying V ⊂ W . If V ( W , then there is some τ ∈ P0
n−1 \ (PJ)0

n−1 so that

V ⊂ aff(τ). But then τ is an interior edge of PI(V ) that is not an interior edge

of PJ , a contradiction. So V = W .

For brevity, henceforth we write GS(P) and PS to denote GI(S)(P) and

PI(S) for S ⊂ Rn.

Example 5.2.5. The planar polytopal complex Q from the introduction is

shown in Figure 5.7, along with its associated line arrangement A(Q) and a

representative sample of the complexes QW for W 6= ∅ ∈ LQ. We label the

interior edges of Q by 1, . . . , 8 and denote their affine spans by L1, . . . , L8.

For each complex QW the facets are shaded and the corresponding flat W is

labelled. If QW is the disjoint union of several subcomplexes QiW , we display

these subcomplexes separately.
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H-1,-1L H1,-1L

H1,1LH-1,1L

H-2,-2L H2,-2L

H2,2LH-2,2L

1

2

3

4

5

6 7

8

(a) Q

L1

L2

L3

L4
y z

wx

Ξ

L5=L7 L6=L8

(b) A(Q)

1

(c) QL1

5

(d) Q1
L5

7

(e) Q2
L5

w

(f) Q1
w

w

(g) Q2
w

Ξ

(h) Qξ

Figure 5.7: Lattice Complexes of Example 5.2.5

5.2.1 The central case and homogenization

The case where P is a central complex, i.e. A(P) is a central arrangement, is

of particular interest for splines since then Cr(P) is a graded R-algebra. All

the hyperplanes of A(P) pass through the origin (perhaps after a coordinate

change), so we can remove the origin and consider the projective arrangement

PA(P) ⊂ Pn−1
R obtained by quotienting under the action of R∗ by scalar mul-

tiplication. The intersection poset L(PA(P)) is identical to LP except it may

not contain the maximal flat of LP (if that flat was the origin).

One of the most important central complexes for splines is the homogeniza-

tion P̂ ⊂ Rn+1 of a polytopal complex P ⊂ Rn. P̂ ⊂ Rn+1 is constructed

by taking the join of i(P) with the origin in Rn+1, where i : Rn → Rn+1 is

defined by i(a1, . . . , an) = (1, a1, . . . , an). Cr(P̂) is a graded algebra whose dth
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graded piece Cr(P̂)d is a vector space isomorphic to Crd(P) (see [11]). If we

regard x0, . . . , xn as coordinate functions on Rn+1, then we obtain the original

complex P from P̂ by setting x0 = 1.

Remark: We associate a subcomplex PW ⊂ P to W ∈ LP̂ by slicing the

complex P̂W with the hyperplane x0 = 1. Note that the subcomplex P̂W is the

cone over the subcomplex PW . The subcomplexes PW ⊂ P obtained this way

are the same as those obtained by first embedding P in PnR by adding the hyper-

plane at infinity, taking the arrangement of hyperplanes A(P) in PnR (including

intersections in the hyperplane at infinity), and forming the complexes PW for

flats W in this projective arrangement.

In Figure 5.8 we show the arrangement PA(Q̂) for the complex Q in Exam-

ple 5.2.5. The lattice LQ̂ has two rank 2 flats α and β which do not appear in

LQ, corresponding to the intersections of the two pairs of parallel lines L1, L3

and L2, L4 in P2. The complexes Qα,Qβ , also depicted in P2, are identical up

to rotation.

L1

L2

L3

L4
y z

wx

Ξ

L5=L7 L6=L8

Β=H0,1,0L

H1,0,0L=Α

(a) PA(Q̂)

Α

(b) Qα

Β

(c) Qβ

Figure 5.8: Projective Lattice Complexes

5.2.2 The simplicial case

We close this section by showing that the complexes PW reduce to unions of

stars of faces when P = ∆ is a pure n-dimensional hereditary simplicial complex,

as Proposition 5.2.8 shows. We use the following lemma.

Lemma 5.2.6. Let ∆ ⊂ Rn be an n+1-simplex and σ1, σ2 ∈ ∆. Then aff(σ1)∩
aff(σ2) = aff(σ1 ∩ σ2). This includes the case aff(σ1) ∩ aff(σ2) = ∅, assuming

aff(∅) = ∅.

Proof. ∆ is the convex hull of n+ 1 vertices {v0, . . . , vn}. Let ∆i be the convex

hull of {v0, . . . , vi−1, vi+1, . . . , vn}, the codimension one face of ∆ determined

by leaving out vertex vi. It has supporting hyperplane Hvi , the affine hull of

all vertices except vi. A k-dimensional face τ of ∆ determined by {vi0 , . . . , vik}
has aff(τ) = ∩v∈∆0\τ0Hv. Now if σ1, σ2 ∈ ∆,

aff(σ1) ∩ aff(σ2) =
⋂

v∈(∆0\(σ1)0)∪(∆0\(σ2)0)

Hv =
⋂

v∈∆0\(σ1∩σ2)0

Hv = aff(σ1 ∩ σ2)
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Lemma 5.2.7. Let ∆ ⊂ Rn be a pure n-dimensional hereditary simplicial com-

plex, and W ∈ A(∆). Then each component of ∆W has the form st(τ) for some

τ ∈ ∆.

Proof. Let GiW (∆) be a connected component of GW (∆) and ∆i
W ⊂ ∆ the

corresponding complex. Let ∆i
W have facets σ1, . . . , σk, set

Vi =
⋂

τ∈(σi)n−1∩(∆i
W )0

n−1

aff(τ) and V = ∩τ∈(∆i
W )0

n−1
aff(τ) = ∩ki=1Vi. By applying

Lemma 5.2.6 iteratively, Vi = aff(γi) for some face γi ∈ σi. Now let K be a

walk of length m + 1 on the graph GiW with the corresponding sequence of

facets and codimension 1 faces of ∆i
W being S = {σj0 , τj1 , σj1 , . . . , τjm , σjm},

where τji = σji−1
∩ σji is a codimension 1 face of σji−1

and σji . Set β0 = γj0 ,

βc = ∩ci=0γji . We prove ∩ci=0Vji = aff(βc), for c = 0, . . . ,m by induction. We

already have Vj0 = aff(γj0) = aff(β0). Assume ∩ci=0Vji = aff(βc). βc is a face

of γjc , which in turn is a face of τjc+1
, since τjc+1

is a codimension 1 face of

σjc such that aff(τjc+1
) contains W . So βc is a face of σjc+1

. By Lemma 5.2.6,

aff(βc) ∩ aff(γjc+1
) = aff(βc ∩ γjc+1

) = aff(βc+1). Putting everything together,

we have ∩c+1
i=0Vji = (∩ci=0Vji) ∩ Vjc+1

= aff(βc) ∩ aff(γc+1) = aff(βc+1).

Setting τ = βm and noting that V = ∩ki=1Vi = ∩mi=0Vji , we have V = aff(τ).

By construction τ is a face of σi for i = 1, . . . , k, hence ∆i
W ⊂ st(τ). On the

other hand, since W ⊂ aff(τ), st(τ) ⊂ ∆W . ∆ is hereditary, so G(st(τ)) is

connected and st(τ) is a component of ∆W . Hence ∆i
W = st(τ).

We indicate precisely which stars appear in ∆W , following notation of Billera

and Rose [12].

Proposition 5.2.8. Let ∆ be a pure simplicial complex and W ∈ L∆. Set

S(W ) = {τ ∈ ∆|W ⊂ aff(τ) and τ is minimal with respect to this property}.

Then

∆W =
⊔

τ∈S(W )

st(τ)

Proof. Let ∆i
W be a component of ∆W . By Lemma 5.2.7, ∆i

W = st(τ) for some

τ ∈ ∆, where we may assume τ is the intersection of all simplices appearing in

st(τ). Clearly W ⊂ aff(τ). If τ is not minimal with respect to this property,

then there is some γ a proper face of τ so that W ⊂ aff(γ). But then st(τ) (
st(γ) ⊂ ∆W , contradicting that st(τ) is a component of ∆W . So τ ∈ S(P ).

Now suppose τ ∈ S(P ). Clearly st(τ) ⊂ ∆W and G(st(τ)) is connected since

∆ is hereditary. Hence st(τ) is contained in a component ∆i
W of ∆W . By

Lemma 5.2.7, ∆i
W = st(γ) for some γ ∈ ∆. We may assume τ is the intersection

of the simplices contained in st(τ), implying γ is a face of τ . But W ⊂ aff(γ)

and τ ∈ S(W ), so τ = γ.
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5.3 Localization of Cr(P)

Our objective in this section is to give an explicit description of Cr(P)P for any

prime P ⊂ R, using the complexes PW defined in the previous section. Given

a pure n-dimensional polytopal complex P, the boundary complex of P is a

pure (n − 1)-dimensional complex denoted by ∂P. For a pure n-dimensional

subcomplex Q ⊂ P, not necessarily hereditary, we use the following notation.

1. CrQ(P) := {F ∈ Cr(P)|Fσ = 0 for all σ ∈ Pn \ Qn}.

2. L∂Q :=
∏
τ∈(∂Q)n−1\(∂P)n−1

lτ .

We can naturally view Cr(Q) as a submodule of ⊕σ∈PnR by defining Fσ = 0

for F ∈ Cr(Q), σ ∈ Pn \ Qn. In this way Cr(Q) and Cr(P) are submodules of

the same ambient module. We will assume this throughout the paper.

CrQ(P) satisfies Lr+1
∂Q ·Cr(Q) ⊆ CrQ(P). This follows since Lr+1

∂Q ·F vanishes

on ∂Q \ ∂P to order r + 1 for any F ∈ Cr(Q). From this we get the following

observation on localization which we refer to as (?).

Observation: CrQ(P)P = Cr(Q)P for any prime P such that L∂Q 6∈ P . (?)

Let Q1, . . . ,Qk be pure n-dimensional polytopal subcomplexes of P. Call

Q1, . . . ,Qk a partition of P if the facets of Q1, . . . ,Qk partition the facets of

P.

Lemma 5.3.1. Let Q and O be two polytopal subcomplexes which partition P.

Let P be a prime of R such that L∂Q 6∈ P and L∂O 6∈ P . Then

Cr(P)P = Cr(Q)P ⊕ Cr(O)P

as submodules of ⊕σ∈PnRP . More precisely,

(CrQ(P) + CrO(P))P = Cr(Q)P + Cr(O)P .

Proof. It is clear that Cr(Q)∩Cr(O) = 0 and CrQ(P)∩CrO(P) = 0 in ⊕σ∈PnR
since Q and O have no common facets. So both CrQ(P) +CrO(P) and Cr(Q) +

Cr(O) are internal direct sums. The result follows from (?).

Corollary 5.3.2. Let Q1, . . . ,Qk be a partition of P into polytopal subcomplexes

and P ⊂ R a prime such that L∂Qi 6∈ P for i = 1, . . . , k.

Cr(P)P =

k⊕
i=1

Cr(Qi)P

as submodules of ⊕σ∈PnR.

Proof. Apply Corollary 5.3.1 iteratively.
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Corollary 5.3.3. Let P be a prime of R so that lτ 6∈ P for every edge τ ∈ P0
1 .

Then

Cr(P)P =
⊕
σ∈Pn

RP

Proof. Apply Corollary 5.3.2 to the partition of P into individual facets. This

yields

Cr(P)P =
⊕
σ∈Pn

Cr(σ)P

Since Cr(σ) = R, we are done.

Now let I ⊂ R be an ideal and PI ⊂ P be the subcomplex defined in the

previous section.

Definition 5.3.4. Let PI have components P1
I , . . . ,PkI . Define

Cr(PI) :=

k⊕
i=1

Cr(PiI).

Proposition 5.3.5. Let P ⊂ R be a prime ideal, and P ⊂ Rn a polytopal

complex. Then

Cr(P)P = Cr(PP )P ⊕
⊕

σ∈Pn\(PP )n

RP

= Cr(PW )P ⊕
⊕

σ∈Pn\(PW )n

RP
,

where W is the unique flat of LP so that PW = PP guaranteed by Lemma 5.2.4.

Proof. Consider the partition of P determined by PP and Q, where Q is the

subcomplex of P generated by all facets σ ∈ Pn \ (PP )n. By the construction

of PP , τ ∈ (PP )0
n−1 ⇐⇒ lτ ∈ P . Hence if τ ∈ (∂PP )n−1 \ (∂P)n−1 =

(∂Q)n−1 \ (∂P)n−1 then lτ 6∈ P . Applying Corollary 5.3.1 we have

Cr(P)P = Cr(PP )P ⊕ Cr(Q)P

Again since all τ ∈ P0
n−1 such that lτ ∈ P are interior codim 1 faces of PP ,

there is no τ ∈ Q0
n−1 such that lτ ∈ P . Applying Corollary 5.3.3 to Cr(Q)P

gives the result.

We get the following result of Billera and Rose, used in the proof of Theorem

2.3 in [12], as a corollary of Proposition 5.3.5 and Proposition 5.2.8.

Corollary 5.3.6. Let ∆ be a simplicial complex and W ∈ L∆. Define S(W )

as in Proposition 5.2.8. Then

Cr(∆)P =
⊕

τ∈S(W )

Cr(st(τ))P ,

where W ∈ L∆ is the unique flat so that ∆P = ∆W .
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Note that if a facet σ is in S(W ) then it is a not a facet of ∆W . Since

Cr(σ) = R, the sum
⊕

σ∈∆n\(∆W )n
RP appearing in Theorem 5.3.5 is implicit

in the sum above.

5.3.1 Relation to results of Billera-Rose and Yuzvinsky

As an application of Proposition 5.3.5, we prove a slight variant of a result of

Yuzvinsky [63] which reduces computation of the projective dimension of Cr(P)

to the central case.

In [63], Yuzvinsky introduces a poset L, different from LP , associated to a

polytopal complex. He defines subcomplexes associated to each x ∈ L and uses

them to reduce the characterization of projective dimension to the graded case

(Proposition 2.4). Proposition 5.3.5 is the analog for LP of Lemma 2.3 in [63],

and we use it to prove the following statement.

Theorem 5.3.7. Let P ⊂ Rn be a polytopal complex. Then

1. pd(Cr(P)) ≥ pd(Cr(PW )) for all W ∈ LP .

2. pd(Cr(P)) = max
W∈LP

pd(Cr(PW )). In particular, Cr(P) is free iff Cr(PW )

is free for all nonempty W ∈ LP .

Proof. We use the following two facts about projective dimension. Here M is

any R-module, not necessarily graded.

(A) For any prime P ⊂ R, pd(M) ≥ pd(MP ).

(B) pd(M) = max
P∈Spec R

pd(MP ).

(A) is immediate from localizing any free resolution F• of M . (B) follows from

showing that there are primes which preserve pd(M) under localization. Set

pd(M) = r. We have ExtrR(M,R) 6= 0 and taking any prime P in its support will

suffice. For such a prime, we have ExtrRP (MP , RP ) ∼= ExtrR(M,R)⊗R RP 6= 0.

Hence pd(MP ) ≥ r. Since we already have pd(MP ) ≤ r, pd(MP ) = r. (1)

Observe that Cr(PW ) is graded with respect to I(ξ) for any point ξ ∈W since

the affine span of every interior codimension 1 face of PW contains W , hence

also contains ξ. Choose ξ ∈ W \ ∪V⊂WV , where V ∈ LP . Then Pξ = PW . We

have

pd(Cr(P)) ≥ pd(Cr(P)I(ξ)) = pd(Cr(Pξ)I(ξ)) = pd(Cr(PW )I(ξ)),

where the first equality follows from fact (A) above and the second follows

from Theorem 5.3.5 since Cr(P)I(ξ) is the direct sum of a free module and

Cr(Pξ)I(ξ). Cr(PW ) is graded with respect to I(ξ), so a minimal resolution

of Cr(PW ) has differentials with entries in I(ξ). It follows that this remains a

minimal resolution under localization with respect to I(ξ), so pd(Cr(PW )I(ξ)) =

pd(Cr(PW )), and the result follows. (2) Set m = max
W∈LP

pd(Cr(PW )). From (1)
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pd(Cr(P)) ≥ m. For any prime P ⊂ R we have PP = PW for some W ∈ LP
by Lemma 5.2.4, so

pd(Cr(P)P ) = pd(Cr(PW )P ) ≤ pd(Cr(PW )) ≤ m.

Hence pd(Cr(P)) ≤ m from fact (B) above, and pd(Cr(P)) = m as desired.

Since the PW are central complexes, this reduces computation of pd(Cr(P))

to the central case. Via Proposition 5.2.8 we obtain the following theorem of

Billera and Rose as a corollary to Theorem 5.3.7. Recall an R-module M is free

iff pd(M) = 0.

Theorem 5.3.8. [2.3 of [12]] Let P ⊂ Rn be a polytopal complex. Then

1. If Cr(P) is free over R then Cr(st(τ)) is free over R for all τ 6= ∅ ∈ P.

2. If P = ∆ is simplicial then the converse is also true: if Cr(st(σ)) is free

for all nonempty σ ∈ ∆, then Cr(∆) is free.

5.4 Lattice-Supported Splines

Our main application of Proposition 5.3.5 is to construct “locally supported

approximations” to Cr(P) which allow us to generalize the notion of a star-

supported basis of Crd(P) [4] in the simplicial case. In particular we show that

a basis of Crd(P) consisting of splines supported on complexes of the form PW
always exists for d� 0, as long as we allow W ∈ LP̂ .

Recall for Q a pure n-dimensional connected subcomplex of P ⊂ Rn, we

defined CrQ(P) to be the set of splines vanishing outside of Q. Also recall that

P̂ ⊂ Rn+1 is the fan obtained by coning over P in Rn+1. In the remark in

subsection 5.2.1, we defined subcomplexes PW ⊂ P for W ∈ LP̂ by slicing the

subcomplex P̂W with the hyperplane x0 = 1. We make the following definitions.

Definition 5.4.1. For W ∈ LP̂ let PW have components P1
W , . . . ,PmW .

1. CrW (P) :=
m⊕
i=1

CrPiW
(P)

2. LSr,k(P) :=
∑

W∈LP̂
0≤rk (W )≤k

CrW (P)

CrW (P) is the submodule of Cr(P) generated by splines which are 0 outside

of a component of PW . We say that elements of CrW (P) are supported at W .

If a spline F is supported at some W ∈ LP̂ then we call F lattice-supported.

By Proposition 5.2.8, lattice-supported splines generalize the notion of star-

supported splines [4] to polytopal complexes.

Remark: Results in this section which do not depend on grading (Propo-

sition 5.4.2, Theorem 5.4.3, and Corollary 5.4.4) only require the sum in (2) to

run over W ∈ LP , not W ∈ LP̂ .
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Proposition 5.4.2. Let P ⊂ Rn be a pure n-dimensional polytopal complex. If

P ⊂ R is a prime such that the unique W ∈ LP satisfying PP = PW , guaranteed

by Lemma 5.2.4, has rk(W ) ≤ k, then LSr,k(P)P = Cr(P)P .

Proof. Let P satisfy the given condition. Since rk(W ) ≤ k the module CrW (P)

appears as a summand in LSr,k(P). Note that CrRn(P) =
∑
σ∈Pn C

r
σ(P). Define

the submodule N(P ) ⊂ LSr,k(P) by N(P ) = CrW (P) +
∑
σ∈Pn\(PP )n

Crσ(P).

The support of the summands of N(P ) is disjoint, so it is clear that this is an

internal direct sum. Also, for σ 6∈ (PP )n, Crσ(P)P = RP . We have

N(P )P = CrW (P)P ⊕
⊕

σ∈Pn\(PP )n

Crσ(P)P

= Cr(PW )P ⊕
⊕

σ∈Pn\(PP )n

RP

= Cr(P)P

where the second equality follows from applying observation (?) to the sum-

mands of CrW (P) and the third equality follows from Theorem 5.3.5. Since

N(P ) ⊂ LSr,k(P) ⊂ Cr(P) and N(P )P = Cr(P)P , we have LSr,k(P)P =

Cr(P)P .

Theorem 5.4.3. Let P ⊂ Rn be a polytopal complex. Then LSr,k(P) fits into

a short exact sequence

0→ LSr,k(P)→ Cr(P)→ C → 0

where C has codimension ≥ k + 1 and the primes in the support of C with

codimension k+1 are contained in the set {I(W )|W ∈ LP and rk(W ) = k+1}.

Recall the support of C is the set of primes P ⊂ R satisfying CP 6= 0.

Proof. The first statement follows from Proposition 5.4.2. Now suppose C is

supported at P with codim P = k + 1, and let W ∈ LP be the unique flat so

that PP = PW (Lemma 5.2.4). If rk(W ) ≤ k then LSr,k(P)P = Cr(P)P by

Proposition 5.4.2 and CP = 0. So we must have rk(W ) = k+ 1 and P = I(W ).

Hence the primes of codimension k + 1 in the support of C are contained in

{I(W )|W ∈ LP and rk(W ) = k + 1}.

Setting k = n in Theorem 5.4.3, we obtain

Corollary 5.4.4. For P ⊂ Rn, LSr,n(P) = Cr(P).

5.4.1 Graded Results

Recall that Crd(P) ∼= Cr(P̂)d as R-vector spaces by Proposition 3.3.12. The

map φd : Crd(P)→ Cr(P̂)d in Proposition 3.3.12 is given by homogenizing :

f(x1, . . . , xn) ∈ Crd(P)→ xd0f(x1/x0, . . . , xn/x0) ∈ Cr(P̂)d,
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while its inverse φ−1
d : Cr(P̂)d → Crd(P) is given by

F (x0, . . . , xn) ∈ Cr(P̂)d → F (1, x1, . . . , xn) ∈ Crd(P).

We define filtrations and gradings for LSr,k(P). For W ∈ LP̂ , define

CrW,d(P) := CrW (P) ∩ Crd(P)

CrW (P̂)d := CrW (P̂) ∩ Cr(P̂)d

Then LSr,k(P) has a filtration by vector spaces

LSr,kd (P) :=
∑

W∈LP̂
0≤rk(W )≤k

CrW,d(P),

which are subspaces of Crd(P). If P is a central complex, LSr,k(P) is graded by

the vector spaces

LSr,k(P)d := {F ∈ LSr,k(P)|Fσ ∈ Rd for all facets σ ∈ Pn}

=
∑

W∈LP̂
0≤rk(W )≤k

CrW (P̂)d,

which are subspaces of Cr(P̂)d. If P is central, the set of subcomplexes PW for

W ∈ LP̂ is the same as the set of subcomplexes PW for W ∈ LP (there is a

rank preserving isomorphism between LP and LP̂ in this case). Hence we may

write

LSr,k(P)d =
∑

W∈LP
0≤rk(W )≤k

CrW (P̂)d

Lemma 5.4.5. LSr,kd (P) and LSr,k(P̂)d are isomorphic as R-vector spaces.

Proof. We show that the homogenization map φd : Crd(P) → Cr(P̂)d restricts

to an isomorphism between LSr,kd (P) and LSr,k(P̂)d. We have

LSr,kd (P) :=
∑

W∈LP̂
0≤rk(W )≤k

CrW,d(P)

LSr,k(P̂)d =
∑

W∈LP̂
0≤rk(W )≤k

CrW (P̂)d

Since φd is R-linear, it suffices to show that, given W ∈ LP̂ , φd restricts to

an isomorphism φd : CrW,d(P) → CrW (P̂)d. We show φd(C
r
W,d(P)) ⊂ CrW (P̂)d

and φ−1
d (CrW (P̂)d) ⊂ CrW,d(P). Suppose f ∈ CrW,d(P). The support of f is by

definition contained in the subcomplex PW , so the support of φh(f) is contained

in the cone over PW , which is precisely P̂W . It follows that φd(f) ∈ CrW (P̂).

Since φd(f) ∈ Cr(P̂)d, φd(f) ∈ (CrW (P̂) ∩ Cr(P̂)d) = CrW (P̂)d. Now suppose

F ∈ CrW (P̂)d. The support of F is contained in the subcomplex P̂W , so the
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support of φ−1
h (F ) is contained in the complex obtained by slicing P̂W with the

hyperplane x0 = 1. But this is by definition PW , so φ−1
d (F ) ∈ CrW (P). Since

φ−1
d (F ) ∈ Crd(P), φ−1

d (F ) ∈ (CrW (P) ∩ Crd(P)) = CrW,d(P).

For the following theorem, recall that the Hilbert function HF (M,d) of a

finitely generated graded module M =
⊕

dMd over R = R[x1, . . . , xn] is defined

by

HF (M,d) = dimRMd

and the Hilbert polynomial HP (M,d) of M is the polynomial with which

HF (M,d) agrees for d� 0.

Theorem 5.4.6. Let P ⊂ Rn be a polytopal complex.

1. If P is central, the first k+1 coefficients of HP (Cr(P)) and HP (LSr,k(P))

agree. In particular, LSr,n−1(P)d = Cr(P)d for d� 0.

2. LSr,nd (P) = Crd(P) for d� 0. Equivalently, Crd(P) has a basis consisting

of lattice-supported splines for d� 0.

Proof. (1) Applying Theorem 5.4.3 to LSr,k(P) yields the short exact sequence

0→ LSr,k(P)→ Cr(P)→ C → 0,

where codim C ≤ k + 1. It follows that HP (C, d) has degree at most (n −
1) − (k + 1). On the other hand, HP (Cr(P), d) has degree n − 1. Since

HP (Cr(P), d) − HP (LSr,k(P), d) = HP (C, d), the first k + 1 coefficents of

HP (Cr(P), d) and HP (LSr,k(P), d) agree. Now specialize to k = n− 1. Then

HP (C, d) = 0 so HP (Cr(P), d) = HP (LSr,n−1(P), d), implying HF (Cr(P), d)

= HF (LSr,n−1(P), d) for d � 0. Since LSr,n−1(P)d ⊂ Cr(P)d, we have

LSr,n−1(P)d = Cr(P)d for d � 0. (2) From part (1), LSr,n(P̂)d = Cr(P̂)d

for d � 0. The result follows by applying Lemma 5.4.5 to the left hand side

and Proposition 3.3.12 to the right hand side.

Example 5.4.7. We give an example to highlight the difference between Corol-

lary 5.4.4 and Theorem 5.4.6 part (2). Take the underlying complex to be the

complex Q from Figure 5.1. In Figure 5.3 we show a decomposition for the unit

in C0(Q), 1 =
∑5
j=1Gj , with Gj ∈ C0

2 (Q). The splines G1, . . . , G5 have support

in the subcomplexes QW for W ∈ LQ. Given any spline F ∈ C0
d(Q),

∑
j=1Gj ·F

gives a decomposition of F using lattice-supported splines in C0
d+2(Q). It fol-

lows that C0(Q) =
∑
W∈LQ C

0
W (Q), without using the two complexes Qα,Qβ

of Figure 5.8, which correspond to intersections ‘at infinity.’ This is true in

general; the statement of Corollary 5.4.4 can be changed to∑
W∈LP

CrW (P) = Cr(P),

without altering the proof.
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However, if we want to write every spline F ∈ C0
d(Q) as a sum of lattice-

supported splines of degree at most d, we must use the two complexes Qα and

Qβ . For example, a computation in Macaulay2 shows that the spline x2 · 1 ∈
C0

2 (Q) is not in the vector space
∑
W∈LP C

0
W,2(Q), while a decomposition for

x2 ·1 in
∑
W∈LP̂

C0
W,2(Q) is shown in Figure 5.9. Set l1 = x+ 1, l2 = y− 1, l3 =

x− 1, l4 = y + 1, l5 = x− y, l6 = x+ y below.
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2

-l5
2

0

0

-l3l4
4

+ 0

l6
2

l6
2

0

l1l4
4

+ 0

0
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+ -l6
2

0

0

-l6
2

l2l3
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2l1l5

2l2l5

0

0

0 + -x l1

x l2

x l3

-x l4

0 + 2y l1

l2l5

0

l4l6

0 + 0

l5l6

0

l5l6

l1l3

Figure 5.9: Decomposition of x2 · 1 ∈ C0
2 (Q)

In [32],[33] and [6], it is shown that in the bivariate simplicial case there exists

a star-supported basis for Crd(∆) if d ≥ 3r+2 and in the trivariate simplicial case

for d > 8r. These bases are explicitly constructed using the Bernstein-Bezier

method. Finding how large d must be in order to obtain a lattice-supported

basis for Crd(P) is a difficult question. The results in the bivariate and trivariate

simplicial case suggest that the vector spaces LSr,nd (P) and Crd(P) begin to agree

at a value of d which is a linear function of r. We address this in the planar

polytopal case in §5 and relate this question to bounding the value of d for which

known dimension formulas for Crd(P) hold. Before progressing to this, we show

how the poset LP can be refined to give a cleaner description of LSr,k(P).

5.4.2 Refining posets for LSr,k(P)

In this section we seek a minimal set of submodules of the form CrQ(P) which

generate LSr,k(P). Observe that ifQ ⊆ O are subcomplexes of P then CrQ(P) ⊆
CrO(P). So if there is containment among subcomplexes which are the support of

the summands appearing in LSr,k(P) then we may discard one of the summands.

This suggests that while LP is quite useful for describing localization of Cr(P),

there is a more useful poset to consider for understanding LSr,k(P). This is the

poset ΓP whose elements are subcomplexes Q of P which are a component of

PW for some W ∈ LP̂ , ordered by inclusion. As we will see, ΓP may be quite

different from LP̂ .
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Define a function fΓ on ΓP by

fΓ(Q) =

 codim

( ⋂
τ∈Q0

n−1

aff(τ)

)
if Q0

n−1 6= ∅

0 if Q0
n−1 = ∅

,

or equivalently

fΓ(Q) = min{rk(V )|V ∈ LP̂ ,Q a component of PV }.

fΓ is increasing in the sense that if O ( Q then fΓ(O) < fΓ(Q). We call fΓ(O)

the Γ-rank of O. Let ΓkP be the poset formed by {Q ∈ Γ|fΓ(Q) ≤ k} and for a

poset L let Lmax denote the maximal elements of L. Then we have

Proposition 5.4.8. LSr,k(P) =
∑

Q∈Γk,max
P

CrQ(P).

Proof. CrW (P) =
∑m
i=1 C

r
PiW

(P) by definition, where P1
W , . . . ,PmW are the com-

ponents of PW . If rk(W ) ≤ k, then fΓ(PiW ) ≤ k for all components PiW of PW .

Hence PiW ∈ ΓkP and PiW ⊂ Q for some Q ∈ Γk,max
P . Since this holds for all

components PiW of PW , CrW (P) ⊂
∑
Q∈Γk,max

P
CrQ(P) and we are done.

Example 5.4.9. Let Q and Q′ be as in Figures 5.1 and 5.5. Label the facets

of Q and Q′ by A,B,C,D,E as shown in Figure 5.10. The Hasse diagrams of

LQ̂ and ΓQ are shown in Figure 5.10 organized according to rank and Γ-rank,

respectively. For LQ̂ we use the labels assigned to the flats in Example 5.2.5.

We label the complexes in ΓQ and ΓQ′ by listing the their facet labels. Fig-

ures 5.2, 5.4 show the complexes Γ2,max
Q . Figure 5.6 shows the subcomplexes of

Γ2,max
Q′ which are not stars of vertices.

By Proposition 5.4.8 and Theorem 5.4.6, Crd(Q) and Crd(Q′) have a basis of

splines which vanish outside of the complexes Γmax
Q and Γmax

Q′ , respectively, for

d� 0. This proves the claims made in the Example 5.1.

Now suppose P = ∆ is simplicial. Proposition 5.2.8 shows that Γ∆ is the

poset of stars of faces τ so that aff(τ) appears in L∆. Every star in Γk,max
∆ is

contained in the star of a face τ ∈ ∆n−k, so we obtain the following corollary

to Proposition 5.4.8.

Corollary 5.4.10. LSr,k(∆) :=
∑
τ∈∆n−k

Crst(τ)
(∆).

Setting k = n and applying Theorem 5.4.6, we obtain the existence of a

star-supported basis for Crd(∆) in any dimension.

Corollary 5.4.11. Let ∆ ⊂ Rn be a pure, n-dimensional, hereditary simplicial

complex. Then Crd(∆) has a basis consisting of splines supported on the star of

a vertex for d� 0.
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H-1,-1L H1,-1L

H1,1LH-1,1L

H-2,-2L H2,-2L

H2,2LH-2,2L

A

B

C

D

E

(a) Q

H-1,-1L H1,-1L

H1,1LH-1,1L

H-2,-2L H2,-2L

H2,3LH-2,3L

A

B

C

D

E

(b) Q′

R2

L1 L2 L3 L4 L5 L6

x y z w ξ α β

(c) LQ̂

A B C D E

AB BC CD AD AE BE CE DE

ABE BCE CDE ADE ABCD AEC BED

(d) ΓQ

A B C D E

AB BC CD AD AE BE CE DE

ABE BCE CDE ADE ABC BCD ACD ABD AEC BED

(e) ΓQ′

Figure 5.10: Example 5.4.9 - ΓQ and ΓQ′

5.5 Lattice-Supported Splines and the

McDonald-Schenck Formula

In this section we address the question of when dimRC
r
d(P) becomes polynomial,

particularly in the planar case where these polynomials have been computed by

Alfeld, Schumaker, McDonald, and Schenck ([3] and [38]). Rephrased, this is a

question about when the Hilbert function HF (Cr(P̂), d) of the graded module

Cr(P̂) agrees with the Hilbert polynomial HP (Cr(P̂), d). We give an indication

of how we may use lattice-supported splines to address this problem and also

give conjectural bounds on d for when HF (Cr(P̂), d) = HP (Cr(P̂), d) in the
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case P ⊂ R2. A more complete picture and an answer to this question is given

in Chapter 6.

There is a convenient notion for discussing when the Hilbert function

HF (M,d) of a graded module M over R = R[x1, . . . , xn] agrees with the Hilbert

polynomial HP (M,d), namely the regularity of M , denoted reg(M), which we

introduced briefly in Chapter 2. Let us recall the definition. Suppose F• → M

is the graded minimal free resolution of M , with Fi =
⊕
j

R(−aij). Then

reg(M) := max
i,j
{aij − i}

Of particular relevance to us is Theorem 2.6.3, which states that HF (M,d) =

HP (M,d) for d ≥ reg(M) + δ − n, where δ is the projective dimension of M .

We apply this theorem to Cr(P̂). First, since P is hereditary, Cr(P̂) is the

kernel of a matrix by Lemma 3.3.6 and hence a second syzygy. Cr(P̂) is a module

over S = R[x0, . . . , xn], so since Cr(P̂) is a second syzygy, pd(Cr(P̂)) ≤ n− 1.

By Theorem 2.6.3, HF (Cr(P̂), d) = HP (Cr(P̂), d) for d ≥ reg(Cr(P̂))− 1.

According to Alfeld-Schumaker, HF (Cr(∆̂), d) = HP (Cr(∆̂), d) for d ≥
3r + 1, where ∆ ⊂ R2 is a generic simplicial complex [3]. This is implied by

the regularity bound reg(Cr(∆̂)) ≤ 3r + 2. Schenck conjectures a tightening of

this bound, namely HF (Cr(∆̂), d) = HP (Cr(∆̂), d) for d ≥ 2r + 1 [52]. We

will call this the 2r + 1 conjecture. This conjecture is equivalent to the bound

reg(Cr(∆̂)) ≤ 2r + 2. Indeed, an application of Theorem 2.6.3 shows that the

regularity bound implies the equality of Hilbert function and polynomial in the

required degree. See [51] for a discussion of the other implication.

We now relate reg(Cr(P̂)) to reg(LSr,n(P̂)). Theorem 5.4.3 provides the

short exact sequence

0→ LSr,n(P̂)→ Cr(P̂)→ C → 0,

where C has finite length. The following proposition identifies C as a local

cohomology module of LSr,n(P̂). A brief introduction to local cohomology may

be found in Chapter 2.

Proposition 5.5.1. Let P ⊂ Rn be a pure hereditary polytopal complex and C

be the cokernel of the inclusion LSr,n(P̂) ↪→ Cr(P̂). Then

C ∼= H1
m(LSr,n(P̂)),

where H1
m(LSr,n(P̂)) is the first local cohomology module of LSr,n(P̂) with re-

spect to m = (x0, . . . , xn), the homogeneous maximal ideal of S = R[x0, . . . , xn].

Proof. If M is a graded S-module, let Hi
m(M) denote the ith local cohomology

module of M with respect to m = (x0, . . . , xn), M̃(i) the associated twisted

sheaf on Pn, and H0(M̃(i)) the vector space of global sections of M̃(i). Define

Γ(M) =
⊕

iH
0(M̃(i)). We have the four term exact sequence (see [23] Corollary
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A1.12)

0→ H0
m(M)→M → Γ(M)→ H1

m(M)→ 0.

The graded modules LSr,n(P̂) and Cr(P̂) determine the same sheaf since their

localizations at nonmaximal primes agree by Theorem 5.4.3. Hence Γ(LSr,n(P̂))

= Γ(Cr(P̂)). Furthermore Cr(P̂) = Γ(Cr(P̂)). This is a consequence of the fact

that Cr(P̂) is a second syzygy. From this it follows that ExtiS(Cr(P̂), S) = 0 for

i = n, n+1 and hence Hi
m(Cr(P̂)) = 0 for i = 0, 1 by local duality ([23] Theorem

10.6). The four term exact sequence above then yields Cr(P̂) = Γ(Cr(P̂)).

Putting this all together and using the fact that H0
m(LSr,n(P̂)) = 0 since

LSr,n(P̂) has no submodule of finite length, we arrive at the short exact sequence

0→ LSr,n(P̂)→ Cr(P̂)→ H1
m(LSr,n(P̂))→ 0

So C, the cokernel of the inclusion LSr,n(P̂) ↪→ Cr(P̂), may be identified with

H1
m(LSr,n(P̂)).

We record a couple of facts (see Chapter 4 or Appendix A of [23]) about

regularity and local cohomology in the following lemma.

Lemma 5.5.2. Let M be a graded S-module, m ⊂ S the maximal homogeneous

ideal.

1. If M has finite length, then reg M = max
j
{j|Mj 6= 0}.

2. Hi
m(M) has finite length for every i ≥ 0.

3. reg(M) = max
j

reg Hj
m(M) + j

Corollary 5.5.3. Let P ⊂ Rn be a pure hereditary polytopal complex. Set

t = reg(LSr,n(P̂)).

1. If d ≥ t then HF (LSr,n(P̂), d) = HF (Cr(P̂), d) = HP (Cr(P̂), d).

2. reg(Cr(P̂)) ≤ t and HF (Cr(P̂), d) = HP (Cr(P̂), d) for d ≥ t− 1.

Proof. From Theorem 5.4.3 we have the short exact sequence

0→ LSr,n(P̂)→ Cr(P̂)→ H1
m(LSr,n(P̂))→ 0,

(1) If d ≥ t then H1
m(LSr,n(P̂))d = 0 by Lemma 5.5.2 and HF (LSr,n(P̂), d) =

HF (Cr(P̂), d). We have pd(LSr,n(P̂)) ≤ n since LSr,n(P̂) has no submodule of

finite length, so Theorem 2.6.3 yields that HF (LSr,n(P̂), d) = HP (LSr,n(P̂), d)

for d ≥ t+n−n = t. The result follows since HP (LSr,n(P̂), d) = HP (Cr(P̂), d)

(2) If

0→ A→ B → C → 0

is a short exact sequence of graded modules, then reg(B) ≤ max{reg(A), reg(C)}
(see §20.5 of [22]). This fact coupled with Proposition 5.5.1 yields reg(Cr(P̂)) ≤
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t. The second statement of (2) follows from Theorem 2.6.3 and the fact that

Cr(P̂) is a second syzygy.

In [32] and [33], star-supported bases are constructed for Crd(∆), ∆ ⊂
R2 any triangulation of a disk. According to Proposition 5.5.1, this implies

H1
m(LSr,2(∆̂))3r+2 = 0, which is compatible with (but not necessarily equiv-

alent to) the statement reg LSr,2(∆̂) ≤ 3r + 2. The following conjecture is a

natural generalization of this observation.

Conjecture 5.5.4. Let P ⊂ R2 be a hereditary polytopal complex with F being

the maximum length of the boundary of a polytope of P. Then

reg(LSr,2(P̂)) ≤ F (r + 1)− 1.

It is important to note that Alfeld and Schumaker construct simplicial com-

plexes ∆ ⊂ R2 so that Cr3r+1(∆) does not have a star-supported basis. Again

via Proposition 5.5.1, this implies that (for these particular examples)

H1
m(LSr,2(∆̂))3r+1 6= 0, so reg LSr,2(∆̂) ≥ 3r+2. So if Conjecture 5.5.4 is true,

it is an optimal bound, at least in the simplicial case. Conjecture 5.5.4 would also

imply, via Corollary 5.5.3, that dimR C
r(P̂)d agrees with the McDonald-Schenck

formula for d ≥ F (r + 1) − 2. We also propose the following generalization of

Schenck’s 2r + 1 conjecture.

Conjecture 5.5.5. Let P ⊂ R2 be a hereditary polytopal complex with F being

the maximum length of the boundary of a polytope of P. Then

reg(Cr(P̂)) ≤ (F − 1)(r + 1).

This conjecture would imply, via Corollary 5.5.3, that dimR C
r(P̂)d agrees

with the McDonald-Schenck formula for d ≥ (F − 1)(r + 1)− 1. The simplicial

case of this, Schenck’s 2r + 1 conjecture, is still open. See [51] for an approach

using the cohomology of sheaves on P2 and [40] for an example showing that

this bound is tight. We give a family of examples which show that the regu-

larity bound of Conjecture 5.5.5 cannot be lowered further. This example is

generalized in Example 6.5.1.

Theorem 5.5.6. There exists a polytopal complex P ⊂ R2 having one trian-

gular face, n − 1 quadrilateral faces, and two (n + 1)-gons, such that Cr(P̂)

has a minimal generator of degree n(r + 1) supported on a single facet. Hence

reg(Cr(P̂)) ≥ n(r + 1) and Conjecture 5.5.5 cannot be made tighter.

Proof. Let Tn ⊂ R2 be the polytopal complex with

• 2n + 1 vertices as follows: v0 = w0 = (0, 0), vi = (i, i(i + 1)/2) for

i = 1, . . . , n, and wj = (j, j(j + 1)/2) for j = 1, . . . , n

• 1 triangular face P0 with vertices (0, 0), v1, w1
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• n− 1 quadrilaterals Pi with vertices vi, wi, vi+1, wi+1 for i = 1, . . . , n− 1

• Two (n+ 1)-gons A and B with vertices (0, 0), v1, . . . , vn and

(0, 0), w1, . . . , wn, respectively. (See Figure 5.11)

v0

v1

v2

w1

w2

w3

v3

A

B

P0 P1 P2

Figure 5.11: T3

Set S = R[x, y, z],R = R[x, z]. uk = (k+ 1)x− y−
(
k+1

2

)
z, hk = x− kz, lk =

(k+ 1)x+ y−
(
k+1

2

)
z are the homogenized forms defining the edges between vk

and vk+1, vk and wk, wk and wk+1, respectively. Let φA : Cr(T̂n) → S denote

the map obtained by restricting splines to the facet A and set NT rn = ker φA.

Suppose we have G ∈ NT rn . Then ur+1
i |GP̂i and lr+1

i |GB̂ − GP̂i for i =

0, . . . , n−1. So GB̂ ∈ (ur+1
i , lr+1

i ) for i = 0, . . . , n−1 and GB̂ ∈ ∩
n−1
i=0 (ur+1

i , lr+1
i )

= Jr. Define py : S → R by py(f(x, y, z)) = f(x, 0, z) for f(x, y, z) ∈ S.

py(uk) = py(lk) = (k + 1)x −
(
k+1

2

)
, so py(Jr) = Ir ⊂ R is the principal ideal

∩n−1
i=0 (x− (k/2)z)r+1 = (

∏n−1
k=0(x− (k/2)z))r+1.

So we have a graded homomorphism of S-modules py ◦ φB : NT r+1
n → Ir,

where φB(G) = GB̂ . Define F (B) ∈ Cr
B̂

(T̂n) by F (B)σ̂ = 0 for every facet σ

of Tn other than B and F (B)B̂ = L∂B̂ . (py ◦ φB)(F (B)) = (
∏n−1
k=0(k + 1)(x −

(k/2)z))r+1, which is a minimal generator of the ideal Ir. It follows that F (B)

is a minimal generator of Cr(T̂n). Since F (B) has degree n(r + 1), we are

done.

The following corollary indicates how different the polytopal case is from the

simplicial, in which case Cr(∆̂) is generated as a module over S = R[x, y, z] in

degree at most 3r + 2.

Corollary 5.5.7. If P is planar polytopal complex, then Cr(P̂) may be gener-

ated as an S-module in arbitrarily high degree.
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Chapter 6

Regularity of Mixed Spline
Spaces

As we have seen, one of the fundamental questions in spline theory is to deter-

mine the dimension of the space Crd(P) of splines of degree at most d, where

P ⊂ Rn is a polytopal complex. In the bivariate, simplicial case, these questions

are studied by Alfeld-Schumaker in [2] and [3] using Bernstein-Bezier methods.

A signature result in [3] is a formula for dimCrd(∆) when d ≥ 3r+1 and ∆ ⊂ R2

is a generic simplicial complex. For ∆ ⊂ R2 simplicial and nongeneric, Hong [32]

and Ibrahim-Schumaker [33] derive a formula for dimCrd(∆) when d ≥ 3r + 2

as a byproduct of constructing local bases for these spaces.

From Proposition 3.3.12, we know Crd(P) ∼= Cr(P̂)d, the dth graded piece of

the algebra Cr(P̂) of splines on the cone P̂ over P. The functionHF (Cr(P̂), d) =

dimR C
r(P̂)d is the Hilbert function of Cr(P̂) in commutative algebra, and a

standard result is that the values of the Hilbert function eventually agree with

the Hilbert polynomial HP (Cr(P̂), d) of Cr(P̂). An important invariant of

Cr(P̂) is the postulation number ℘(Cr(P̂)), which is the largest integer d so

that HP (Cr(P̂), d) 6= HF (Cr(P̂), d). In this terminology the Alfeld-Schumaker

result above could be viewed as a computation of HP (Cr(∆̂), d) plus the bound

℘(Cr(∆̂)) ≤ 3r.

The goal of this chapter is to provide upper bounds on the postulation

number ℘(Cα(P)) for central polytopal complexes P ⊂ Rn+1, where Cα(P) is

the algebra of mixed splines over P. A central polytopal complex is one in which

the intersection of all interior faces is nonempty; if P is central then splines on

P are a graded algebra. Mixed splines are splines in which different smoothness

conditions are imposed across codimension one faces.

The main reason for bounding ℘(Cα(P)) is that the Hilbert polynomial of

Cα(P) has been computed in situations where there are no known bounds on

℘(Cα(P)), rendering these formulas impractical. Currently, bounds which do

not make heavy restrictions on the complex P are known only in the simpli-

cial case. These bounds are recorded in Table 6.1. For particular types of

complexes P, better and sometimes exact bounds are known for ℘(Cr(P)).

For brevity, we denote ℘(Cr(∆̂)) by ℘r in Table 6.1. In contrast, the Hilbert

polynomial HP (Cα(P), d) has been computed for all central polytopal com-

plexes P ⊂ R3. This is done in the simplicial case with mixed smoothness

by Schenck-Geramita [28], in the polytopal case with uniform smoothness by
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Analytic Methods
Bound Context Computed by
℘r ≤ 3r generic simplicial ∆ ⊂ R2 Alfeld-Schumaker [3]
℘r ≤ 3r + 1 all simplicial ∆ ⊂ R2 Hong [32]

Ibrahim-Schumaker [33]
℘1 ≤ 3 all simplicial ∆ ⊂ R2 Alfeld-Piper-Schumaker [1]
℘1 ≤ 7 generic simplicial ∆ ⊂ R3 Alfeld-Schumaker-Whiteley [7]

Homological Methods
Bound Context Computed by
℘r ≤ 4r all simplicial ∆ ⊂ R2 Mourrain-Villamizar [42]
℘1 ≤ 1 generic simplicial ∆ ⊂ R2 Billera [9]

Table 6.1: Bounds on ℘r = ℘(Cr(∆̂))

Schenck-McDonald [38], and in the polytopal case with mixed smoothness and

boundary conditions, in chapter 7. In this chapter we provide the first bound

on ℘(Cα(P)) for all central polytopal complexes P ⊂ R3. Specifically, given

smoothness parameters α(τ) associated to each codimension one face τ ∈ P,

our first result is the following.

Theorem 6.6.7 Let P ⊂ R3 be a central, pure, hereditary three-dimensional

polytopal complex. Set

e(P) = max
τ∈P0

2

{
∑

γ∈(st(τ))2

(α(γ) + 1)},

where st(τ) denotes the star of τ and (st(τ))2 denotes the 2-faces of st(τ). Then

℘(Cα(P)) ≤ e(P)− 3.

In particular, HP (Cα(P), d) = dimR C
α(P)d for d ≥ e(P)− 2.

From an algebraic perspective, another reason for bounding ℘(Cα(P)) is

that almost all existing bounds, including most in Table 6.1, have been com-

puted using analytic techniques. There are a few instances where algebraic

techniques are applied to bound ℘(Cα(P)). In [9], Billera proves ℘(C1(∆̂)) ≤ 1

for generic simplicial complexes (this result relies on a computation of White-

ley [62]). The most general bound produced by homological techniques to date

is by Mourrain-Villamizar [42]; building on work of Schenck-Stillman [50] they

prove that ℘(Cr(∆̂)) ≤ 4r for ∆ a planar simplicial complex, recovering an

earlier result of Alfeld-Schumaker [2]. Our second result is the following.

Theorem 6.7.2 Let ∆ ⊂ R3 be a central, pure, hereditary three-dimensional

simplicial complex. For a 2-face τ ∈ ∆0
2, set

M(τ) = (α(τ) + 1) + max{(α(γ1) + 1) + (α(γ2) + 1)|γ1 6= γ2 ∈ (st(τ))2}.
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Then

℘(Cα(∆)) ≤ max
τ∈∆0

2

{M(τ)} − 2.

In particular, HP (Cα(∆), d) = dimR C
r(∆)d for d ≥ max

τ∈∆0
2

{M(τ)} − 1.

Setting α(τ) = r for all τ ∈ ∆0
2, we recover thatHP (Cr(∆̂), d) = dimCr(∆̂)d

for d ≥ 3r + 2. This was originally proved via constructing local bases by

Hong [32] and Ibrahim-Schumaker [33], and is the best bound valid for all pla-

nar simplicial complexes recorded in Table 6.1.

A key tool we use to prove these results is the Castelnuovo-Mumford regular-

ity of Cα(P), denoted reg (Cα(P)). The relationship between reg (Cα(P)) and

℘(Cα(P)) is discussed in § 2.6. This invariant is also used by Schenck-Stiller

in [51]. Our particular way of using regularity is inspired by an observation used

in the Gruson-Lazarsfeld-Peskine theorem bounding the regularity of curves in

projective space. In the context of splines this observation is roughly that, if we

are lucky, we can bound reg (Cα(P)) by the regularity of a ‘bad’ approxima-

tion. This statement is made precise in Proposition 2.6.8 and Theorem 6.6.2.

We take as our approximation the locally-supported subalgebras of splines in-

troduced in Chapter 5. This is an algebraic analogue of locally-supported bases

used in [32, 33].

The chapter is organized as follows. We recall the construction of lattice-

supported splines LSα,k(P) introduced in Chapter 5 and adapt them to our

situation. These will provide approximations to Cα(P). In § 6.3 and § 6.4 we fit

lattice-supported splines into a Čech-like complex. In § 6.6 we prove our main

results for bounding regularity of spline modules of low projective dimension

and prove Theorem 6.6.7 bounding the regularity of Cα(P) where P ⊂ R3 is a

central polytopal complex. In § 6.7 we build on work of Tohaneanu-Minac [40]

and prove the more precise regularity estimate for central simplicial complexes

∆ ⊂ R3 in Theorem 6.7.2. We close in § 6.9 with conjectured regularity bounds

generalizing those derived in this chapter. The two following examples illustrate

our results.

6.1 Examples

Let P ⊂ R2 be a subdivision of a topological 2-disk by convex polytopes. Cr(P)

is the algebra of r-splines on P, where α(τ) = r for every interior edge and

α(τ) = −1 for every boundary edge. By Corollary 3.14 of [38], the Hilbert

polynomial of Cr(P̂) is

HP (Cr(P̂), d) = f2

2 d
2 +

3f2−2(r+1)f0
1

2 d+ f2 +
((
r
2

)
− 1
)
f0

1 +
∑
j cj , (6.1)

where fi, f
0
i are the number of i-faces and interior i-faces of P, r is the smooth-

ness parameter, and the constants cj record the dimension of certain vector
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spaces coming from ideals of powers of linear forms.

Example 6.1.1. The complex Q in Figure 6.1 has f2 = 4, f0
1 = 6, f0

3 = 3. It is

shown in § 4 of [38] that there are 4 constants cj in the formula (6.1), and they

are all equal to the constant(
r + 2

2

)
+

⌈
r + 1

2

⌉(
r −

⌈
r + 1

2

⌉)
Hence by equation (6.1),

HP (Cr(Q̂), d) = 2d2 − 6rd+ 6
(
r
2

)
− 2 + 4

((
r+2

2

)
+
⌈
r+1

2

⌉ (
r −

⌈
r+1

2

⌉))
(6.2)

(0, 1)

(0, 3)

(−3,−2) (3,−2)

(−1,−1) (1,−1)

Figure 6.1: Q

By Theorem 6.6.7, ℘(Cr(Q̂)) ≤ e(Q)− 3, where

e(Q) = max
τ∈P0

2

{
∑

γ∈(st(τ))2

(α(γ) + 1)}.

The star of each interior edge of Q has 5 edges which are interior. So e(Q) =

5(r+1) and the Hilbert function HF (Cr(Q̂), d) agrees with the Hilbert polyno-

mial HP (Cr(Q̂), d) above for d ≥ 5(r+1)−2. Computations in Macaulay2 [30]

suggest that ℘(Cr(Q̂)) ≤ 2(r + 1) − 1 (in fact the behavior is the same as

Example 6.8.1 in § 6.8), indicating that there is room for improvement in The-

orem 6.6.7.

In [28, Theorem 4.3], Geramita and Schenck give a formula forHP (Cα(∆̂), d),

where ∆ is a planar simplicial complex and α is the vector of smoothness pa-

rameters associated to codimension one faces.

Example 6.1.2. Triangulate the polytopal complex Q in Example 6.1.1 to

obtain the simplicial complex ∆ below, with f2 = 7, f0
1 = 9, and f0

0 = 3.

Take smoothness parameters α(τ) = 2 on the edges of the center triangle and

α(τ) = 3 on the six edges which connect interior vertices to boundary vertices.

In Example 4.5 of [28], Schenck and Geramita compute

HP (Cα(∆̂), d) =

(
d+ 2

2

)
− 3

(
d− 1

2

)
+ 3

(
d− 2

2

)
+ 6

(
d− 3

2

)
.
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Figure 6.2: ∆

By Theorem 6.7.2, ℘(Cα(∆̂)) ≤ max{M(τ)|τ ∈ ∆0
1}− 2, where M(τ) = α(τ) +

1 + max{α(γ1) + 1 +α(γ2) + 1|γ1 6= γ2 ∈ (st(τ))1}. This yields ℘(Cα(∆̂)) ≤ 10,

so the polynomial above gives the correct dimension of Cαd (∆) for d ≥ 11.

Macaulay2 gives ℘(Cα(∆̂)) = 5, so the formula is actually correct for d ≥ 6.

6.2 Lattice-Supported Splines

The construction of lattice-supported splines in Chapter 5 carries over directly

to mixed splines; we will denote the corresponding submodules by LSα,k(P).

We briefly summarize the construction. For a pure n-dimensional subcomplex

Q ⊂ P, not necessarily hereditary, define

CαQ(P) := {F ∈ Cα(P)|Fσ = 0 for all σ ∈ Pn \ Qn}.

Let P−1 ⊂ ∂P denote the set of faces of P which are contained in a codimension

one face τ so that α(τ) = −1; this is a subcomplex of ∂P.

Definition 6.2.1. Let P ⊂ Rn be a polytopal complex and α a list of smooth-

ness parameters.

1. For τ ∈ P a face, aff(τ) denotes the affine span of τ .

2. A(P,P−1) denotes the hyperplane arrangement
⋃

τ∈Pn−1

α(τ)≥0

aff(τ).

3. LP,P−1 denotes the intersection semi-lattice L(A(P,P−1)) of A(P,P−1).

The elements W ∈ L(P,P−1) are called flats. These consist of the whole

space Rn, the hyperplanes {aff(τ)|α(τ) ≥ 0}, and all nonempty intersections of

these, ordered with respect to reverse inclusion. The rank of a flat W , denoted

rk(W ), is its codimension as a vector space.

To each flat W ∈ L(P,P−1) we associate a lattice complex PW as follows.

Form a graph GW (P) whose vertices correspond to facets which have a codi-

mension one face τ so that W ⊆ aff(τ). Connect two vertices corresponding to

facets σ1, σ2 if σ1 ∩ σ2 is a codimension one face of both and W ⊆ aff(σ1 ∩ σ2).

Each connected component GiW (P) of GW (P) is the dual graph of a unique
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subcomplex PiW . The lattice complex PW is defined as the disjoint union of

these PiW , which we call components of PW . Then define

CαW (P) :=
∑
i

CαPiW
(P),

the submodule generated by splines which vanish outside a component of PW .

Then LSα,k(P) is defined by

LSα,k(P) :=
∑

W∈LP̂,P̂−1

0≤rk (W )≤k

CαW (P).

It is equivalent to let the sum in the definition of LSα,k(P) run across maximal

components (with respect to inclusion) occuring among lattice complexes PW
with the rank of W at most k. To make this more precise, let ΓkP be the poset

of components of lattice complexes PW with rk(W ) ≤ k, ordered with respect

to inclusion. Let Γk,max
P be the set of maximal subcomplexes appearing in ΓkP .

Then, just as in Proposition 5.4.8, we have

Proposition 6.2.2.

LSα,k(P) =
∑

Q∈Γk,max
P

CαQ(P).

Since we will use this construction primarily in the cases k = 0 and k = 1, we

describe LSα,0(P) and LSα,1(P) precisely. If γ is a face of P of some dimension,

we use Cαγ (P) and Cαst(γ)
(P) interchangeably to denote the subring of splines

which vanish outside of the star of γ, as long as no confusion results. So Cασ (P)

for σ ∈ Pn denotes the subring of splines supported on a single facet, Cατ (P) for

τ ∈ P0
n−1 denotes the ring of splines supported on the two facets of st(τ), etc.

Corollary 6.2.3. Let P ⊂ Rn be a polytopal complex. Then

LSα,0(P) =
∑
σ∈Pn

Cασ (P)

LSα,1(P) =
∑

τ∈P0
n−1

Cατ (P)

Proof. For k = 0, the only flat W ∈ L(P,P−1) of rank zero is the whole space

Rn. The corresponding lattice complex PRn is the disjoint union of the facets

of P. Hence

LSα,0(P) = CαRn(P) =
∑
σ∈Pn

Cασ (P).

For k = 1, the flats W ∈ L(P,P−1) of rank one are precisely the hyperplanes

aff(τ) with α(τ) ≥ 0, where τ ∈ Pn−1. The components of the lattice complex

Paff(τ)
are the complexes st(γ) for all γ satisfying aff(γ) = aff(τ). If γ ∈ P0

n−1,

then st(γ) consists of two facets and all their faces; otherwise γ ∈ (∂P)n−1 and

st(γ) consists of a single facet of P and all its faces. However, as long as P is
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hereditary and has more than one facet, every facet σ ∈ Pn has a codimension

one face γ which is interior. Hence σ ⊂ st(γ). It follows that Γ1,max
P consists of

stars of interior codimension one faces of P. By Proposition 6.2.2 we have

LSα,1(P) =
∑

τ∈P0
n−1

Cατ (P)

Theorem 5.4.3 makes precise the sense in which LSr,k(P) is an approxima-

tion to Cr(P). This result and its proof extend directly to mixed splines, so we

state the result in this context.

Theorem 6.2.4. Let P ⊂ Rn be a polytopal complex. Then LSα,k(P) fits into

a short exact sequence

0→ LSα,k(P)→ Cα(P)→ C → 0

where C has codimension ≥ k + 1 and the primes in the support of C with

codimension k+1 are contained in the set {I(W )|W ∈ L(P,P−1) and rk(W ) =

k + 1}.

To use the submodules LSα,k(P) effectively, it will be useful to fit LSα,k(P)

into a chain complex whose pieces are easier to understand. In the next section

we describe such a complex.

6.3 An Intersection Complex

In this section we introduce a Čech-like complex for finite sums of submodules

of a given S-module M and give a criterion for its exactness. We apply this to

the submodules LSα,k(P) ⊂ Cα(P) in § 6.4.

For an integer N , let I(k) be the set of all subsets of size k ≥ 1 formed from

the index set {1, . . . , N}. Thinking of I ∈ I(k) as a k-simpex of the N -simplex

∆, we have the complex ∆•(S) with ∆k(S) = ⊕I∈I(k)S below whose homology

is the simplicial homology of ∆ with coefficients in S.

∆•(S) : S
δN−1−−−→

⊕
I∈I(N−1)

S
δN−2−−−→ . . .

δk−→
⊕
I∈I(k)

S
δk−1−−−→ . . .

δ1−→
N⊕
i=1

S → 0

If k > 0 and eI ∈
⊕

I∈I(k) S is the idempotent corresponding to I = {i1, . . . , ik} ∈
I(k), then

δk(eI) =

k∑
j=1

(−1)j−1eI\ij

It will be convenient to augment this complex with a final map
⊕N

i=1 S
ε−→ S

defined by δ0(ei) = 1 for every i. We denote this augmented complex as ∆a
•(S).
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The homology of ∆a
•(S) computes the reduced homology of ∆ with coefficients

in S. We extend these complexes to an S-module M by tensoring; let ∆•(M)

denote ∆•(S)⊗S M and ∆a
•(M) denote ∆a

•(S)⊗S M .

Now suppose M = {M1, . . . ,MN}, where each Mi is a submodule of M .

For I ⊂ {1, . . . , N} let MI denote the intersection ∩i∈IMi. Define submodules

Ck(M) = ⊕I∈I(k)MI ⊂ ⊕I∈I(k)M = ∆k(M). Since MI ⊂ MI\i for every

i ∈ I, the differential δk of ∆•(M) restricts to a map δk : Ck(M)→ Ck−1(M),

so C•(M) is a subcomplex of ∆•(M). For example, if N = 2, C•(M) is the

complex

0→M12
δ1−→M1

⊕
M2,

where δ1(m) = (−m,m). Given any submodule M ′ ⊂M containing all the Mi,

we may augment C•(M) with the map

N⊕
i=1

Mi
ε−→M ′,

where ε(m1, . . . ,mN ) = m1 + · · ·+mN . We denote this augmented complex by

Ca• (M,M ′).

Now consider the condition (?) on M given by

(?) MI ∩ (
∑
i∈T Mi) =

∑
i∈T (MI ∩Mi)

for every pair of subsets I, T ⊂ {1, . . . , N}

We only need to check this condition on subsets I, T with I ∩ T = ∅, since if

there is some j ∈ I ∩ T then MI ⊂Mj and both sides are equal to MI .

Proposition 6.3.1. IfM = {M1, . . . ,MN} satisfies (?) then Hi(C
a
• (M,M)) =

0 for i > 0 and H0(Ca• (M,M)) = M/(
∑N
i=1Mi).

Proof. The assertion H0(Ca• (M,M)) = M/(
∑N
i=1Mi) is always true, so we

prove Hi(C
a
• (M,M)) = 0 for i > 0. We proceed by induction on the cardinality

N of M. If N = 2 then Ca• (M,M) is the complex

0→M12
δ1−→M1 ⊕M2 →M → 0

which satisfies the conclusion of Proposition 6.3.1. Now suppose N > 2. Let

M′ = {M1, . . . ,MN−1} and N = {M1,N , . . . ,MN−1,N}, where Mi,j = Mi∩Mj .

We have a short exact sequence of complexes 0→ Ca• (M′,M)→ Ca• (M,M)→
Ca• (N ,MN )(−1) → 0, shown below. Here C(i) denotes the complex C with

shifted grading C(i)j = Ci+j . This short exact sequence follows from the fact

that Ca• (M,M) can be constructed as the mapping cone of the (appropriately

signed) inclusion Ca• (N ,MN ) ↪→ Ca• (M′,M). It is also not difficult to check

exactness of this sequence directly.
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0 0 0

Ca• (M′,M) 0 M1,...,N−1 . . .
N−1⊕
i=1

Mi M

Ca• (M,M) M1,...,N

⊕
I∈I(N−1)

MI . . .
N⊕
i=1

Mi M

Ca• (N ,MN )(−1) M1,...,N

⊕
I∈I(N−1)
N∈I

MI . . . MN 0

0 0 0

δ′N−1 δ′1

δN δ2 δ1

δ′′N δ′′2 δ′′1

Clearly M′ satisfies (?), inheriting the necessary conditions from the fact that

M satisfies (?). Since |M′| = N−1, Hi(C
a
• (M′,M)) = 0 for i > 0 by induction.

We claim N also satisfies (?). Interpreted for the set N , the condition (?) is

(??) MI∪N ∩ (
∑
i∈T Mi,N ) =

∑
i∈T MI∪N ∩Mi

for every pair of subsets I, T ⊂ {1, . . . , N − 1}

First note that for any subset T ⊂ {1, . . . , N − 1},
∑
i∈T Mi,N = MN ∩

(
∑
i∈T Mi) since M satisfies (?). So the left hand side of (??) is equivalent

to MI∪N ∩ (
∑
i∈T Mi). Again, since M satisfies (?), MI∪N ∩ (

∑
i∈T Mi) =∑

i∈T MI∪N∩Mi. SoN satisfies (?). Since |N | = N−1, Hi(C
a
• (N ,MN )(−1)) =

0 for i > 1 by induction. It follows from the long exact sequence in homology

that

Hi(C
a
• (M,M)) = 0

for i > 1. The tail end of the long exact sequence in homology is

0 H1(Ca• (M,M)) H1(Ca• (N ,MN )(−1))

H0(Ca• (M′,M)) H0(Ca• (M,M)) 0

We have

H1(Ca• (N ,MN )(−1)) =
MN∑N−1

i=1 Mi ∩MN

=
MN

MN ∩ (
∑N−1
i=1 Mi)

=
MN +

∑N−1
i=1 Mi∑N−1

i=1 Mi

,
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where the second equality comes from the fact that M satisfies (?). But this is

precisely the kernel of the natural surjection

H0(Ca• (M′,M)) =
M∑N−1

i=1 Mi

→ M∑N
i=1Mi

= H0(Ca• (M,M)).

It follows that H1(Ca• (M,M)) = 0 and we are done.

Corollary 6.3.2. Let M = {M1, . . . ,MN} be a set of submodules of M . Then

if M satisfies (?),

C•(M)→
N∑
i=1

Mi → 0

is exact.

6.4 Intersection complex for splines

In this section we apply the complex constructed in § 6.3 to the case of lattice-

supported splines. Recall from § 6.2 that ΓkP is the poset of components ap-

pearing among lattice complexes of the form PW with the rank of W at most

k, ordered with respect to inclusion. Γk,max
P is the set of maximal complexes

appearing in ΓkP . With this notation, Proposition 6.2.2 states

LSα,k(P) :=
∑

O∈Γk,max
P

CαO(P),

where CαO(P) ⊂ Cα(P) is the subalgebra of splines vanishing outside of O.

Now set Mk = {CαQ(P)|Q ∈ Γk,max
P }. LSα,k(P) fits into the complex

C•(Mk)→ LSα,k(P).

If Q,O are pure n-dimensional subcomplexes of P ⊂ Rn, then

CαQ(P)
⋂
CαO(P) = CαQ∩O(P).

This extends to any finite intersection, hence we may write

Ci(Mk) =
⊕
Q
CαQ(P),

where Q runs across all intersections of i subcomplexes from Γk,max
P . As will

be evident below, the same subcomplex can appear multiple times as an inter-

section. We prove exactness of C•(M1).

Proposition 6.4.1. Let M1 = {Cατ (P)|τ ∈ P0
n−1}. Then the augmented com-

plex

C•(M1)→ LSα,1(P)→ 0
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is exact.

Proof. We show that M1 satisfies the condition (?) from the previous section;

then by Corollary 6.3.2 the proposition will be proved. First suppose given

m > 1 codimension one faces τ1, . . . , τm. If these are all faces of a common facet

σ, then st(τ1)∩ . . .∩ st(τm) = σ. Otherwise, this intersection has dimension less

than n and no splines are defined on it. Hence to show (?) for M1 amounts

to showing that, given a set T = {τ1, . . . , τn} of codimension one faces of P,

the following equalities hold. Keep in mind that for two subcomplexes O,Q,

CαO(P) ∩ CαQ(P) = CαO∩Q(P).

1. For any facet σ ∈ Pn,

Cασ (P)
⋂(

n∑
i=1

Cαst(τi)
(P)

)
=

n∑
i=1

Cα
σ∩st(τi)

(P),

2. For any codimension one face τ ∈ P0
n−1,

Cαst(τ)
(P)

⋂(
n∑
i=1

Cαst(τi)
(P)

)
=

n∑
i=1

Cαst(τ)∩st(τi)
(P)

(1) If σ ⊂ st(τi) for some τi ∈ T , then both sides are equal to Cασ (P). Other-

wise both sides are trivial. (2) If τ ∈ T , then both sides are equal to Cατ (P).

Otherwise, set CαT (P) =
∑n
i=1 C

α
st(τi)

(P) and let F ∈ Cαst(τ)
(P)∩CαT (P). Since

τ /∈ T , F must vanish along τ to order α(τ). Letting σ1, σ2 be the two facets of

st(τ), we see F |σi ∈ Cασi(P) for i = 1, 2. It follows that

Cατ (P) ∩ CαT (P) = Cασ1
(P) ∩ CαT (P) + Cασ2

(P) ∩ CαT (P).

Now by (1) the intersections Cασi(P) ∩ CαT (P) distribute.

Remark 6.4.2. It would be interesting to know if Proposition 6.4.1 holds for any

Mk, where k > 1.

Proposition 6.4.3. Let M1 = {Cατ (P)|τ ∈ P0
n−1}, where P is a pure n-

dimensional hereditary polytopal complex. For a facet σ ∈ Pn, let ∂0(σ) denote

the set of codimension one faces of σ that are interior faces of P. Set δ(P) =

maxσ∈Pn{|∂0(σ)|}. The complex C•(M1) satisfies

Ck(M1) =



⊕
τ∈P0

n−1

Cατ (P) if k = 1

⊕
|∂0(σ)|≥k

(Cασ (P))(
|∂0(σ)|
k ) if 2 ≤ k ≤ δ(P)

0 if k > δ(P)

Proof. By definition C1(M1) is the direct sum of all the submodules ofM1. In
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general we have

Ck(M1) =
⊕
Q
CαQ(P),

where the direct sum runs over all subcomplexes Q ⊂ P which are intersections

of k distinct subcomplexes chosen from the set {st(τ)|τ ∈ P0
n−1}. If k ≥ 2

then Q is the intersection of two or more stars of codimension one faces, say

st(τ1), st(τ2), . . . , st(τk). Hence Q contains at most one facet, and that facet

must have τ1, . . . , τk as faces. So if k ≥ 2,

Ck(M1) =
⊕

|∂0(σ)|≥k

(Cασ (P))(
|∂0(σ)|
k ) ,

where |∂0(σ)| is the number of edges of σ which are interior to P. From this we

also see that Ck(M1) = 0 for k > δ(P).

6.5 High degree generators for splines

We give a construction motivating the regularity bounds we derive in Corol-

lary 6.6.3, Theorem 6.6.7, and Theorem 6.7.2. These results suggest that in

general regularity bounds for Cα(P) might be obtained by taking the maximal

sum of smoothness parameters α(τ) + 1 appearing in certain subcomplexes of

P. In the following example, starting with a polytope σ ⊂ Rn, we construct a

polytopal complex P so that σ ∈ Pn and Cα(P̂) (Cα(P) if P is central) has a

minimal generator supported the facet σ̂ (σ if P is central). Such generators

have degree
∑
τ∈σn−1

α(τ) + 1. Since reg (Cα(P)) in particular bounds the de-

grees of generators of Cα(P) (see Remark 2.6.2), this construction indicates that

a bound on reg (Cα(P)) will need to be at least as large as the maximal sum of

smoothness parameters over codimension one faces occurring in any facet of P
(or at least boundary facets - see Conjecture 6.9.1). This example generalizes

the construction in [20, Theorem 5.7].

For simplicity we restrict the construction to the case of uniform smoothness

without imposing boundary vanishing. The generalization to arbitrary smooth-

ness parameters should be clear.

Example 6.5.1. Suppose that A ⊂ Rn is a polytope with a codimension one

face τ ∈ An−1 so that ∂A \ τ is the graph of a piecewise linear function over τ .

Remark 6.5.2 below shows that this can be accomplished for any polytope by a

projective change of coordinates.

For instance this is true if A is the join of τ with the origin 0 ∈ Rn. Let lτ

be a choice of affine form vanishing on τ and let x1, . . . , xn be coordinates on

Rn. We further assume that

1. τ is parallel to the coordinate hyperplane xn = 0

2. A lies between the hyperplanes xn = 0 and lτ = 0.
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3. For any two codimension one faces γ1, γ2 ∈ An−1 \ τ , affγ1 and aff(γ2)

intersect the coordinate hyperplane xn = 0 in distinct linear subspaces of

codimension 2.

(1) can be obtained by rotating the original polytope, (2) and (3) can be ob-

tained by translation. If A is the join of τ with the origin, (3) may be obtained

by slight perturbations of the non-zero vertices of A (within the plane lτ = 0).

Let B be the reflection of A across the hyperplane xn = 0. For a face

γ ∈ A, let γ̄ denote the corresponding face of B obtained by reflection. For

γ ∈ An−1 \ τ , let σ(γ) denote the polytope formed by taking the convex hull

of γ and γ̄. Now define P(A) as the polytopal complex with facets A,B and

{σ(γ)|γ 6= τ ∈ An−1}. See Figure 6.3 for examples of this construction in

R2 and R3. Take the cone P̂(A) ⊂ Rn over P(A) and consider the graded

x

A

B

(a) P(A) for A ⊂ R2

z=0

A

(b) P(A) for central A ⊂ R3

Figure 6.3

S = R[x0, . . . , xn]-module Cr(P̂(A)). Let φB : Cr(P̂(A)) → S be the S-linear

map obtained by restricting splines F ∈ Cr(P̂(A)) to the facet B̂. This is a

splitting of the inclusion S → Cr(P̂(A)) as global polynomials on P̂(A). Let

NT r(P̂(A)) be the kernel of φB . Then

Cr(P̂(A)) ∼= S ⊕NT r(P̂(A)).

Let S′ = R[x0, . . . , xn−1] and, for f ∈ S, set f = f(x0, . . . , xn−1, 0). Define an

S-linear map φ : Cr(P̂(A)) ∼= S ⊕NT r(P̂(A))→ S′ by

(f, F )→ FÂ,

where f ∈ S, F ∈ NT r(P̂(A)), and FÂ is the restriction of F to the facet Â.

Set Λ(A) =
∏

γ 6=τ∈An−1

Lr+1
γ , where Lγ = lγ̂ is a choice of homogeneous form

vanishing on γ̂. We claim that the image of φ is the principal ideal

I = 〈Λ(A)〉.
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φ is surjective since the spline G(A), defined by

G(A)σ =

{
0 σ 6= A

Λ(A) σ = A,

goes to the generator of I under φ. To see that im(φ) ⊂ I, let F ∈ NT r(P̂(A)).

Then, since FB̂ = 0, Lr+1
γ̄ |Fσ(γ) for every γ̄ 6= τ̄ ∈ Bn−1. We also have

Lr+1
γ |(FÂ−Fσ̂(γ)

) for every γ 6= τ ∈ An−1. Hence FÂ ∈ ∩γ 6=τ∈An−1
〈Lr+1

γ , Lr+1
γ̄ 〉.

But Lγ and Lγ̄ differ at most by a scalar multiple and a sign on the variable

xn, so Lγ = Lγ̄ and

φ(F ) ∈
⋂

γ 6=τ∈An−1

〈Lr+1
γ 〉 = 〈

∏
γ 6=τ∈An−1

Lr+1
γ 〉 = 〈Λ(A)〉

as claimed. Property (3) above is used in the first equality - this guarantees all

the forms Lγ are distinct. It follows that the spline G(A), which is supported

only on the facet Â and generates splines supported on Â, is a minimal generator

of Cr(P̂(A)).

If A is the join of τ with 0, then P(A) is central and Cr(P(A)) is graded

over the polynomial ring R = R[x1, . . . , xn]. In this case it is unnecessary to

take the cone over P(A) above.

Remark 6.5.2. Given a convex polytope A ⊂ Rn ⊂ PnR and a choice τ of codi-

mension one face, there is a projective change of coordinates which makes ∂A\τ
into the graph of a piecewise linear function over τ . If A is the join of τ with the

origin 0 ∈ Rn, then this is easily done by a linear transformation. Otherwise,

this can be accomplished by choosing a hyperplane H ⊂ Rn which is parallel to

τ and very close to P without intersecting P . Then make a projective change of

coordinates which sends H to the hyperplane at infinity (this argument is due

to Sergei Ivanov). As long as H is chosen close enough to τ , this has the effect

of making the face τ huge and the rest of the polytope the graph of a piecewise

linear function over τ (once we restrict to affine coordinates again). Hence,

given any polytope A ⊂ Rn and a choice of codimension one face τ ∈ An−1, the

construction in Example 6.5.1 allows us to build a polytopal complex P(A) so

that ∂0A = ∂A \ τ and the generator of Cr
Â

(P̂(A)) is a minimal generator of

Cr(P̂(A)).

Remark 6.5.3. The construction in Example 6.5.1 is inherently nonsimplicial.

Some other construction needs to be used to obtain high degree generators in

the simplicial case. In the planar simplicial case, there is an example in [59] of

a planar simplicial complex ∆ with minimal generator in degree 2r + 2.
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6.6 Bounding Regularity for Low Projective

Dimension

In this section we combine the observations so far to bound the regularity of the

spline algebra Cα(P), where P ⊂ Rn+1 is a central, pure, hereditary, (n + 1)-

dimensional polytopal complex. Recall a central complex is one in which the

intersection of all interior codimension one faces is nonempty. We assume this

intersection contains the origin and that α(τ) = −1 for every codimension one

face τ ∈ Pn so that 0 /∈ aff(τ); this makes the ring Cα(P) a graded S =

R[x0, . . . , xn]-algebra with respect to the standard grading on S. The following

corollary is critical to our analysis.

Corollary 6.6.1. [12, Proposition 3.4] If P is a central, pure, hereditary, (n+

1)-dimensional polytopal complex, then

1. pd(Cα(P)) ≤ n− 1

2. ℘(Cα(P)) ≤ reg (Cα(P))− 2.

Proof. (1) follows from Lemma 3.3.6. Cα(P) is the kernel of a map between free

S-modules, so it is a second syzygy module. By the Hilbert syzygy theorem,

any S-module has projective dimension at most n+ 1. Since Cα(P) is a second

syzygy module, pd(Cα(P)) ≤ n−1. (2) follows from (1) and Theorem 2.6.3.

Theorem 6.6.2. Let P ⊂ Rn+1 be a pure (n+ 1)-dimensional hereditary poly-

topal complex which is central. Then

reg (Cα(P)) ≤ reg (LSα,n−1(P))

More generally, if pd(Cα(P)) ≤ k, then

reg (Cα(P)) ≤ reg (LSα,k(P))

Proof. The first statement follows from the second by Corollary 6.6.1. To prove

the second statement, note that by Theorem 6.2.4, the cokernel of the inclusion

LSα,k(P) has codimension at least k + 1. By Proposition 2.6.8, reg (Cα(P)) ≤
reg (LSα,k(P)).

To simplify the statements of later results, we introduce some additional

notation. Given a pure (n+1)-dimensional subcomplex Q ⊂ P, let ∂(Q) denote

the set of n dimensional boundary faces of Q. Define

Λ(Q) =
∏

γ∈(∂(Q))n

lα(γ)+1
γ

and set

λ(Q) = deg(Λ(Q)) =
∑

γ∈(∂(Q))n

(α(γ) + 1).
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As a first application of Theorem 6.6.2, we give a bound on the degree of gen-

erators of Cα(P) when Cα(P) is free.

Corollary 6.6.3. Suppose Cα(P) is free and set f(P) = max{λ(σ)|σ ∈ Pn+1}.
Then Cα(P) is generated in degrees at most f(P).

Proof. For a free module, regularity is the maximum degree of generators (this

follows from Definition 2.6.1), so we need to show reg (Cα(P)) ≤ f(P). Cα(P)

is free iff pd(Cα(P)) = 0. By Theorem 6.6.2,

reg (Cα(P)) ≤ reg (LSα,0(P)).

By Corollary 6.2.3, LSα,0 =
∑
σ∈Pn+1

Cασ (P). Since the support of each sum-

mand is disjoint, this is a direct sum, so reg (LSα,0(P)) = max{reg (Cασ (P))|σ ∈
Pn+1}. Also, Cασ (P) consists of splines F supported on the single facet σ. Such

splines are characterized by F |σ being a polynomial multiple of Λ(σ). It follows

that Cασ (P) ∼= S(−λ(σ)). Hence

reg (LSα,0(P)) = max{λ(σ)|σ ∈ Pn+1} = f(P).

We now apply Theorem 6.6.2 to the case where Cα(P) has projective di-

mension at most one. In particular, this includes central complexes in R3 by

Corollary 6.6.1.

Theorem 6.6.4. Suppose pd(Cα(P)) ≤ 1. Let f(P) = max{λ(σ)|σ ∈ Pn+1}
and T = max

τ∈P0
n

{reg (Cατ (P))}. Then reg (Cα(P)) ≤ max{f(P)− 1, T}.

Proof. By Corollary 6.6.2,

reg (Cα(P)) ≤ reg (LSα,1(P)).

By Proposition 6.4.1, LSα,1(P) fits into the exact sequence

C•(M1)→ LSα,1(P)→ 0.

From Proposition 6.4.3,

Ck(M1) =



⊕
τ∈P0

n

Cατ (P) if k = 1⊕
|∂0(σ)|≥k

(Cασ (P))(
|∂0(σ)|
k ) if 2 ≤ k ≤ δ(P)

0 if k > δ(P)

,

where δ(P) = maxσ∈Pn+1
{|∂0(σ)|}. As we saw in the proof of Corollary 6.6.3,

Cασ (P) ∼= S(−λ(σ)), hence

reg (Ck(M1)) = max{λ(σ)|σ ∈ Pn+1} ≤ f(P)
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for every k with 2 ≤ k ≤ δ(P). Now the conclusion follows from Corollary 2.6.7.

At this point we see that to obtain more precise results for projective di-

mension one it is necessary to understand the ring Cατ (P) of splines vanishing

outside the star of a codimension one face.

Proposition 6.6.5. Let τ ∈ P0
n be an interior codimension one face of P,

and σ1, σ2 the two facets of st(τ), the star of τ . Set Lτ = l
α(τ)+1
τ , L1 =

Λ(σ1)/Lτ , L2 = Λ(σ2)/Lτ . Define the ideal K(τ) by

K(τ) = 〈L1, L2, Lτ 〉

We have a graded isomorphism

Cατ (P) ∼=


S(−deg Lτ − deg L2)⊕ S(−deg L1) if L1 ∈ 〈L2, Lτ 〉
S(−deg Lτ − deg L1)⊕ S(−deg L2) if L2 ∈ 〈L1, Lτ 〉
S(−deg L1 − deg L2)⊕ S(−deg Lτ ) if Lτ ∈ 〈L1, L2〉
syz (K(τ)) otherwise,

where syz (K(τ)) is the module of syzygies on the ideal K(τ).

Proof. Let F ∈ Cατ (P) and set F1 = F |σ1
, F2 = F |σ2

. Then there are polyno-

mials G1, G2, G3 satisfying the following relations.

F1 = G1L1

F2 = G2L2

F2 − F1 = G3Lτ

Taking the alternating sum of the above equations yields

G1L1 −G2L2 +G3Lτ = 0. (6.3)

Hence F = (F1, F2) gives rise to a syzygy on the columns of the matrix

M =
[
L1 L2 Lτ

]
Now suppose given a syzygy (G1, G2, G3) on the columns of M . We obtain a

spline F ∈ Cατ (P) by setting F1 = G1L1, F2 = G2L2, hence Cατ (P) is isomorphic

to the syzygies on the columns M . If K(τ) is minimally generated by L1, L2,

and Lτ , we obtain Cατ (P) ∼= syz (K(τ)). Otherwise we obtain the cases listed

above. For instance, if L1 ∈ 〈L2, Lτ 〉, then there exist polynomials f, g ∈ S so

that L1 = fL2 + gLτ and syz (M) is generated by 0

Lτ

−L2

 ,
 1

−f
−g

 ,
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of degrees deg L2 + deg Lτ and deg L1, respectively. The other cases follow

similarly.

Proposition 6.6.6. Let P ⊂ R3 be a central complex, and τ ∈ P0
2 a codimen-

sion one face of P. Define λ(τ) = λ(st(τ)) + α(τ) + 1 =
∑

γ∈(st(τ))2

α(γ) + 1.

Then reg (Cατ (P)) ≤ λ(τ) − 1 unless α(γ) = −1 for all γ 6= τ ∈ (st(τ)), when

reg (Cατ (P)) = α(τ) + 1.

Proof. Let L1, L2, Lτ be as defined in proposition 6.6.5. Then

deg L1 =

( ∑
γ∈(σ1)2

(α(γ) + 1)

)
− α(τ)− 1

deg L1 =

( ∑
γ∈(σ2)2

(α(γ) + 1)

)
− α(τ)− 1

deg Lτ = α(τ) + 1,

If the ideal K(τ) = 〈L1, L2, Lτ 〉 is not minimally generated by L1, L2, and Lτ ,

then Cατ (P) is free, generated in degrees indicated by Proposition 6.6.5. By that

description reg (Cατ (P)) ≤ λ(τ) − 1 unless α(γ) = −1 for all γ 6= τ ∈ (st(τ)),

when reg (Cατ (P)) = α(τ) + 1. So assume K(τ) is minimally generated by

L1, L2, Lτ and Cατ (P) ∼= syz (K(τ)).

We define a submoduleN(τ) of Cατ (P) as follows. Let σ1, σ2 be the two facets

of st(τ) and Se1 + Se2 the free S-module on generators e1, e2 corresponding

to σ1, σ2. Define N(τ) to be the submodule of Cατ (P) generated by F1 =

Λ(σ1)e1, F2 = Λ(σ2)e2, and Fτ = Λ(st(τ))(e1 + e2). There is a single nontrivial

syzygy among F1, F2, Fτ given by LτFτ = L2F1 + L1F2. So N(τ) has minimal

free resolution

S(−λ(σ1))

⊕
0 −→ S(−λ(st(τ))− α(τ)− 1) −→ S(−λ(st(τ)))

⊕
S(−λ(σ2))

From Definition 2.6.1 and the free resolution above we see that reg (N(τ)) =

λ(st(τ)) + α(τ) = λ(τ)− 1.

Now we show codim(Cατ (P)/N(τ)) ≥ 2. It suffices to show that (Cατ (P))P =

N(τ)P for every prime of codimension one. Since S is a UFD, primes of codimen-

sion one are principle, generated by a single irreducible polynomial. If P 6= 〈lγ〉
for any γ ∈ (st(τ))2 then

(Cατ (P))P = N(τ)P = S2
P .
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If P = 〈lγ〉 for some γ ∈ ∂0(st(τ)), then

(Cατ (P))P = N(τ)P = lα(γ)+1
γ SP ⊕ SP .

if aff(γ) meets only one face γ ∈ (st(τ))2 or

(Cατ (P))P = N(τ)P = lα(γ)+1
γ SP ⊕ lα(γ)+1

γ SP

If aff(γ) meets both σ1 and σ2 in a codimension one face. If P = 〈lτ 〉, then

(Cατ (P))P = N(τ)P = (Cα(τ)(st(τ)))P .

pd(Cατ (P)) ≤ 1 follows by Corollary 6.6.1, because we assumed P ⊂ R3. Since

codim(Cατ (P)/N(τ)) ≥ 2, Proposition 2.6.8 yields reg (Cατ (P)) ≤ reg (N(τ)) =

λ(τ)− 1.

Theorem 6.6.7. Let P ⊂ R3 be a pure 3-dimensional polytopal complex which

is central and set e(P) = max{λ(τ)|τ ∈ P0
2}. Then

1. reg (Cα(P)) ≤ e(P)− 1

2. ℘(Cα(P)) ≤ e(P)− 3

In particular, HP (Cα(P), d) = dimR C
r
d(P) for d ≥ e(P)− 2.

Proof. (1) follows by applying Theorem 6.6.4 to Proposition 6.6.6. (2) follows

from (1) by Corollary 6.6.1.

Example 6.1.1 indicates that the bound given in Theorem 6.6.7 can be far

from optimal. In the next section we bound reg (Cατ (∆)) more precisely for

∆ ⊂ R3 a central simplicial complex.

6.7 Simplicial Regularity Bound

In this section we analyze the regularity of the ring of splines Cατ (∆) vanishing

outside the star of 2-face, for ∆ ⊂ R3 a pure three-dimensional hereditary

simplicial complex which is central. Again we assume α(τ) = −1 for τ ∈ ∆2

with 0 /∈ aff(τ), so that Cα(∆) is a graded module over the polynomial ring

S = R[x, y, z]. This means that st(τ) has at most five 2-faces γ for which

α(γ) ≥ 0 (α(τ) ≥ 0 is required). We prove the following theorem.

Theorem 6.7.1. Let τ ∈ ∆0
2 be a 2-face. Define

M(τ) = (α(τ) + 1) + max{(α(γ1) + 1) + (α(γ2) + 1)|γ1 6= γ2 ∈ (st(τ))2}.

Then reg (Cατ (∆)) ≤M(τ).

Before proving Theorem 6.7.1 we derive a couple of corollaries.
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Theorem 6.7.2. Let ∆ ⊂ R3 be a pure 3-dimensional hereditary simplicial

complex which is central. For τ ∈ ∆0
2, let M(τ) be defined as in Theorem 6.7.1.

Then

1. reg (Cα(∆)) ≤ max{M(τ)|τ ∈ ∆0
2}

2. ℘(Cα(∆)) ≤ max{M(τ)|τ ∈ ∆0
2} − 2

In particular, HP (Cα(∆), d) = dimR C
r(∆)d for d ≥ max{M(τ)|τ ∈ ∆0

2} − 1.

Proof. (1) follows by applying Theorem 6.6.4 to Theorem 6.7.1, (2) follows by

applying Theorem 2.6.3 to (1).

Setting α(τ) = r for all τ ∈ ∆0
2, we obtain

Corollary 6.7.3. Let ∆ ⊂ R3 be a pure 3-dimensional hereditary simplicial

complex which is central. Then

1. reg (Cα(∆)) ≤ 3r + 3

2. ℘(Cα(∆)) ≤ 3r + 1

In particular, HP (Cr(∆), d) = dimR C
r(∆)d for d ≥ 3r + 2.

This result was obtained in the case of Cr(∆̂), for simplicial ∆ ⊂ R2, by

Hong [32] and Ibrahim and Schumaker [33] (see Table 6.1 in the introduction).

Before proving Theorem 6.7.2 we set up some notation. Figure 6.4 depicts our

situation. We will abuse notation and write vi both for the corresponding edge

of st(τ) and for the vector we obtain by taking positive real multiples of this

edge.

x

y

z

v1

v2

v3

v4

e24

e14

τ

e13

e23

Figure 6.4: st(τ)

Let u1, u2 ∈ S be the forms corresponding to the 2-faces e13, e23, let w1, w2 be

the forms corresponding to the 2-faces e14, e24, and lτ be the form corresponding

to τ (for now do this without coordinates). Let ατ = α(τ) + 1, α1 = α(e13) +

1, α2 = α(e23) + 1, β1 = α(e14) + 1, β2 = α(e24) + 1 be the exponents to appear

on lτ , u1, u2, w1, w2 corresponding to the smoothness parameters specified by α.

The following lemma is a special case of Proposition 6.6.5.
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Lemma 6.7.4. Let K(τ) = (lαττ , uα1
1 uα2

2 , wβ1

1 wβ2

2 ). Then we have a graded

isomorphism

Cατ (∆) ∼=


S(−ατ − β1 − β2)⊕ S(−α1 − α2) if uα1

1 uα2
2 ∈

〈
wβ1

1 wβ2

2 , lαττ

〉
S(−ατ − α1 − α2)⊕ S(−β1 − β2) if wβ1

1 wβ2

2 ∈ 〈u
α1
1 uα2

2 , lαττ 〉
S(−α1 − α2 − β1 − β2)⊕ S(−ατ ) if lαττ ∈

〈
uα1

1 uα2
2 , wβ1

1 wβ2

2

〉
syz (K(τ)) otherwise,

where syz (K(τ)) is the module of syzygies on the ideal K(τ).

Proof of Theorem 6.7.1. If uα1
1 uα2

2 ∈
〈
wβ1

1 wβ2

2 , lαττ

〉
or wβ1

1 wβ2

2 ∈ 〈u
α1
1 uα2

2 , lαττ 〉

then reg (Cατ (∆)) ≤M(τ) is clear from Lemma 6.7.4. If lαττ ∈
〈
uα1

1 uα2
2 , wβ1

1 wβ2

2

〉
then ατ ≥ α1 +α2, ατ ≥ β1 + β2, and reg (Cατ (∆)) ≤M(τ) from Lemma 6.7.4.

So we may assume K(τ) is minimally generated by the three given forms and

Cατ (∆) ∼= syz (K(τ)). In this case reg (Cατ (∆)) ≤ reg (S/K(τ)) + 2 by two

applications of Proposition 2.6.6 (equality holds but we will not need this). So

it suffices to show that reg (S/K(τ)) ≤M(τ)− 2.

Four special cases are given by

1. α1 = β1 = 0 =⇒ K(τ) = 〈lαττ , uα2
2 , wβ2

2 〉

2. α2 = β2 = 0 =⇒ K(τ) = 〈lαττ , uα1
1 , wβ1

1 〉

3. α1 = β2 = 0 =⇒ K(τ) = 〈lαττ , uα2
2 , wβ1

1 〉

4. α2 = β1 = 0 =⇒ K(τ) = 〈lαττ , uα2
2 , wβ1

1 〉

Since K(τ) is minimally generated by the three given forms, [28, Theorem 2.7]

applies in cases (1) and (2). For example, in case (1) we have

reg (S/K(τ)) =

⌊
ατ + α2 + β2 − 3

2

⌋
≤ ατ + α2 + β2 − 2

≤M(τ)− 2.

A similar argument holds for case (2). In cases (3) and (4), K(τ) is a complete

intersection of its generators and reg (K(τ)) ≤M(τ)−2 follows from the Koszul

resolution.

If at most one of α1, α2, β1, β2 vanishes we show reg (S/K(τ)) ≤ M(τ) − 2

by fitting S/K(τ) into exact sequences and using Proposition 2.6.6. Let Q =

〈lαττ , uα1
1 uα2

2 〉. We have the short exact sequence

0→ S(−β1 − β2)

Q : (wβ1

1 wβ2

2 )

·wβ1
1 w

β2
2−−−−−→ S

Q
→ S

K(τ)
→ 0 (6.4)

Q is a complete intersection with 2 generators in degrees ατ and α1 + α2, so

reg (S/Q) = ατ + α1 + α2 − 2
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The ideal Q decomposes as Q = 〈lαττ , uα1
1 〉 ∩ 〈lαττ , uα2

2 〉. Then

Q : (wβ1

1 wβ2

2 ) = I1 ∩ I2,

where
I1 = 〈lαττ , uα1

1 〉 : (wβ1

1 wβ2

2 )

I2 = 〈lαττ , uα2
2 〉 : (wβ1

1 wβ2

2 )

Since (lαττ , uβ1

1 ) is (lτ , u1)-primary and w2 /∈ (lτ , u1),

I1 = 〈lαττ , uα1
1 〉 : (wβ1

1 wβ2

2 ) = 〈lαττ , uα1
1 〉 : wβ1

1 .

Similarly,

I2 = 〈lαττ , uα2
2 〉 : (wβ1

1 wβ2

2 ) = 〈lαττ , uα2
2 〉 : wβ2

2 .

From Proposition 6.7.5 below, if I1 6= S and I2 6= S then I1, I2 are complete

intersections and
reg (S/I1) ≤ ατ + α1 − β1 − 2

reg (S/I2) ≤ ατ + α2 − β2 − 2

We consider four final special cases before moving on to the general case.

A wβ1

1 ∈ 〈lαττ , uα1
1 〉 =⇒ I1 = S =⇒ Q : (wβ1

1 wβ2

2 ) = I2

B wβ2

2 ∈ 〈lαττ , uα2
2 〉 =⇒ I2 = S =⇒ Q : (wβ1

1 wβ2

2 ) = I1

Note that α1 = 0 falls under A and α2 = 0 falls under B. By the exact sequence

(6.4) and Proposition 2.6.6 we have the corresponding bounds

A reg (S/K(τ)) ≤ max{ατ + α2 + β1 − 3, ατ + α1 + α2 − 2} ≤M(τ)− 2

B reg (S/K(τ)) ≤ max{ατ + α1 + β2 − 3, ατ + α1 + α2 − 2} ≤M(τ)− 2

If we use multiplication by uα1
1 uα2

2 in the exact sequence (6.4) then we have

the corresponding ideals Q′ = 〈lαττ , uα1
1 uα2

2 〉,I ′1 = 〈lαττ , wβ1

1 〉 : uα1
1 and I ′2 =

〈lαττ , wβ2

2 〉 : uα2
2 . We then have the analogous cases

C uα1
1 ∈ 〈lαττ , wβ1

1 〉 =⇒ I ′1 = S =⇒ Q′ : (uα1
1 uα2

2 ) = I ′2

D uα2
2 ∈ 〈lαττ , wβ2

2 〉 =⇒ I ′2 = S =⇒ Q′ : (uα1
1 uα2

2 ) = I ′1

Note that β1 = 0 falls under C and β2 = 0 falls under D. The corresponding

bounds are

C reg (S/K(τ)) ≤ max{ατ + β2 + α1 − 3, ατ + β1 + β2 − 2} ≤M(τ)− 2

D reg (S/K(τ)) ≤ max{ατ + β1 + α2 − 3, ατ + β1 + β2 − 2} ≤M(τ)− 2.

We have reduced to the case where

• wβii /∈ 〈lαττ , uαii 〉 (equivalently ατ + αi − βi ≥ 2) for i = 1, 2

• uαii /∈ 〈lαττ , wβii 〉 (equivalently ατ + βi − αi ≥ 2) for i = 1, 2
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• αi ≥ 1, βi ≥ 1 for i = 1, 2 and ατ ≥ 1.

In particular, u1 6= w1 implies that the vectors v1, v3, v4 are linearly inde-

pendent and u2 6= w2 implies v2, v3, v4 are linearly independent in Figure 6.4.

It follows that we may make a change of coordinates so that v1 points along

the y-axis, v2 points along the x-axis, and v3 points along the z-axis. Applying

appropriate scaling in the x, y, and positive z directions, we can assume that

the vector defined by v4 points in the direction of 〈1, 1,−1〉. Under this change

of coordinates, st(τ) has four possible configurations, shown in Figure 6.5. The

ideal K(τ) is the same for all of these. We have

lτ = z

u1 = x

u2 = y

w1 = x+ z

w2 = y + z

and
I1 = 〈lαττ , uα1

1 〉 : wβ1

1 = 〈xα1 , zατ 〉 : (x+ z)β1

I2 = 〈lαττ , uα2
2 〉 : wβ2

2 = 〈yα2 , zατ 〉 : (y + z)β2

By Corollary 6.7.13 in the next section, reg (S/Q) = reg (S/(I1∩I2)) ≤M(τ)−
β1−β2−1. By the exact sequence (6.4) and Lemma 2.6.6, the proof is complete.

x

y

z

τ τ

x

y

z

τ

z

x

y

τ

x

y

z

Figure 6.5: Possible configurations for generic st(τ)
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6.7.1 Intersection of colon ideals

Let
I1 = 〈xα1 , zατ 〉 : (x+ z)β1

I2 = 〈yα2 , zατ 〉 : (y + z)β2

In [40], Tohaneanu and Minac compute the Hilbert function of the ideal (up to

change of coordinates)

〈xr+1, (x+ z)r+1〉 : zr+1 ∩ 〈yr+1, (y + z)r+1〉 : zr+1.

It is not so obvious how to apply their methods directly to the ideal I1 ∩ I2.

Building on their work, however, we show how to construct enough of the initial

ideal (with respect to the lexicographic order) of I1 + I2 to give a fairly tight

bound on the socle degree of S/I1 + I2. The methods synthesize descriptions of

such ideals in terms of linear and commutative algebra.

We first compute the initial ideal of

I = I(p, q, r) = 〈sp, tq〉 : (s+ t)r

in the ring R = k[s, t] with standard lexicographic order. We assume I 6= R, so

(s+ t)r /∈ 〈sp, tq〉. This is equivalent to requiring p+ q − r ≥ 2.

Proposition 6.7.5. Let I = I(p, q, r) ⊂ R be as above, with p + q − r ≥ 2.

Then I is a complete intersection generated by two polynomials of

1. degrees a = min{p, q − r}, b = max{p, q − r} if p+ r − q ≤ 1.

2. degrees a = min{q, p− r}, b = max{q, p− r} if q + r − p ≤ 1.

3. degrees

a =

⌊
p+ q − r

2

⌋
, b =

⌈
p+ q − r

2

⌉
if p+ r − q ≥ 2 and q + r − p ≥ 2.

Proof. p+ r − q ≤ 1 : In this case tq ∈ 〈sp, (s+ t)r〉. Let

tq = fsp + g(s+ t)r

for some polynomials f, g ∈ R, where g has no term divisible by sp. It is

immediate that

〈sp, tq〉 = 〈sp, g(s+ t)r〉

and

I = 〈sp, tq〉 : (s+ t)r = 〈sp, g〉.

The polynomial g is not divisible by s since it has a term which is a constant

multiple of tq−r. It follows that sp ang g are relatively prime and I is a complete

intersection. Since g has degree q − r, (1) is proved.
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q + r − p ≤ 1 : The argument is identical to the previous case.

p+ r − q ≥ 2 and q + r − p ≥ 2: Let

T = T (p, q, r) = 〈sp, tq, (s+ t)r〉.

Since we assume p+q−r ≥ 2 as well, T is minimally generated by the three given

generators. We describe I in terms of the minimal free resolution of the ideal

T . Set a =

⌊
p+ q − r

2

⌋
and b =

⌈
p+ q − r

2

⌉
. The assumption p + q − r ≥ 2

guarantees that a ≥ 1. T is a codimension two Cohen-Macaulay ideal with

Hilbert-Burch resolution of the form below [28, Theorem 2.7]

0→ R(−a− r)⊕R(−b− r) φ−→ R(−p)⊕R(−q)⊕R(−r)→ T

where

φ =

 A D

B E

C F


is a matrix of forms satisfying BF−EC = sp, AF−DC = tq, BF−EC = (s+t)r.

It follows that the module of syzygies on T has two generators, corresponding

to the relations

Asp +Btq + C(s+ t)r = 0

and

Dsp + Etq + F (s+ t)r = 0.

In terms of the entries of the matrix φ we may write

I = (C,F )

where deg(C) = a,deg(F ) = b, and a + b = p + q − r. Since AF − DC = tq

and BF −EC = (s+ t)r, any common factor of C and F would give a common

factor of t and (s + t), so C and F are relatively prime. So I is a complete

intersection of the required degrees.

As an immediate corollary we have the following lemma.

Corollary 6.7.6. With I = I(p, q, r) as above, minimally generated by two

forms of degree a ≤ b, we have

HF (I, d) =

(
d+ 1− a

1

)
+

(
d+ 1− b

1

)
−
(
d+ 1− a− b

1

)
.

Proof. From Proposition 6.7.5, I is a complete intersection of polynomials C,F

with deg(C) = a,deg(F ) = b. So I has minimal resolution of the form

0→ R(−a− b)→ R(−a)⊕R(−b)→ I → 0.
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The result follows from the additivity of Hilbert functions across exact se-

quences.

Given a Hilbert function H(I, d), let Ld be the vector space spanned by the

H(I, d) greatest monomials of degree d with respect to lex order. Then the

direct sum

L =

∞⊕
d=0

Ld

is an ideal, known as the lex-segment ideal for the Hilbert function H(d) [39,

Proposition 2.21]. Since two generic forms in R[x, y] of degrees a ≤ b form a

complete intersection, the ideal they generate has the same Hilbert function as

I. Denote by L(a, b) the corresponding lex-segment ideal. We will show that

L(a, b) is the initial ideal of I(p, q, r).

To prove this we will use a matrix condition on the coefficients of a form f

of degree d which distinguishes when f ∈ I. From Corollary 6.7.6, Id = Rd for

d ≥ a + b − 1. Since a + b = p + q − r, this matrix condition we derive will be

nontrivial for 1 ≤ d < p+ q − r − 1. Suppose

f =
∑
i+j=d

ai,js
itj

satisfies f ∈ Id. Then by definition we have

f(s+ t)r ∈ (sp, tq)

Since the ideal on the right is a monomial ideal, f ∈ I ⇐⇒ every monomial of

f(s+ t)r is divisible by either sp or tq. Expanding (s+ t)r and multiplying by

f gives

f(s+ t)r =
∑
i+j=d

∑
m+n=r

(
r

m

)
aijs

m+itn+j

Setting m+ i = u and n+ j = v gives

∑
u+v=d+r

sutv

( ∑
m+i=u

(
r

m

)
aij

)
.

f ∈ I iff the only nonzero coefficients in this expression occur when u ≥ p or

v ≥ q. Since v = d+ r− u, v ≥ q is equivalent to u ≤ d+ r− q. So f ∈ I iff for

u = d+ r − q + 1, . . . , p− 1 we have the condition

∑
m+i=u

(
r

m

)
ai,d−i = 0.

Here we follow the convention that
(
A
B

)
= 0 when B < 0 or B > A. These fit
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together into the following matrix condition on the coefficients of f :

(
r

d+r−q+1

) (
r

d+r−q
) (

r
d+r−q−1

)
· · ·

(
r

r−q+1

)(
r

d+r−q+2

) (
r

d+r−q+1

) (
r

d+r−q
)
· · ·

(
r

r−q+2

)
...

...
...

. . .
...(

r
p

) (
r+1
p−1

) (
r+1
p−4

)
· · ·

(
r

p−d−2

)(
r
p−1

) (
r
p−2

) (
r
p−3

)
· · ·

(
r

p−d−1

)


·



a0,d

a1,d−1

...

ad−1,1

ad,0


= 0.

Denote the (p + q − r − d − 1) × (d + 1) matrix on the left by M(p, q, r, d).

M(p, q, r, d) has entries

M(p, q, r, d)i,j =

(
r

d+ r − q + 1 + i− j

)
,

where i = 0, . . . ,min{p− 1, p+ q− r− d− 2} and j = 0, . . . , d. With this choice

of indexing, column cj of M(p, q, r, d) corresponds to the coefficient aj,d−j . The

following lemma is fundamental for understanding M(p, q, r, d).

Lemma 6.7.7. Let µ = (µ0 ≥ . . . µk ≥ 1) be a partition with k+1 parts so that

r ≥ µ0. Let N(µ) be the square matrix with entries

N(µ)ij =

(
r

µj + i− j

)
for i = 0, . . . , k, j = 0, . . . , k. Then N(µ) has nonzero determinant.

Proof. This observation is made in [40, § 3.1], where it is noted that determi-

nants of such matrices play a role in the representation theory of the special

linear group SL(V ), where V is an r-dimensional vector space. In particular,

if λ = µ′, the conjugate partition to µ, det N(µ) is the dimension of the Weyl

module SλV , which is a nontrivial irreducible representation of SL(V ). More

explicitly, det N(µ) = sλ(1, . . . , 1), where sλ(x1, . . . , xr) is the Schur polyno-

mial in r variables of the partition λ = µ′. In particular, N(µ) has nonzero

determinant. See [25, § 6.1] and [25, Appendix A.1] for more details.

Corollary 6.7.8. Let M = M(p, q, r, d) be the (p+q−r−d−1)×(d+1) matrix

defined as above, Ms,t a nonzero entry of M , and k a nonnegative integer so

that s+ k ≤ p+ q − r − d− 1 and t+ k ≤ d+ 1. Then

1. The (k+ 1)× (k+ 1) submatrix of M formed by the entries {Mi,j |s ≤ i ≤
s+ k, t ≤ j ≤ t+ k} is invertible.

2. The rank of M is the minimum of the number of nonzero rows of M and

the number of nonzero columns of M .

Proof. (1) The submatrix of M = M(p, q, r, d) above has entries(
r

d+ r − q + 1 + s− t+ i− j

)
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for i = 0, . . . , k,j = 0, . . . , k. Since we assume Ms,t 6= 0, d+ r− q+ 1 + s− t ≤ r
and the first statement follows from Lemma 6.7.7 by taking µ0 = · · · = µk =

d+ r − q + 1 + s− t.
(2) Observe that either M0,0 6= 0 or, if M0,0 = 0, then the first entry Mj,0

(j > 0) which is nonzero is equal to 1. The last entry in the first column is(
r
p−1

)
≥ 1 (we assumed p ≥ 1), so there is at least one nonzero entry in the first

column of M . If the row of M with index i is nonzero, every row with index

≥ i is also nonzero. If the column of M with index j is zero, every column with

index ≥ j is also zero. Now the second statement follows by taking the largest

square submatrix of M whose upper left corner is the first nonzero entry of the

first column of M . This is a k × k submatrix of M where k is the minimum

of the number of nonzero rows of M and the number of nonzero columns of

M . By the first statement, this submatrix is invertible, and from the earlier

observations k must be the rank of M .

Lemma 6.7.9. The initial ideal of I = I(p, q, r) is the lex-segment ideal L(a, b),

where a ≤ b are the degrees of the generators of I.

Proof. For fixed degree d, let r be the rank of M(p, q, r, d). By definition,

HF (I, d) = dim kerM(p, q, r, d),

hence HF (I, d) = d+ 1− r. From the submatrix constructed to prove part (2)

of Corollary 6.7.8, the first r columns of M are linearly independent. It follows

that for any column cl of M(p, q, r, d) with r− 1 ≤ l ≤ d, there is a unique (up

to scaling) relation (
r−1∑
i=0

ai,d−ici

)
+ al,d−lcl = 0,

where al,d−l 6= 0. This gives rise to the polynomial f =
∑p+q−r−d−2
i=0 ai,js

itd−i+

al,d−ls
ltd−l ∈ I with leading monomial sltd−l. These monomials are the largest

d + 1 − r monomials of degree d with respect to lex ordering, so the result

follows.

Corollary 6.7.10. Let I = (sp, tq) : (s+ t)r, generated in degrees a and b, with

a ≤ b. The initial ideal of I with respect to the standard lexicographic order is

L(a, b) = (sa, sa−1tb−a+1, sa−2tb−a+3, . . . , sa−itb−a+2i−1, . . . , ta+b−1).

Proof. By Lemma 6.7.9 it suffices to show that the lex-segment ideal L(a, b) has

the form above. The Hilbert function of a complete intersection I generated in

degrees a and b is

HF (I, d) =

(
d+ 1− a

1

)
+

(
d+ 1− b

1

)
−
(
d+ 1− a− b

1

)
.
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More explicitly, we have

HF (I, d) =


0 for 0 ≤ d < a

d+ 1− a for a ≤ d < b

2d+ 2− (a+ b) for b ≤ d ≤ a+ b− 1

d+ 1 for d > a+ b− 1

Recall L(a, b)d is the vector space spanned by the HF (I, d) greatest monomials

of degree d with respect to lex order. If a ≤ d < b, then the d+ 1− a greatest

monomials are sd, . . . , sa. These are all divisible by sa. If b ≤ d ≤ a + b − 1,

the 2d+ 2− (a+ b) greatest monomials are {sd−iti|i = 0, . . . , 2d− (a+ b) + 1}.
If i ≤ d − a, sd−iti is divisible by sa. If d − a ≤ i ≤ 2d + 1 − (a + b), then

sd−iti = sa−jtd−a+j = sa−jtb−a+(d−b+j), where j = 1, . . . , d − b + 1. This is

divisible by sa−jtb−a+2j−1, which proves the corollary.

Remark 6.7.11. Conca and Valla [14] parametrize of all ideals in two variables

with a given initial ideal. Using this, one can show that the lex-segment ideal

L(a, b) is the initial ideal of any ideal generated by two generic forms of degree

a and b. Here generic means there are certain polynomials in the coefficients

of the forms that must not vanish (the condition is not equivalent to the two

forms being relatively prime). Lemma 6.7.9 can be viewed as a proof that the

ideal I, which is generated by two forms, is generic in this sense.

Proposition 6.7.12. Set R = k[x, y], S = k[x, y, z] both with standard lexi-

cographic orders. For positive integers a ≤ b, c ≤ d, let J1, J2 ⊂ R = k[s, t]

be ideals satisfying in(J1) = L(a, b) and in(J2) = L(c, d), respectively. Let

S = k[x, y, z] and define ring maps i1, i2 : R → S by i1(s) = x, i1(t) = z and

i2(s) = y, i2(t) = z. Set I1 = i1(J1)S, I2 = i2(J2)S, and N = max{a + d −
1, b+ c− 1}. Then

(I1 + I2)N = SN

Proof. It suffices to show that (in(I1) + in(I2))N = SN . We have

in(I1) = 〈xa〉+ 〈xa−izb−a+2i−1|i = 1, . . . , a〉
in(I2) = 〈yc〉+ 〈yc−jzd−c+2j−1|j = 1, . . . , c〉

Letm = xiyjzk be a monomial of S with degreeN . We claimm ∈ in(I1)+in(I2).

If i ≥ a or j ≥ c then xa|m or yc|m and we are done. So set i = a− s, j = c− t,
where 1 ≤ s ≤ a, 1 ≤ t ≤ c. If s ≤ t then a + c − s − t + (b − a + 2s − 1) =

b+c−1+s−t ≤ N . So k = N−(a+c−s−t) ≥ b−a+2s−1 and xiyjzk ∈ in(I1).

If t ≤ s then a + c − s − t + (d − c + 2t − 1) = a + d − s + t − 1 ≤ N . So

k = N − (a+ c− s− t) ≥ d− c+ 2t− 1 and xiyjzk ∈ in(I2).

Corollary 6.7.13. Let

I1 = 〈xα1 , zατ 〉 : (x+ z)β1

I2 = 〈yα2 , zατ 〉 : (y + z)β2
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where αi + ατ − βi ≥ 2 and βi + ατ − αi ≥ 2 for i = 1, 2. Also assume

αi ≥ 1, βi ≥ 1 for i = 1, 2 and ατ ≥ 1. Let

M(τ) = ατ + max{α1 + α2, α1 + β1, α1 + β2, α2 + β1,

α2 + β2, β1 + β2, ατ + α1, ατ + α2, ατ + β1, ατ + β2}

as in the statement of Theorem 6.7.1. Then

reg

(
S

I1 ∩ I2

)
≤M(τ)− β1 − β2 − 1

Proof. We use the short exact sequence

0→ S

I1 ∩ I2
→ S

I1
⊕ S

I2
→ S

I1 + I2
→ 0

and Proposition 2.6.6. From Proposition 6.7.5, reg (S/I1) = α1 +ατ −β1− 2 ≤
M(τ) − β1 − β2 − 1 and reg (S/I2) = α2 + ατ − β2 − 2 ≤ M(τ) − β1 − β2 −
1. We show reg (S/(I1 + I2)) ≤ M(τ) − β1 − β2 − 2; then we are done by

Proposition 2.6.6. Equivalently, we show (I1+I2)d = Sd for d = M(τ)−β1−β2−
1. Let I1, I2 be generated in degrees a ≤ b, c ≤ d respectively. By Lemma 6.7.9

and Proposition 6.7.12,(I1 + I2)d = Sd for d ≥ max{a+ d− 1, b+ c− 1}. So we

need to show that max{a+ d, b+ c} ≤M(τ)− β1 − β2. We consider 4 cases.

1. βi + αi − ατ ≥ 2 for i = 1, 2.

2. β1 + α1 − ατ ≤ 1 and β2 + α2 − ατ ≥ 2.

3. β2 + α2 − ατ ≥ 2 and β2 + α2 − ατ ≤ 1.

4. βi + αi − ατ ≤ 1 for i = 1, 2.

Case 1: By Proposition 6.7.5, b − a ≤ 1 and d − c ≤ 1. Suppose b < d.

Then a ≤ c, so b+ c < d+ c and a+ d ≤ c+ d, where c+ d = α2 + ατ − β2 ≤
M(τ)− β1 − β2. Similarly if d < b then b+ c ≤ b+ a and a+ d < a+ b, where

a+b = α1+ατ−β1 ≤M(τ)−β1−β2. If b = d then a+d = a+b ≤M(τ)−β1−β2

and b+c = d+c ≤M(τ)−β1−β2. Hence max{a+d−1, b+c−1} ≤M(τ)−β1−β2.

Case 2: By Proposition 6.7.5, a = min{α1, ατ − β1} and b = max{α1, ατ −
β1}. Since α1 ≤ ατ − β1 + 1 by assumption, a ≤ ατ − β1 and b ≤ ατ − β1 + 1.

By Proposition 6.7.5,

c =

⌊
α2 + ατ − β2

2

⌋
d =

⌈
α2 + ατ − β2

2

⌉
.

Hence

max{a+ d, b+ c} ≤ ατ − β1 + 1 +

⌊
α2 + ατ − β2

2

⌋
.
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α2 + ατ − β2 ≥ 2, so⌊
α2 + ατ − β2

2

⌋
≤ α2 + ατ − β2 − 1.

It follows that

max{a+ d, b+ c} ≤ ατ + α2 + ατ − β1 − β2

≤M(τ)− β1 − β2.

Case 3: By arguing exactly as in Case 2 we obtain

max{a+ d, b+ c} ≤ ατ + α1 + ατ − β1 − β2

≤M(τ)− β1 − β2.

Case 4: By Proposition 6.7.5, I1 is generated in degrees a = min{α1, ατ −
β1}, b = max{α1, ατ − β1} and I2 is generated in degrees c = min{α2, ατ −
β2}, d = max{α2, ατ − β2}. We have α1 ≤ ατ − β1 + 1 and α2 ≤ ατ − β2 + 1 by

assumption. It follows that a ≤ ατ − β1, b ≤ ατ − β1 + 1 and c ≤ ατ − β2, d ≤
ατ − β2 + 1. So

max{a+ d, b+ c} ≤ ατ + ατ + 1− β1 − β2

≤M(τ)− β1 − β2.

The final inequality follows since we assumed α1, α2, β1, β2, ατ are all at least

1.

6.8 Examples

We give several examples to illustrate both how the bounds in Theorems 6.6.7

and 6.7.2 may be used and how well they approximate the actual regularity of

the spline algebra. These examples also elucidate a difference between complete

central complexes P (in which the intersection of all facets of P is an interior

face of P) and central complexes which are not complete. This difference is key

to Conjecture 6.9.1 in the following section.

Example 6.8.1. In this example we apply Theorem 6.6.7 to bound the regu-

larity of Cα(P) where boundary vanishing is imposed. Consider the two dimen-

sional polytopal complex Q in Figure 6.6 with five faces, eight interior edges,

and four interior vertices. Impose vanishing of order r along interior codimen-

sion one edges and vanishing of order s along boundary codimension one faces.

The following Hilbert polynomials are computed in Example 7.5.5. If s = −1,

then
HP (Cα(P̂), d) = 5

2d
2 +

(
−8r − 1

2

)
d

−4
⌊

3r
2

⌋2
+ 12r

⌊
3r
2

⌋
− r2 + 4r + 2

By Theorem 6.6.7, reg Cr(Q̂) ≤ 6(r + 1) − 1 and HP (Cr(Q̂), d) = dimCαd (Q)
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H-1,-1L H1,-1L

H1,1LH-1,1L

H-2,-2L H2,-2L

H2,2LH-2,2L

Figure 6.6: Q

for d ≥ 6(r + 1) − 2. We compare the regularity bound 6(r + 1) − 1 with

reg Cr(Q̂) as computed in Macaulay2 in Table 6.2. reg Cr(Q̂) appears to have

alternating differences of 1 and 3 and grows roughly as 2(r + 1) + 1. In fact

reg Cr(Q̂) appears to agree with the regularity of r-splines on the complex from

Example 6.1.1.

r 0 1 2 3 4 5 6 7 8 9
6(r + 1)− 1 5 11 17 23 29 35 41 47 53 59

reg (Cr(Q̂)) 3 4 7 8 11 12 15 16 19 20

Table 6.2

Now suppose that vanishing of degree s ≥ 0 is imposed along ∂P. Then

HP (Cα(P̂), d) = 5
2d

2 +
(
−8r − 4s− 9

2

)
d

−3
⌊

2(r+s)
3

⌋2

+ 4r
⌊

2(r+s)
3

⌋
+ 4s

⌊
2(r+s)

3

⌋
−
⌊

2(r+s)
3

⌋
−4
⌊
r
2

⌋2 − 4
⌊

3r
2

⌋2
+ 4r

⌊
r
2

⌋
+ 12r

⌊
3r
2

⌋
−5r2 + 4rs+ 8r + 4s+ 4.

This formula is correct when r, s are not too small; for instance if r = 3 and s =

0, the above formula has constant term 81 while the actual constant, according

to Macaulay2, is 87. By Theorem 6.6.7,

reg (Cα(Q̂)) ≤ max{6(r + 1) + (s+ 1), 5(r + 1) + 2(s+ 1)} − 1

and HP (Cα(P̂), d) = dimCαd (P) for

d ≥ max{6(r + 1) + (s+ 1), 5(r + 1) + 2(s+ 1)} − 2.

A comparison of the bound on reg (Cα(Q̂)) and its actual value computed in

Macau-lay2 appears in Table 6.3 for r, s ≤ 5.

Example 6.8.2. We now give an example which has very different behavior

from Example 6.5.1. Consider the two-dimensional polytopal complex Q formed
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max{6(r + 1) + (s+ 1), 5(r + 1) + 2(s+ 1)} − 1
s = 0 s = 1 s = 2 s = 3 s = 4

r = 0 7 8 10 12 14
r = 1 13 14 15 17 19
r = 2 19 20 21 22 24
r = 3 25 26 27 28 29
r = 4 31 32 33 34 35

reg (Cα(Q̂))
s = 0 s = 1 s = 2 s = 3 s = 4

r = 0 4 4 5 6 7
r = 1 4 5 6 8 9
r = 2 7 8 8 9 10
r = 3 8 8 9 10 12
r = 4 11 11 12 12 13

Table 6.3

by placing a regular (or almost regular) n-gon inside of a scaled copy of itself and

connecting corresponding vertices by edges. Q has one facet with n edges and

n quadrilateral facets. An example for n = 10 is shown in Figure 6.7. We may

or may not perturb the vertices so that the affine spans of the edges between

the inner and outer n-gons do not all meet at the origin. This does not appear

to have much effect on regularity, although it does change the constant term of

HP (Cr(Q̂), d).

Figure 6.7

According to Theorem 6.6.7, reg (Cr(Q̂)) ≤ max{(r+ 1)(n+ 2), 5(r+ 1)} ≤
(r + 1)(n+ 2) as long as n ≥ 3. However, according to computations for r ≤ 3

and n ≤ 10 in Macaulay2, reg (Q) ≤ 3(r + 1) regardless of what value n takes.

It appears that having a facet σ with many codimesion one facets may only

significantly effect the regularity of Cα(P) if σ ∩ ∂P 6= ∅, as in Example 6.5.1.

Example 6.8.3. Consider a regular octahedron ∆ ⊂ R3 triangulated by placing

a centrally symmetric vertex, shown in Figure 6.8. In [47, Example 5.2], Schenck

shows that Cr(∆) is free, generated in degrees r+1, 2(r+1), and 3(r+1). Thus
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the regularity bound for Cr(∆) given by Corollary 6.6.3 is tight. Computations

Figure 6.8: Centrally Triangulated Octahedron

in Macaulay2 suggest that the regularity of Cr(∆) stays at 3(r + 1) for generic

perturbations of the noncentral vertices.

6.9 Regularity Conjecture

We conclude with a conjecture in the case of uniform smoothness which re-

fines [20, Conjecture 5.6]. For σ ∈ Pn, recall |∂0(σ)| is the number of interior

codimension one faces of σ.

Conjecture 6.9.1. Let P ⊂ Rn+1 be a pure, central, hereditary n-dimensional

polytopal complex. Let F = max{|∂0(σ)| : σ ∈ Pn+1} and F∂ = max{|∂0(σ)| :

σ ∈ Pn+1, σ ∩ ∂P 6= ∅}.

1. P is central and complete =⇒ reg (Cr(P)) ≤ reg (LSr,n−1(P)) ≤ F (r+

1).

2. P is central but not complete =⇒ reg (Cr(P)) ≤ F∂(r + 1).

Furthermore, the bound is attained by free modules Cr(P) in both cases.

Remark 6.9.2. Example 6.5.1 shows that generators can be obtained in degree

F (r+ 1) for the complete central case and degree F∂(r+ 1) in the non-complete

central case, so these are the lowest possible regularity bounds that we can

conjecture.

Remark 6.9.3. If Cr(P) is free, then reg (Cr(P)) ≤ F (r+1) by Corollary 6.6.3.

Example 6.8.3, coupled with Theorem 6.7.2, shows that Conjecture 6.9.1 is

true in the complete, central, three dimensional, simplicial case. If P ⊂ R3 is

complete, central, and non-simplicial, then Conjecture 6.9.1 should be provable

using the methods of § 6.7. The difficulty is in analyzing the ideal K(τ) from

Lemma 6.7.4.

Remark 6.9.4. Conjecture 6.9.1 part (2) is a natural generalization of a con-

jecture of Schenck [51], that reg (Cr(∆̂)) ≤ 2(r + 1) for ∆ ⊂ R2. This is a
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highly nontrivial conjecture in the simplicial case; it implies, for instance, that

℘(C1(∆̂)) ≤ 2. To date, it is unknown whether HP (C1(∆̂), 3) = dimC1
3 (∆̂).

The difficulty of this problem is in large part due to the fact that non-local geom-

etry plays an increasingly important role in low degree [1, 4]. Since our methods

hinge on using the algebras LSα,k(P), which are locally supported approxima-

tions to Cα(P), our approach will not be effective in proving Conjecture 6.9.1

part (2).

Remark 6.9.5. In the non-simplicial case, Conjecture 6.9.1 part (2) appears to

run contrary to the spirit of the regularity bounds we have proved in this chap-

ter, since no account is taken of interior facets of P, which may have many

codimension one faces. It is nevertheless consistent with Example 6.5.1, where

the minimal generator of high degree is supported on a boundary facet, and Ex-

ample 6.8.2, where an interior facet with many codimension one faces appears

to have no contribution to reg (Cr(P̂)). An example of a polytopal complex P
with a minimal generator of high degree (relative to the number of codimen-

sion one faces of boundary facets), supported on interior facets, would be quite

interesting.

100



Chapter 7

Associated Primes of the
Spline Complex

In this chapter we analyze the associated primes of homology modules of the

chain complex R/J introduced by Schenck-Stillman [50]. Working in the con-

text of fans Σ ⊂ Rn+1, we use the notation R/J [Σ,Σ′] for the spline complex,

where Σ′ ⊂ Σ is a subfan. We introduced this notation in § 3.3; it is well-

suited to describing the spline complexes that arise from imposing vanishing

along codimension one faces of the boundary in such a way that topological

contributions are made explicit. Using the notion of a lattice fan, introduced

in Chapter 5, we describe localizations of the spline complex R/J [Σ,Σ′]. We

then prove Theorem 7.2.4, which identifies the associated primes of the homol-

ogy modules of the spline complex as linear primes arising from the hyperplane

arrangement of affine spans of codimension one faces, and Theorem 7.2.6, which

identifies more precisely the associated primes of minimal possible codimension

(this is a slight extension of [48, Theorem 2.6]).

We give two applications of these theorems to computations of dimension of

the space dimCα(Σ). In Section 7.5, we derive the third coefficient of the Hilbert

polynomial of the graded algebra Cα(Σ) of mixed splines on the polyhedral

fan Σ ⊂ Rn+1, where vanishing may be imposed along arbitrary codimension

one faces of the boundary of Σ (Corollary 7.5.3). This result draws on two

papers of Schenck, together with Geramita and McDonald, where the third

coefficient is computed in the cases of simplicial mixed smoothness and polytopal

uniform smoothness, respectively [28, 38, 48]; however no boundary conditions

are imposed in either of these papers. The computation in Section 7.5 clarifies

certain topological contributions to the third coefficient.

In Section 7.6, we describe the fourth coefficient of the Hilbert polynomial

of the graded algebra Cα(∆̂), where ∆ ⊂ R3 is a simplicial complex (Proposi-

tion 7.6.1). We use this to recover a result (for d � 0) of Alfeld, Schumaker

and Whiteley on the dimension of C1
d(∆̂) for generic ∆ ⊂ R3 [7]. In Exam-

ple 7.6.5 we illustrate how Proposition 7.6.1 may be used to compute the fourth

coefficient in non-generic cases.
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7.1 Lattice Fans

In chapter 5 we discussed lattice complexes PW ⊂ P in the context of describing

localization of Cr(P). In this section we describe how this construction carries

over to the context of a pair (Σ,Σ′), where Σ ⊂ Rn+1 is a fan and Σ′ ⊂ Σ a

subfan. In the end this will yield information about localizations of the entire

complex R/J [Σ,Σ′].

Definition 7.1.1. Let Σ ⊂ Rn+1 be an (n + 1)-dimensional fan and Σ′ ⊂ Σ a

subfan.

1. A(Σ,Σ′) denotes the hyperplane arrangement
⋃

τ∈Σn\Σ′n
aff(τ).

2. LΣ,Σ′ denotes the intersection lattice L(A(Σ,Σ′)) of A(Σ,Σ′), ordered

with respect to reverse inclusion.

3. The support of a face γ ∈ Σ, denoted supp(γ), is the collection of flats

W ∈ LΣ,Σ′ so that W ⊆ aff(γ).

Definition 7.1.2. Let Σ be an (n + 1)-dimensional fan, Σ′ ⊂ Σ a subfan,

W ∈ LΣ,Σ′ , and σ ∈ Σn+1.

Define ΣcW to be the subfan of Σ consisting of all faces whose affine span

does not contain W (equivalently whose support does not contain W ).

Define ΣW,σ ⊂ Σ to be the subfan with faces γ ⊂ σ′ ∈ Σn+1 so that there

is a chain σ = σ0, σ1, . . . , σk = σ′ with σi−1 ∩ σi = τi ∈ Σn and W ⊂ aff(τi) for

i = 1, . . . , k. We call ΣW,σ a lattice fan.

Define an equivalence relation ∼W on Σn+1 by σ ∼W σ′ if σ′ ∈ ΣW,σ.

Definition 7.1.3. We will use the following notation

• [σ]W : equivalence class of σ under ∼W

• ΥW : a set of distinct representatives σ ∈ Σn+1 of the equivalence classes

[σ]W

• ΣW =
⊔
σ∈ΥW

ΣW,σ

• Σ′W,σ = (ΣcW ∪ Σ′) ∩ ΣW,σ

• Σ−1
W,σ = (ΣcW ∪ Σ−1) ∩ ΣW,σ

• (Σ≥0
W,σ)i = i-faces of ΣW,σ not contained in Σ−1

W,σ

• (ΣW ,Σ
′
W ) = tσ∈ΥW (ΣW,σ,Σ

′
W,σ)

• J [ΣW ,Σ
′
W ] =

⊕
σ∈ΥW

J [ΣW,σ,Σ
′
W,σ]

• R[ΣW ,Σ
′
W ] =

⊕
σ∈ΥW

R[ΣW,σ,Σ
′
W,σ]

• R/J [ΣW ,Σ
′
W ] =

⊕
σ∈ΥW

R/J [ΣW,σ,Σ
′
W,σ]
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(a) W = aff(v̂) (b) ΣW,σ1 (c) ΣW,σ2

Figure 7.1

Remark 7.1.4. If σ has no codimension one face whose affine span contains W ,

then [σ]W consists only of σ.

Remark 7.1.5. ΣW,σ is the component of the lattice complex ΣW containing the

face σ.

Remark 7.1.6. The equivalence relation ∼W is similar to one used by Yuzvin-

sky in [63] but is different in some subtle ways. See Remark 7.3.5 following

Example 7.3.4.

Remark 7.1.7. If W ⊂ aff(γ), where γ ∈ Σ is a face of Σ, then st(γ) ⊂ ΣW,σ for

any facet σ with γ ∈ σ.

Example 7.1.8. Let Q be the polytopal complex from Example 3.2.7 and set

Σ = Q̂. Let W = aff(v), where v is an internal ray of Σ. Let σ1 be any facet

containing v and σ2 any facet not containing v. Then W , ΣW,σ1
, and ΣW,σ2

are shown in Figure 7.1. Notice that ΣW consists of two nontrivial components.

Also let V be the affine span of the internal codimension one face of ΣW,σ2
.

Then W ⊂ V (V < W in LΣ,Σ−1) and ΣW,σ2
= ΣV,σ2

. Occasionally we will

want to replace W by the minimal flat V satisfying ΣV,σ2
= ΣW,σ2

.

In the simplicial case ΣW,σ is always the star of a face.

Lemma 7.1.9. Let Σ ⊂ Rn+1 be a simplicial fan, Σ′ ⊂ Σ a subfan. Then

ΣW,σ = stΣ(γ) for some face γ with W ⊂ aff(γ).

Proof. This is the content of [20, Lemma 2.7].

With these notations in place the following lemma is almost immediate.

Lemma 7.1.10. Let Σ ⊂ Rn+1 be an (n+1)-dimensional fan, Σ′ ⊂ Σ a subfan,

and P ∈ spec(S). Set W = maxV ∈LΣ,Σ′{I(V )|I(V ) ⊂ P}. Then

R/J [Σ,Σ′]P = R/J [Σ,ΣcW ∪ Σ′]P

= R/J [ΣW ,Σ
′
W ]P ,

Proof. Each module in the chain complex R/J [Σ,Σ′] is a direct sum of modules

of the form S/J(τ) for τ ∈ Σ \ Σ′. Under localization, all of these go to zero

unless J(τ) ⊂ P , in other words, J(τ) ⊂ I(W ), hence W ⊂ aff(τ) and τ 6∈ Σ′.
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This proves the first equality. The second equality simply rewrites the complex

R/J [Σ,ΣcW ∪ Σ′] as a direct sum across connected components of ΣW , using

the observation that Σ \ (ΣcW ∪ Σ′) = tσ∈ΥW ΣW,σ \ Σ′W,σ.

We do an extended computation to show how the complexes ΣW,σ and

their topology can be used to compute certain localizations of the complex

R/J [Σ,Σ−1]. This is a rather long process to compute a localization which is

fairly quick to do by hand, however it illustrates the general procedure.

Example 7.1.11. Let Q be the complex from 3.2.7 and Σ = Q̂. We show in

Figure 7.2a the affine spans of 4 interior codimension one faces which intersect

along the z-axis, which we denote by W . In Figure 7.2b we show the cell

complex P(ΣW,σ) (up to homeomorphism), where σ is any of the four facets

with a codimension one face γ with W ∈ supp(γ). Note that the central facet

is removed. In this case ΣW = ΣW,σ.

(a) W (b) P(ΣW,σ)

Figure 7.2

Since the only codimension one facets whose affine spans contain W are

interior, Σ−1
W,σ = ∂ΣW,σ regardless of what smoothness parameters we assign.

The complex R[ΣW,σ,Σ
−1
W,σ] = R[ΣW,σ, ∂ΣW,σ] is concentrated in homolog-

ical degrees 3 and 2 and has the form

S4 → S4 → 0→ 0.

H∗(R[ΣW,σ, ∂ΣW,σ]) computes the homology of P(ΣW,σ) relative to ∂P(ΣW,σ),

so

Hi(R[ΣW,σ, ∂ΣW,σ]) = Hi−1(lk(ΣW,σ), ∂lk(ΣW,σ))

for i ≥ 2 by Proposition 3.3.17.

From Figure 7.3, which displays ΣW,σ) and its boundary (up to homeo-

morphism) we see that the homology on the left-hand side is the same as the

homology of a 2-sphere with 2 points identified. Thus H3(R[ΣW,σ, ∂ΣW,σ) =

H2(R[ΣW,σ, ∂ΣW,σ) = S while the lower two homologies vanish.

Now, via the tail end of the long exact sequence

0→ J [ΣW,σ, ∂ΣW,σ]→ R[ΣW,σ, ∂ΣW,σ]→ R/J [ΣW,σ, ∂ΣW,σ]→ 0,
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Figure 7.3: lk(ΣW,σ)

we obtain that

H2(R/J [ΣW , σ]) = S/(

4∑
i=1

J(τi)),

where τ1, . . . , τ4 are the four interior codimension one facets of ΣW,σ. By Lemma

7.1.10, we have shown that

H2(R/J [Σ,Σ−1])I(W ) = (S/(

4∑
i=1

J(τi)))I(W ).

In fact we could replace I(W ) by any prime P containing I(W ), as long is there

is no other flat V ∈ LΣ,Σ−1 , with I(W ) ( I(V ), so that I(V ) ⊂ P .

From Lemma 7.1.10 and Example 7.1.11 we see that it is useful to understand

the homology of the complexes R[ΣW,σ,Σ
′
W,σ]. To this end we introduce a

variant of a graph used by Schenck [48, Definition 2.5], which also builds on

dual graphs of Rose [45, 46]. This graph simplifies the computation of the

homology of ΣW,σ in homological degree dim(W ) + 1. In order to construct this

graph we need the following easy lemma.

Lemma 7.1.12. Suppose ψ ⊂ Rn+1 is a convex polyhedral cone of dimension

d + 2 and W ⊂ aff(ψ), where W is a linear subspace of dimension d. Then ψ

has at most 2 faces γ1, γ2 ∈ Σd+1 so that W ⊂ aff(γ1) and W ⊂ aff(γ2).

Proof. This follows from the fact that the intersection of the affine hulls of

three distinct codimension one faces of a convex cone ψ cannot intersect in a

codimension 2 linear space. This would require the supporting hyperplane of

one of the faces to be ‘between’ the other two, hence this hyperplane would

meet the interior of ψ, which is a contradiction.

Definition 7.1.13. Suppose Σ ⊂ Rn+1 is a pure,hereditary, (n+1)-dimensional

fan, Σ′ ⊂ ∂Σ is a subfan, and W ⊂ Rn+1 is a d-dimensional subspace so that

W ⊂
⋂

τ∈Σn\Σ′n
aff(τ).

GW (Σ,Σ′) is the graph with one vertex for every face in Σd+1 \ Σ′d+1. Also

GW (Σ,Σ′) has one distinguished vertex vb iff there is at least one face ψ ∈
Σd+2 \Σ′d+2 having only one face γ so that γ ∈ Σd+1 \Σ′d+1. Two vertices v, w
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corresponding to γv, γw ∈ Σd+1 \ Σ′d+1 are connected in GW (Σ,Σ′) iff there is

a ψ ∈ Σd+2 \ Σ′d+2 so that γv, γw are the faces of ψ whose affine spans contain

W . Connect the vertex v to the vertex vb if the corresponding face γv ∈ Σd+1

is contained in a face ψ ∈ Σd+2 so that γv is the only (d+ 1)-face of ψ so that

γv ∈ Σd+1 \ Σ′d+1.

Proposition 7.1.14. Let Σ ⊂ Rn+1 be a pure, hereditary, (n+ 1)-dimensional

fan and Σ′ ⊂ ∂Σ a subfan. Suppose that W ⊂ Rn+1 is a d-dimensional subspace

so that W ⊂
⋂

τ∈Σn\Σ′n
aff(τ). Then

1. If Σd \ Σ′d = ∅, then Hd(R[Σ,Σ′]) = 0 and

Hd+1(R[Σ,Σ′]) =

{
0 vb ∈ GW (Σ,Σ′)

S otherwise

2. If Σd \ Σ′d 6= ∅, then Hd+1(R[Σ,Σ′]) = Hd(R[Σ,Σ′]) = 0.

Proof. The main point of this proof is that the top cellular boundary map

φW :
⊕

e∈GW (Σ,Σ′)

S →
⊕

v 6=vb∈GW (Σ,Σ′)

S

of GW (Σ,Σ′) (relative to vb, if vb is present) is really the same (by definition!)

as the cellular map

δd+2 : R[Σ,Σ′]d+2 → R[Σ,Σ′]d+1.

(1) Since R[Σ,Σ′]d = 0, Hd(R[Σ,Σ′]) = 0 and Hd+1(R[Σ,Σ′]) = coker(φW ) =

H0(GW (Σ,Σ′), vb;S), where vb is understood to be the emptyset if GW (Σ,Σ′)

has no vertex vb. Since GW (Σ,Σ′) is connected, this proves (1).

(2) Let γ ∈ Σd \ Σ′d 6= ∅. We claim that Σ = stΣ(γ). Suppose there is a

facet σ′ 6∈ stΣ(γ). Since Σ is hereditary, we may assume that σ′ is adjacent to

a σ ∈ stΣ(γ). Set τ = σ ∩ σ′ and H = aff(τ). τ 6∈ Σ′ since τ is interior, hence

W ⊂ H and γ ⊂ W ∩ σ ⊂ H ∩ σ. This is a contradiction since H ∩ σ = τ and

we assumed γ 6∈ σ′. Hence Σ = stΣ(γ), and γ is the unique face in Σd \ Σ′d. It

follows that Hd(R[Σ,Σ′]) = 0 since the map

δd : R[Σ,Σ′]d+1 = ⊕γ∈Σd+1\Σ′d+1
S → S = R[Σ,Σ′]d

is surjective. Furthermore, in this case vb is not present in GW (Σ,Σ′), so

coker(φW ) = S = coker(δd+2) and Hd+2(R[Σ,Σ′]) = 0 as well.

Example 7.1.15. Let Σ, W , and ΣW,σ all be as in Example 7.1.11. The graph

GW (ΣW,σ, ∂ΣW,σ) has four vertices corresponding to the four interior codimen-

sion one faces and four edges which connect these vertices into a cycle. There

is no vertex vb since all four facets having a codimension one face whose affine
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span contains W have precisely 2 such faces. Hence H2(R[ΣW,σ, ∂ΣW,σ]) = S

by Proposition 7.1.14, as we computed in Example 7.1.11.

Example 7.1.16. Let Σ be as in Example 7.1.11. Let V ∈ LΣ,Σ−1 be the x-axis,

which we obtain as the intersection of the four affine spans shown in Figure 7.4a.

The corresponding lattice complex ΣV,σ, where σ is any of the three facets

having a codimension one face γ so that V ∈ supp(γ), is shown in Figure 7.4b.

The graph GV (ΣV,σ,Σ
−1
V,σ) can have three or four vertices depending on whether

we impose vanishing along none, one, or both of the codimension one faces of

∂Σ∩ΣV,σ. GV (ΣV,σ,Σ
−1
V,σ) has vb as a vertex unless Σ−1 contains neither of these

codimension one faces, hence this is the only case which leads to a nontrivial

contribution to H2(R/[Σ,Σ−1]). For such a choice of Σ−1, Proposition 7.1.14

yields that H2(R[Σ,Σ−1]) = S. The same arguments as in Example 7.1.11 yield

that

H2(R/J [Σ,Σ−1])I(V ) = (S/

4∑
i=1

J(τi))I(V ),

where τ1, . . . , τ4 are the four codimension one faces of ΣV,σ whose affine spans

contain V .

(a) V (b) P(ΣV,σ)

Figure 7.4

7.2 Associated Primes of the Spline Complex

The primary objective of this section is to describe associated primes of the

homology modules Hi(R/J [Σ,Σ′]).

Lemma 7.2.1. Let Σ ⊂ Rn+1 be a pure, hereditary, (n + 1)-dimensional fan,

α a choice of smoothness parameters, Σ′ ⊂ Σ a subfan, and W ⊂ Rn+1 a linear

subspace so that W ⊂ ∩τ∈Σn\Σ′naff(τ). Then

P ∈ AssS(Hi(R/J [Σ,Σ′])) =⇒ P ⊆ I(W )

Proof. Let d = dimW . Let V be a complementary vector space, so V ∩W = 0

and dimV = n + 1 − d, and let π : Rn+1 → V be the projection onto V with

kernel W . Then we can view the coordinate ring R[V ] of V in two ways. Via

the inclusion i : V → Rn+1 we represent R[V ] as the quotient S
i∗−→ S/I(V ).
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Via the projection π : Rn+1 → V with kernel W , we represent R[V ]
π∗−→ S as an

inclusion, where R[V ] is generated as a subalgebra of S by a choice of n+ 1− d
linear forms which vanish on W . Here we will regard R[V ] as a subalgebra of

S via π∗. We first prove that there is a complex C of R[V ]-modules so that

R/J [Σ,Σ′] ∼= C ⊗R[V ] S as complexes.

Denote J(γ)∩R[V ] by J(π(γ)): π(γ) is a cone in V and smoothness param-

eters can be assigned naturally to its faces so that this makes notational sense.

The ideals J(γ) for γ ∈ Σ\Σ′ are generated by powers of linear forms contained

in the subalgebra R[V ], since every face γ ∈ Σ \ Σ′ has W ⊂ aff(γ). It follows

that J(π(γ))⊗R[V ] S = J(γ). We hence have

S

J(γ)
∼=

R[V ]

J(π(γ))
⊗R[V ] S.

This tensor decomposition respects the differential of the complex R/J [Σ,Σ′],

so the desired complex C of R[W ]-modules is obtained by setting

Ci =
⊕

dim γ=i

R[V ]

J(π(γ))

with cellular differential.

Now that we have found such a C, we have Hi(R/J [Σ,Σ′]) = Hi(C⊗R[V ]S).

Since S is a flat R[V ]-algebra, ⊗R[V ]S is exact and hence

Hi(C ⊗R[V ] S) ∼= Hi(C)⊗R[V ] S.

Every associated prime of Hi(C) is contained in the homogeneous maximal ideal

I(π(W )) = I(W ) ∩ R[V ] of R[V ]. Now the result follows from 2.2.2 part (3),

since associated primes of Hi(C) ⊗R[V ] S are obtained by extending associated

primes of Hi(C).

Remark 7.2.2. There is a natural way to interpret C geometrically. From the

proof of Lemma 7.2.1, we see that

Ci =
⊕

dim γ=i

R[V ]

J(π(γ))
,

where π is the projection (with kernel W ) of Rn+1 onto a complementary sub-

space V . Hence C ‘should’ be R/J [π(Σ), π(Σ) \ π(Σ \ Σ′)]. The reason for the

choice of π(Σ)\π(Σ\Σ′) is that it is possible for π(τ) = π(ψ), where ψ ∈ Σ\Σ′

and τ ∈ Σ′. In order for this to make sense in the framework we have presented,

π(Σ) and π(Σ) \ π(Σ \ Σ′) both need to have the structure of fans. A priori all

we know about π(Σ) is that it is a union of cones (the projections of the faces

of Σ), and it may be that there is no meaningful way to give this union the

structure of a fan. We describe a special case where it is possible to give π(Σ)

and π(Σ) \ π(Σ \ Σ′) a meaningful structure, which we will use in § 7.6.
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v=H1,1L

(a) P (b) Σ

H0,0L

(c) Pv

Figure 7.5: A 2-dimensional star, its cone and projection

Suppose P ⊂ Rn is the star of a vertex v ∈ P0 and Σ = P̂ ⊂ Rn+1. Let

Pv be the fan with faces cone(γ − v) for every γ ∈ P with v ∈ γ. This puts

faces of Pv in a clear dimension preserving bijection with faces of P containing

v. For each τ ∈ Pn−1 with v ∈ τ , assign the smoothness parameter α(τ) to the

codimension one face cone(τ − v) of Pv. See Figure 7.5 for this setup.

Lemma 7.2.3. Let P,Σ,Pv be as defined above. Set W = aff(v̂) ⊂ Rn+1, let

V ∼= Rn be the complementary subspace defined by the vanishing of x0, and

denote by π : Rn+1 → V the projection with kernel W . Also let R = R[V ] =

R[x1, . . . , xn] and S = R[x0, . . . , xn]. Then

1. π(Σ) = |Pv|

2. π(Σ) \ π(Σ \ Σ−1) = P−1
v

3. R/J [Σ,Σ−1] ∼= R/J [Pv,P−1
v ](−1)⊗R S,

where the −1 in parentheses records a homological shift in dimension. In par-

ticular, if Σ−1 = ∂Σ, then R/J [Σ, ∂Σ] ∼= R/J [Pv, ∂Pv](−1)⊗R S.

Proof. To show that π(Σ) = |Pv|, let us first show that if γ ⊂ P is a face of

P containing v, then π(γ̂) = cone(γ − v). Let γ = conv(v, v + q1, . . . , v + qk)

with coordinates v = (v1, . . . , vn) and qi = (q1
i , . . . , q

n
i ) for i = 1, . . . , k. Set

q′i = (0, q1
i , . . . , q

n
i ) ∈ V and v′ = (1, v1, . . . , vn). We have W = aff(v̂) =

aff(v′), σ̂ = cone(v′, v′ + q′1, . . . , v
′ + q′k). Then π(v′ + q′i) = q′i and π(γ̂) =

cone(0, q′1, . . . , q
′
k) = cone(γ − v). Now, suppose that γ ∈ P does not contain

v. By definition of the star of a vertex, γ ⊂ ψ, where ψ ∈ P contains v. Since

γ̂ ⊂ ψ̂, π(γ̂) ⊂ π(ψ̂) ⊂ |Pv|.
To show that π(Σ) \ π(Σ \ Σ−1) = P−1

v , we claim that

π(Σ) \ π(Σ \ Σ−1) =
⋃

γ∈Σ−1,v̂⊂γ

π(γ).

To prove this, suppose x ∈ π(Σ) \ π(Σ \ Σ−1). First we show that x ∈ π(γ) for

some γ ∈ Σ−1 such that v̂ ⊆ γ. Suppose not, and let x′ ∈ γ so that π(x′) = x.

Then x′+w /∈ γ for some positive multiple w of v′. But x′+w ∈ σ for any facet

σ containing x′, since Σ = st(v̂). Hence it follows that x′ + w ∈ Σ \ Σ−1. Since
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π(x′ + w) = π(x′) = x, this is a contradiction. So x ∈ π(γ) for some γ ∈ Σ−1

such that v̂ ⊆ γ. We now claim that π(γ)∩π(Σ\Σ−1) = ∅. To see this suppose

that y ∈ γ and π(y) = π(y′) for some y′ /∈ Σ−1. Then y′ = y + w for some

w ∈ aff(v′) = W . Since only nonnegative muliplies of v′ intersect nontrivially

with Σ, we have either that y′ = y + w for some w ∈ v̂ or y = y′ + w for some

w ∈ v̂. But v̂ ⊂ γ, so we see that in either case, y′ ∈ γ. This contradicts the

choice of y′, since we assumed γ ∈ Σ−1.

We have

R/J [Σ,Σ−1]i+1 =
⊕

γ∈Σ
≥0
i+1

S

J(γ)

=
⊕

γ∈π(Σ
≥0
i+1)

R

J(π(γ))
⊗R S

= R/J [Pv,P−1
v ]i ⊗R S.

The differential is in degree 0 and so commutes with tensoring, hence

R/J [Σ,Σ−1] ∼= R/J [Pv,P−1
v ](−1)⊗R S.

Finally, we must show that ∂π(Σ) = π(Σ) \ π(Σ \ ∂Σ). Since interior faces of

π(Σ) are projections of interior faces of Σ, this is clear.

The following theorem generalizes [47, Lemma 3.1] and [48, Lemma 2.4],

precisely describing the form which associated primes of R/J [Σ,Σ−1] must

take.

Theorem 7.2.4. Let Σ ⊂ Rn+1 be a pure, hereditary, (n+ 1)-dimensional fan

with smoothness parameters α. For 1 ≤ i ≤ n we have

1. AssS(Hi(R/J [Σ,Σ−1])) ⊂ {I(W )|W ∈ LΣ,Σ−1 ,dim(W ) ≤ i− 1}

2. If Hi(R[ΣW,σ,Σ
−1
W,σ]) = 0 for every W ∈ LΣ,Σ−1 with dimW = i−1, then

AssS(Hi(R/J [Σ,Σ−1])) ⊂ {I(W )|W ∈ LΣ,Σ−1 ,dim(W ) ≤ i− 2}

3. If Σ is simplicial, then

AssS(Hi(R/J [Σ,Σ−1])) ⊂ {I(γ)|γ ∈ Σ, aff(γ) ∈ LΣ,Σ−1 ,dim(γ) ≤ i− 2}

Proof. Assume Hi(R/J [Σ,Σ−1]) 6= 0, so AssS(Hi(R/J [Σ,Σ−1])) 6= ∅. Let

P ∈ AssS(Hi(R/J [Σ,Σ−1])) and set W = maxV ∈LΣ,Σ−1 {I(V )|I(V ) ⊂ P}. If

W = Rn+1, so that I(W ) = 0, then Hi(R/J [Σ,Σ−1])P = 0 for 1 ≤ i ≤ n.

So if P ∈ AssS(Hi(R/J [Σ,Σ−1])), it must contain at least one ideal of the

form I(aff(τ)), τ ∈ Σ≥0
n , and W must be a proper subspace of Rn+1. Then
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P ∈ AssS(Hi(R/J [Σ,Σ−1]))

⇐⇒ PSP ∈ AssSP (Hi(R/J [Σ,Σ−1])P )

⇐⇒ PSP ∈ AssSP (Hi(R/J [ΣW,σ,Σ
−1
W,σ])P ) for some σ ∈ Σn+1

⇐⇒ P ∈ AssS(Hi(R/J [ΣW,σ,Σ
−1
W,σ])) for some σ ∈ Σn+1.

The first and last equivalences follow from Proposition 2.2.2 part (1). The

second equivalence follows from Lemma 7.1.10 and Lemma 2.2.2 part (2).

Now pick σ so that P ∈ AssS(Hi(R/J [ΣW,σ,Σ
−1
W,σ])). It is clear that

W ⊂
⋂

τ∈(Σ
≥0
W,σ)n

aff(τ). Hence by Lemma 7.2.1, P ⊆ I(W ). But I(W ) ⊆ P

by construction, so P = I(W ).

By Proposition 7.1.14, Hk(R[ΣW,σ,Σ
−1
W,σ]) = 0 for k ≤ dim(W ). By the long

exact sequence in homology corresponding to the short exact sequence

0→ J [ΣW,σ,Σ
−1
W,σ]→ R[ΣW,σ,Σ

−1
W,σ]→ R/J [ΣW,σ,Σ

−1
W,σ]→ 0,

we obtain that Hdim(W )(R/J [ΣW,σ,Σ
−1
W,σ]) = 0 as well. Hence i ≥ dim(W ) + 1

if I(W ) ∈ Ass(Hi(R/J [Σ,Σ−1])), which gives the condition on dimension. This

concludes the proof of (1).

If in addition Hdim(W )+1(R[ΣW,σ),Σ−1
W,σ]) = 0, then the long exact sequence

in homology yields

Hdim(W )+1(R/J [ΣW,σ,Σ
−1
W,σ]) ∼= Hdim(W )(J [ΣW,σ,Σ

−1
W,σ]).

If
(

Σ≥0
W,σ

)
dimW

= ∅ then J [ΣW,σ,Σ
−1
W,σ]dim(W ) = 0 automatically. If(

Σ≥0
W,σ

)
dimW

6= ∅ then we saw in the proof of Proposition 7.1.14 that ΣW,σ must

be the star of a face γ with aff(γ) = W . In this case Hdim(W )(J [ΣW,σ,Σ
−1
W,σ])

is the cokernel of the map ⊕
ψ∈(Σ

≥0
W,σ)

dim(W )+1

J(ψ)→ J(γ).

Since γ is an interior face, the sum on the left hand side runs over all ideals of

faces ψ ∈ (ΣW,σ)dim(W )+1 so that γ ∈ ψ. By definition,

∑
γ∈ψ

ψ∈(Σ
≥0
W,σ)

dim(W )+1

J(ψ) =
∑
γ∈τ

τ∈(Σ
≥0
W,σ)

n

J(τ) = J(γ),

so the map above is surjective and Hdim(W )(J [ΣW,σ,Σ
−1
W,σ]) = 0, hence

Hdim(W )+1(R/J [ΣW,σ,Σ
−1
W,σ]) = 0 as well. This completes the proof of (2).

Now suppose Σ is simplicial. Then ΣW,σ = stΣ(γ) for some γ with W ⊂
aff(γ), by Proposition 7.1.9. Replacing W with aff(γ) if necessary, we may

assume that W = aff(γ), hence P = I(W ) = I(γ). We also have that
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Hdim(γ)+1(R[ΣW,σ,Σ
−1
W,σ]) = 0 by part (2) of Proposition 7.1.14. As in the proof

of (2), this yields

Hdim(W )+1(R/J [ΣW,σ,Σ
−1
W,σ]) = 0,

so the condition on dimension follows. This concludes the proof of (3).

Remark 7.2.5. Originally Billera defined the complexR/J ′[Σ, ∂Σ] with uniform

smoothness r using the ideals J ′(γ) = I(γ)r+1 [9]. The proof of Theorem 7.2.4

shows precisely where using these ideals leads to associated primes of higher

dimension: namely, the map ⊕
ψ∈Σ

≥0
dim(W )

γ∈ψ

J ′(ψ)→ J ′(γ)

is not necessarily surjective, so while (1) would hold for this complex, (2) and (3)

would not. The price for using the ideals J ′(γ), which are simpler to understand,

is more complicated homology modules.

In Example 7.6.5 we will see how to couple Theorem 7.2.4 with Lemma 7.2.3

to obtain some interesting relationships between associated primes and the ex-

istence of ‘unexpected’ splines of certain degrees.

We can be even more precise about associated primes I(W ) of Hi(R/J [Σ])

with dim(W ) = i− 1. This is a slight generalization of [48, Theorem 2.6].

Theorem 7.2.6. Let Σ ⊂ Rn+1 be a pure, hereditary, (n+ 1)-dimensional fan

with smoothness parameters α. Let W ∈ LΣ,Σ−1 be a flat of dimension d − 1,

where 2 ≤ d ≤ n+ 1. Then I(W ) is associated to Hd(R/J [ΣW,σ,Σ
−1
W,σ]) iff one

of the following equivalent conditions hold.

1. Hd(R[ΣW,σ,Σ
−1
W,σ]) 6= 0

2. Hd(R[ΣW,σ,Σ
−1
W,σ]) = S

3. GW (ΣW,σ,Σ
−1
W,σ) has no vb vertex and ΣW,σ is not the star of a face.

Moreover, we have

Hd(R/J [ΣW ,Σ
−1
W ]) =

⊕
σ∈ΥW

Hd(R[ΣW,σ,Σ
−1
W,σ ]) 6=0

(
S∑

τ∈(Σ
≥0
W,σ)n

J(τ)

)
,

where ΥW runs across a set of representatives for the equivalence classes [σ]W .

Proof. The equivalence of the three conditions is a consequence of Proposi-

tion 7.1.14. Assuming any one of these, the long exact sequence coming from

0→ J [ΣW,σ,Σ
−1
W,σ]→ R[ΣW,σ,Σ

−1
W,σ]→ R/J [ΣW,σ,Σ

−1
W,σ]→ 0
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yields that

Hd(R/J [ΣW,σ,Σ
−1
W,σ]) =

S∑
τ∈(Σ

≥0
W,σ)n

J(τ)
.

Now the result follows from

Hd(R/J [ΣW ,Σ
−1
W ]) =

⊕
σ∈ΥW

Hd(R/J [ΣW,σ,Σ
−1
W,σ]).

Corollary 7.2.7. Let Σ ⊂ Rn+1 be a pure, hereditary, (n+ 1)-dimensional fan

with smoothness parameters α. Then for 2 ≤ i ≤ n, dimHi(R/J [Σ,Σ−1]) ≤
i − 1 with equality iff Hi(R[ΣW,σ,Σ

−1
W,σ]) 6= 0 for some i − 1 dimensional flat

W ∈ LΣ,Σ−1 and some σ ∈ Σn+1.

Proof. The statement dimHi(R/J [Σ,Σ−1]) ≤ i − 1 is a consequence of Theo-

rem 7.2.4 part (1). The backward implication for equality is Theorem 7.2.4 part

(2), while the forward implication is provided by Theorem 7.2.6.

7.3 Examples

From Corollary 7.2.7 we see that if dimHi(R/J [Σ,Σ−1]) = i − 1 then there

is some nontrivial topology of a lattice fan ΣW,σ relative to Σ−1
W,σ for a flat

W ∈ LΣ,Σ−1 with dimW = i − 1. This behavior is far from generic, but it

is not so difficult to construct examples manifesting such nontrivial topology.

In the following example we provide two fans which illustrate such nongeneric

behavior.

Example 7.3.1. The two polytopal complexes P1, P2 in Figure 7.6 (shown

without boundary faces to clarify the inner structure) are both formed by plac-

ing a polytope inside of a scaled version of itself and connecting vertices as

shown. In Figure 7.6a, we start with a tetrahedron which is the convex hull

of (0, 0, 8), (−4,−6,−3), (−4, 6,−3), (6, 0,−3), then scale it up by a factor of

4 and place the smaller one inside. In Figure 7.6b we do the same procedure

starting with the cube with vertices (±1,±1,±1). Let Σ1 = P̂1,Σ2 = P̂2. Take

S = R[w, x, y, z], where w is the cone variable. If we do not impose any vanish-

ing along the boundaries of P1,P2, computations in Macaulay2 [30] yield the

following information about associated primes. By dimension −1 we mean the

module vanishes.

The only information in Table 7.1 that we cannot deduce from Theorem 7.2.6

is the fact that H3(R/J [Σ1, ∂Σ1]) = 0. If we impose vanishing along all 6 codi-

mension one boundary faces of Σ2, then we obtain three additional codimension

two associated primes of H3(R/J [Σ2]).

The associated primes (x,w), (y, w), (z, w) correspond to intersections at in-

finity of the affine spans of the four codimension one faces parallel to the yz,
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(a) P1 (b) P2

Figure 7.6

Module Dimension Minimal Associated Primes
H3(R/J [Σ1, ∂Σ1]) -1 None
H2(R/J [Σ1, ∂Σ1]) 1 (x, y, z)
H3(R/J [Σ2, ∂Σ2]) 2 (x, y), (y, z), (x, z)
H2(R/J [Σ2, ∂Σ2]) 1 (x, y, z)

Table 7.1

Module Dimension Minimal Associated Primes
H3(R/J [Σ2]) 2 (x, y), (y, z), (x, z), (x,w), (y, w), (z, w)

xz, and xy planes, respectively. Imposing vanishing on only three of four par-

allel affine spans will result in losing the corresponding associated prime. This

is easily seen using the graph GW ((Σ2)W,σ, (Σ
−1
2 )W,σ), where W is the line at

infinity along which these affine spans intersect.

It is much more difficult to describe associated primes which do not arise

from mere topological considerations. The following example, which we will

continue in Section 7.6, is one such.

Example 7.3.2. Consider the fan Σ = ∆̂, where ∆ is the simplicial complex

formed by placing an inverted tetrahedron symmetrically within a larger tetra-

hedron and connecting vertices as in Figure 7.7. The chosen coordinates for the

inner tetrahedron in Figure 7.7 are (0, 0, 8), (−4,−6,−3), (−4, 6,−3), (6, 0,−3)

for the vertices labelled 0, 1, 2, 3, respectively. The vertices of the outer tetra-

hedron are obtained by multiplying the coordinates of the inner tetrahedron by

−5. In this simplicial complex there are 15 tetrahedra (listed by their vertices):

1234, 1678, 2578, 3568, 4567, 1278, 1368, 1467, 2358, 2457, 3456, 1238, 1346,

1247, 2345.

The important geometric consideration here is that the lines between vertices

0 and 4, 1 and 5, 2 and 6, 3 and 7 all intersect at the origin. This is the three

dimensional analogue of an example due to Morgan-Scott [41] considered by

Schenck [47, Example 5.3].

Let us consider the algebra C1(Σ) - recall this means that we assign smooth-
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Figure 7.7: Three dimensional Morgan-Scott analogue

ness parameters α(τ) = 1 to every interior codimension one face and im-

pose no vanishing conditions along the boundary, so Σ−1 = ∂Σ = ∂̂∆ and

C1(Σ) = H4(R/J [Σ, ∂Σ]). Schenck computes that H2(R/J [Σ, ∂Σ]) = 0, a

computation readily verified in Macaulay2 (in his paper the homological de-

gree is shifted down one from ours). He also finds that H3(R/J [Σ, ∂Σ]) has

associated primes in codimensions three and four. The associated prime of

codimension four is the homogeneous maximal ideal of S = R[x0, x1, x2, x3].

By Theorem 7.2.4 part (3), the associated primes of codimension three have the

form I(v), where v is a ray of Σ, corresponding to a vertex in ∆. Indeed, compu-

tations in Macaulay2 indicate that there are 8 associated primes of codimension

3 and these are precisely the homogeneous ideals of the vertices of ∆. We will

return to this example in Section 7.6 to understand how these associated primes

contribute to the fourth coefficient of the Hilbert polynomial of C1(Σ).

Remark 7.3.3. In general it is quite difficult to analyze H3(R/J [Σ,Σ−1]) for

a fan Σ ⊂ R4. We will see in Section 7.6 that if Σ is simplicial then we can

deduce the dimension of this module in large degrees if we are able to compute

H2(R/J [Σ,Σ−1]) for simplicial Σ ⊂ R3. This latter module, while simpler than

H3(R/J [Σ,Σ−1]), is still largely not understood.

The three dimensional analogue of the Morgan-Scott configuration in Ex-

ample 7.3.2 gives rise to interesting associated primes in the case of uniform

smoothness r = 1. One way to mimic a Morgan and Scott example with poly-

topal complexes is to start with a polytope P and fit it symmetrically within

the polar polytope Po, and connect up vertices belonging to dual faces.

Example 7.3.4. Let P be the pure 3-dimensional polytopal complex con-

structed by starting with an octahedron having vertices (±1, 0, 0), (0,±1, 0)

, (0, 0,±1). Fit this inside a cube with vertices (±2,±2,±2). Then let the

facets be the inner octahedron, the convex hull of each edge of the octahedron
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Figure 7.8: P

with its dual edge on the cube, and the convex hull of each vertex of the oc-

tahedron with its dual cube face, yielding f3(P) = 27. Labelling each facet by

its vertices, the 20 tetrahedra are: (1,3,9,13), (1,4,10,14), (2,4,7,11), (2,3,8,12),

(1,5,13,14), (4,5,11,14), (2,5,11,12),(3,5,12,13), (1,6,9,10), (4,6,7,10), (2,6,7,8),

(3,6,8,9), (1,4,5,14), (2,4,5,11), (2,3,5,12), (1,3,5,13), (1,4,6,10), (2,4,6,7),

(2,3,6,8), (1,3,6,9). There are also 6 pyramids with square bases: (1,9,10,13,14),

(2,7,8,11,12), (3,8,9,12,13), (4,7,10,11,14), (5, 11,12,13,14), (6,7,8,9,10)

Let Σ = P̂, and consider uniform smoothness with r = 1. Set S =

R[w, x, y, z], where w is the cone variable. Computations in Macaulay2 yield

the results of Table 7.2.

Module Dimension Minimal Associated Primes
H3(R/J [Σ, ∂Σ]) 1 Ideals of vertices, (x, y, w), (x, z, w), (y, z, w)
H2(R/J [Σ, ∂Σ]) -1 None

Table 7.2

Like the simplicial three dimensional analogue of the Morgan-Scott configu-

ration, the ideals of the vertices are not something we can see arising in a topo-

logical manner. However, the three additional ideals are of interest and are in

fact topological. Since they are all symmetric, consider the ideal (x, y, w). This

is the ideal of the point w ∈ LΣ,Σ−1 at which the z-axis meets the hyperplane

at infinity. The lattice fan Σw,σ for any facet σ ∈ Σ4 having a codimension one

face τ with w ∈ supp(τ), consists of 8 facets which surround the z-axis, namely

the cones over the facets with labels (1,9,10,13,14), (1,4,10,14), (4,7,10,11,14),

(2,4,7,11), (2,7,8,11,12), (2,3,8,12), (3,8,9,12,13), (1,3,9,13). Topologically, the

pair (Σw,σ, ∂Σw,σ) is the cone over a torus T2 and its boundary. Via excision

this yields H3(R[Σw,σ, ∂Σw,σ]) ∼= H2(T2, ∂T2;S) = S, hence via long exact se-

quences H3(R/J [Σw,σ, ∂Σw,σ]) ∼=
S∑

τ∈Σ0
w,σ

J(τ)
. This gives us the associated
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prime (x, y, w). The others follow analogously.

Remark 7.3.5. The facets of the lattice fan Σw,σ form an equivalence class [σ]w

which is not present in the equivalence relation defined by Yuzvinsky [63, § 2].

The reason for this is that the flat w ∈ LΣ,∂Σ cannot be obtained by intersecting

affine spans of codimension one faces of any single facet σ ∈ Σ.

7.4 Hilbert Polynomials

In this section we prove Proposition 7.4.1, which is the primary tool for translat-

ing our observations on associated primes into computations of Hilbert polyno-

mials. The following two sections address computations of the third and fourth

coefficients of the Hilbert polynomial of Cα(Σ). We begin by summarizing the

commutative algebra which we will need.

If M is any S = R[x0, . . . , xn]-module, a finite free resolution of M of length

r is an exact sequence of free S-modules

F• : 0→ Fr
φr−→ Fr−1

φr−1−−−→ · · · φ1−→ F0

such that coker φ1 = M . The Hilbert syzygy theorem guarantees that M has

a finite free resolution. The projective dimension of M , denoted pd(M), is the

minimum length of a finite free resolution. If M is a graded S-module with

pd(M) = δ then M has a minimal free resolution F• → M of length δ, unique

up to graded isomorphism. This resolution is characterized by the property that

the entries of any matrix representing the differentials φ. in F• are contained in

the homogeneous maximal ideal (x0, . . . , xn).

Recall that if M is a finitely generated nonnegatively graded S-module, we

may write M =
⊕

i≥0Mi, where each Mi is an R-vector space. The Hilbert

function of M in degree d is HF (M,d) = dimMd. For d � 0 this agrees

with a polynomial called the Hilbert polynomial of M , denoted HP (M,d). If

HP (M,d) = 0, then Md = 0 for d � 0. Such modules are said to have finite

length. If M is a module of finite length, then its socle degree is the largest

degree k so that Mk 6= 0.

The standard use of the complex R/J [Σ,Σ−1] is to compute the dimensions

of the vector spaces Cα(Σ) via an Euler characteristic computation, which we

can state in terms of Hilbert functions as

n+1∑
i=0

(−1)iHF (R/J [Σ,Σ−1]n+1−i, d) =

n+1∑
i=0

(−1)iHF (Hn+1−i(R/J [Σ,Σ−1]), d).

Set

χ(R/J [Σ,Σ−1], d) =
∑n+1
i=0 (−1)iHF (R/J [Σ,Σ−1]n+1−i, d)

=
n+1∑
i=0

(−1)i

 ∑
γ∈Σ

≥0
n+1−i

HF

(
S

J(γ)
, d

) .
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Recall from Lemma 3.3.15 that Hn+1(R/J [Σ,Σ−1]) = Cα(Σ). This yields

HF (Cα(Σ), d) = χ(R/J [Σ,Σ−1], d)

−
n+1∑
i=1

(−1)iHF (Hn+1−i(R/J [Σ,Σ−1]), d). (7.1)

Determining HF (Cα(Σ), d) from Equation 7.1 requires two tasks, both of

which are unsolved in general. The first task is to determine the dimensions of

the vector spaces

(
S

J(γ)

)
d

, which are quotients of the polynomial ring by an

ideal generated by powers of linear forms. This is itself a rich field of research

with connections to Waring’s problem and fat point ideals [13, 27]. In [56],

Shan exploits these connections (particularly an algorithm due to Geramita-

Harbourne-Migliore [26] for computing Hilbert functions of certain fat point

ideals) to obtain bounds on dimC2(Σ)d for Σ ⊂ R3.

The second task is to compute dimHi(R/J [Σ,Σ−1])d. There are few tools

for dealing with these homology modules. Mourrain and Villamizar give bounds

on the dimension of these homology modules when Σ = ∆̂, the cone over a

simplicial complex ∆, when ∆ ⊂ R2 and ∆ ⊂ R3 [42, 43]. Armed with these

bounds and the current knowledge of fat point ideals, they obtain bounds on

the dimension of the spline space Cr(∆̂)d using Equation (7.1).

A slightly different approach, taken primarily by Schenck with various co-

authors, is to compute the Hilbert polynomial of Cα(Σ) using Equation (7.1) [28,

38, 48]. This approach, which we also take, ignores information that ‘eventually

vanishes.’ Our first step is to pull out the leading term of the Hilbert polynomial

of the homology module Hi(R/J [Σ,Σ−1]). This should be seen as a general-

ization of [38, Theorem 3.10] and [48, Corollary 2.7]. An important difference

is that the aforementioned results only apply when dimHi(Σ,Σ
−1) = i − 1,

the maximal possible dimension. In particular, these formulas do not apply to

simplicial complexes, where dimHi(Σ,Σ
−1) < i− 1 by Theorem 7.2.4.

Recall that Hi(R/J [ΣW ,Σ
−1
W ]) =

⊕
σ∈ΥW

Hi(R/J [ΣW,σ,Σ
−1
W,σ]), where

ΥW is a set of representatives for the equivalence class of facets modulo the

equivalence relation ∼W of Definition 7.1.2.

Proposition 7.4.1. Let Σ ⊂ Rn+1 be a pure,hereditary, (n + 1)-dimensional

fan with smoothness parameters α and set k = dimHi(R/J [Σ,Σ−1]). Then

HP (Hi(R/J [Σ,Σ−1]), d) =
∑

W∈LΣ,Σ−1 ,

dim(W )=k

HP (Hi(R/J [ΣW ,Σ
−1
W ]), d) +O(dk−2).

If k = 1, O(dk−2) is understood to be 0.
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Proof. For any W ∈ LΣ,Σ−1 there is a map of complexes

R/J [Σ,Σ−1]
qW−−→ R/J [ΣW ,Σ

−1
W ],

The right hand side is the quotient of R/J [Σ,Σ−1] by the sub-chain complex

R/J [ΣcW ,Σ
c
W ∪ Σ−1], where ΣcW is the subfan of faces whose affine span does

not contain W . This descends to a map q̄W,i in homology,

Hi(R/J [Σ,Σ−1])
q̄W,i−−−→ Hi(R/J [ΣW ,Σ

−1
W ]).

Summing over all W ∈ LΣ,Σ−1 with dimW = k and setting q̄i =
∑
W q̄W,i we

obtain:

Hi(R/J [Σ,Σ−1])
q̄i−→
⊕
W

Hi(R/J [ΣW ,Σ
−1
W ]). (7.2)

If M is a graded S = R[x0, . . . , xn] module with dimM = k, then HP (M,d)

has degree k − 1. By the additivity of the Hilbert polynomial across exact

sequences, we will be done if we can show that the kernel and cokernel of q̄i

both have dimension ≤ k − 1. This in turn will follow if we show

(A) The target of q̄i in (7.2) has dimension k

(B) q̄i becomes an isomorphism under localization at primes of codimension

exactly n+ 1− k

We refer to the source of q̄i in (7.2) as LHS and the target of q̄i as RHS.

Suppose that P is an associated prime of RHS. Then by Proposition 2.2.2 part

(2), P is an associated prime of Hi(R/J [ΣW,σ,Σ
−1
W,σ]) for some W,σ, with

dimW = k.

Now set Γ = ΣW,σ and Γ−1 = Σ−1
W,σ. Then LΓ,Γ−1 is the sublattice of

LΣ,Σ−1 consisting of the flats

{V = aff(γ) ∈ LΣ,Σ−1 |W ∈ supp(γ), γ ∈ σ′ for some σ′ ∼W σ}.

Furthermore, for any V ∈ LΓ,Γ−1 and σ ∈ Γn+1, ΓV,σ = ΣV,σ. By Theo-

rem 7.2.4, P = I(V ) for some V ∈ LΓ,Γ−1 . Lemma 7.1.10 yields

(Hi(R/J [Γ, Γ−1]))I(V ) =
⊕

σ∈Υ′V

(Hi(R/J [ΓV,σ, Γ
−1
V,σ]))I(V )

=
⊕

σ∈Υ′V

(Hi(R/J [ΣV,σ,Σ
−1
V,σ]))I(V ),

where Υ′V runs across representatives of the equivalence classes [σ]V for σ ∈
Γn+1. The final direct sum above appears as a summand ofHi(R/J [Σ,Σ−1])I(V ),

according to Lemma 7.1.10. It follows from Proposition 2.2.2 parts (1) and (2)

that I(V ) is an associated prime of Hi(R/J [Σ,Σ−1]). Making use of the for-

mula

dimM = max{dimR/P |P ∈ Ass(M)},
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we find that k = dimHi(R/J [Σ,Σ−1]) ≥ dimV ≥ dimW = k =⇒ V =

W and P = I(W ). By dimension considerations, I(W ) must be a minimal

associated prime of Hi(R/J [Σ,Σ−1]).

Thus the associated primes of RHS are precisely the minimal associated

primes of LHS, and these are contained in the set of primes

{I(W )|W ∈ LΣ,Σ−1 ,dim(W ) = k}.

It follows immediately that dim RHS= k, proving (A). To prove (B) we need

only show that q̄i becomes an isomorphism under localization at primes of the

form I(V ), dimV = k. By Lemma 7.1.10,

Hi(R/J [Σ,Σ−1])I(V ) = Hi(R/J [ΣV ,Σ
−1
V ])I(V )

The summands of RHS in (2) have the formHi(R/J [ΣW ,Σ
−1
W ]), where dimW =

k. As we have seen, each of these summands either has dimension less than k

or has the unique minimal associated prime I(W ). It follows that a summand

of RHS vanishes under localization at I(V ) unless it is precisely the summand

Hi(R/J [ΣV ,Σ
−1
V ]). This completes the proof of (2).

7.5 Third Coefficient of Hilbert Polynomial

In this section we apply Proposition 7.4.1 and Theorem 7.2.4 to yield a formula

for the third coefficient of the Hilbert polynomial HP (Cα(Σ), d) for any as-

signment of smoothness parameters α. Our approach synthesizes computations

from two papers: Geramita and Schenck’s computation for planar simplicial

complexes with mixed smoothness in [28] and McDonald and Schenck’s com-

putation of the third coefficient of HP (Cr(P̂), d) for arbitrary polytopal com-

plexes and uniform smoothness in [38]. Our main contributions to this story are

twofold: we allow arbitrary vanishing conditions to be imposed along codimen-

sion one boundary faces, and we connect the third coefficient (in the polytopal

case) to the topology of the lattice fans ΣW,σ.

Looking back to Equation 7.1, we see that by dimension considerations there

are 4 terms that will contribute to the first three coefficients of HP (Cα(Σ)),

for Σ ⊂ Rn+1 a pure (n+ 1)-dimensional hereditary polyhedral fan. These are

recorded in Table 7.3.

The Hilbert polynomials of the first two entries on the table are simple

to derive. The first is well known and the second follows from the fact that

J(τ) = 〈lα(τ)+1
τ 〉 and the one-step resolution

S(−α(τ)− 1)→ S

for J(τ). The question marks in the table are resolved by understanding Hilbert

functions of ideals of powers of linear forms in two variables, which is the heart
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Dimension Module Hilbert Polynomial

n+ 1 Sfn+1(Σ) fn+1(Σ)
(
d+n
n

)
n

⊕
τ∈Σ

≥0
n

S

J(τ)

∑
τ∈Σ

≥0
n

(
d+n
n

)
−
(
d+n−α(τ)−1

n

)
n− 1

⊕
γ∈Σ

≥0
n−1

S

J(γ)
?

n− 1 Hn(R/J [Σ,Σ−1]) ?

Table 7.3

of the paper by Geramita and Schenck [28]. We summarize this result, which

is obtained using inverse systems to translate the problem into calculating di-

mensions of ideals of fat points in P1.

Theorem 7.5.1. [28, Theorem 2.7] Suppose α1, . . . , αµ are positive integers,

L1, . . . , Lµ ∈ S = R[x, y] are linear forms (not all multiples of the same linear

form) and let J be the (x, y)-primary ideal minimally generated by (Lα1
1 , . . . , L

αµ
µ ).

Let

Ω =

⌊∑µ
i=1 αi − µ
µ− 1

⌋
+ 1.

Then Ω− 1 is the socle degree of S/J and the graded minimal free resolution of

J has the form

0→ S(−Ω− 1)a ⊕ S(−Ω)t−1−a → ⊕µi=1S(−αi)→ J → 0,

where a =
∑µ
i=1 αi + (1− µ) · Ω.

Corollary 7.5.2. Suppose L1, . . . , Lµ ∈ S = R[x0, . . . , xn] are linear forms

which vanish on a common codimension 2 linear subspace W . Let α1, . . . , αµ and

Ω be as defined in Theorem 7.5.1, so that Lα1
1 , . . . , L

αµ
µ are minimal generators

for the ideal the generate. Then J has minimal free resolution

0→ S(−Ω− 1)a ⊕ S(−Ω)µ−1−a → ⊕ti=1S(−αi)→ J → 0,

where a =
∑µ
i=1 αi + (1− µ) · Ω.

Proof. Choose linear forms l1, . . . , ln−1 which do not vanish on W . These form

a regular sequence on S/J . Cutting down by these to the case of Theorem 7.5.1

yields the result. The exact statement we need is the following: let f ∈ S1

be a linear form which is a nonzerodivisor on S/J . Then F• → S/J is exact

if and only if F•/fF• → (S/J + (f)) is exact. This is an easy consequence

of the long exact sequence in homology induced by the short exact sequence

0→ S(−1)/J
·f−→ S/J → S/(J + (f))→ 0. Now induct.

121



Both question marks in Table 7.3 are resolved by applying Corollary 7.5.2.

We mainly need some notation to state the results.

Set α′(τ) = α(τ) + 1. For each W ∈ LΣ,Σ−1 , let µ(W,σ) be the num-

ber of minimal generators of the ideal 〈lα
′(τ)

τ |τ ∈
(

Σ≥0
W,σ

)
n
〉 and β(W,σ) =

(α′(τ1), . . . , α′(τµ(W,σ))) the exponent vector for a set of minimal generators.

Set

Ω(W,σ) =

⌊∑µ(W,σ)
i=1 α′(τi)− µ(W,σ)

µ(W,σ)− 1

⌋
+ 1.

Also let a(W,σ) =
∑
α′(τ)∈β(W,σ) α

′(τ) + (1− µ(W,σ)) ·Ω(W,σ) and b(W,σ) =

µ(W,σ)− 1− a(W,σ). If ΣW,σ = st(γ), then replace µ(W,σ), β(W,σ),Ω(W,σ),

a(W,σ), b(W,σ) by µ(γ), β(γ),Ω(γ), a(γ), b(γ), respectively. Now we can finish

off Table 7.3.

Corollary 7.5.3. Let Σ ⊂ Rn+1 be a pure (n+1)-dimensional fan with smooth-

ness parameters α. Using the notation above, Table 7.3 may be completed as in

Table 7.4.

Module Hilbert Polynomial

Sfn+1(Σ) fn+1(Σ)
(
d+n
n

)
⊕

τ∈Σ
≥0
n

S

J(τ)

∑
τ∈Σ

≥0
n

(
d+n
n

)
−
(
d+n−α(τ)−1

n

)

⊕
γ∈Σ

≥0
n−1

S

J(γ)

∑
γ∈Σ

≥0
n−1

((
d+n
n

)
−

∑
α′(τ)∈β(γ)

(
d+n−α′(τ)

n

)
+a(γ)

(
d+n−Ω(γ)−1

n

)
+ b(γ)

(
d+n−Ω(γ)

n

))

Hn(R/J [Σ,Σ−1])

∑
W∈LΣ,Σ−1

dimW=n−1

∑
σ∈ΥW

Hn−1(R[ΣW,σ,Σ
−1
W,σ ]) 6=0

((
d+n
n

)

−
∑

α′(τ)∈β(W,σ)

(
d+n−α′(τ)

n

)
+ a(W,σ)

(
d+n−Ω(W,σ)−1

n

)
+b(W,σ)

(
d+n−Ω(W,σ)

n

))
+O(dn−3)

Table 7.4

Proof. The third entry is a direct application of Corollary 7.5.2 to the quotients

S/J(γ). By Theorem 7.2.6 and Proposition 7.4.1,

HP (Hn−1(R/J ), d) =
∑

W∈LΣ,Σ−1 ,dimW=n−1,σ∈ΥW

Hn−1(R[ΣW,σ,Σ
−1
W,σ ]) 6=0

HP

(
S∑

τ∈(Σ
≥0
W,σ)n

J(τ)
, d

)

+O(dn−3),
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where R/J is short for R/J [Σ,Σ−1]. Recognizing
∑
τ∈(Σ

≥0
W,σ)n

J(τ) as the ideal

〈lα
′(τ)

τ |τ ∈
(

Σ≥0
W,σ

)
n
〉, we are done.

At this point we can extract the first three coefficients of HP (Cα(Σ), d) by

taking the appropriate alternating sums of the expressions in Corollary 7.5.3.

Instead of doing this in full generality, we restrict to the case where Σ ⊂ R3, in

which case we recover the full Hilbert polynomial. The second and third entries

in the table above give the constant term.

Corollary 7.5.4. Let Σ ⊂ R3 be a pure, hereditary, 3-dimensional fan with

smoothness parameters α. Then the Hilbert polynomial HP (Cα(Σ), d) is given

by

fn+1(Σ)

(
d+ 2

2

)
−

 ∑
τ∈Σ

≥0
2

(
d+ 2

2

)
−
(
d+ 2− α(τ)− 1

2

)+
∑

W∈LΣ,Σ−1

dimW=1

cW ,

where

cW =
∑
σ∈ΥW

cW,σ,

and

cW,σ =



1−
∑

α′(τ)∈β(γ)

(
α′(τ)−1

2

)
+ a(γ)

(
Ω(γ)

2

)
+ b(γ)

(
Ω(γ)−1

2

)
if ΣW,σ = st(γ), γ ∈ Σ≥0

1

1−
∑

α′(τ)∈β(W,σ)

(
α′(τ)−1

2

)
+ a(W,σ)

(
Ω(W,σ)

2

)
+ b(W,σ)

(
Ω(W,σ)−1

2

)
if H1(R[ΣW,σ,Σ

−1
W,σ]) 6= 0

0 otherwise

Example 7.5.5. Let Σ be the cone over the Schlegel diagram of a cube (Ex-

ample 3.2.7). Impose vanishing of order r along interior codimension one faces

and vanishing of order s along boundary codimension one faces. If s = −1, i.e.

no vanishing is imposed along codimension one boundary faces, then the only

lattice fan with nontrivial H1 is the lattice fan ΣW,σ where W is the z-axis,

shown in Figure 7.2b. The ideal generated by the forms lτ , τ ∈ Σ≥0
1 , vanishing

on W is a complete intersection with two generators in degree r + 1. We have

Ω(W,σ) = 2r+1, a(W,σ) = 1, b(W,σ) = 0, hence cW,σ = 1−2
(
r
2

)
+
(

2r+1
2

)
. The

ideal of every interior ray γ of Σ is generated by three forms of degree r+ 1, so

Ω(γ) = b3r/2c+ 1, a(γ) = 3r+ 3− 2b(3r+ 2)/2c, b(γ) = 2b(3r+ 2)/2c− 3r− 1.

Using Corollary 7.5.4 and simplifying, we have

HP (Cα(Σ), d) = 5
2d

2 +
(
−8r − 1

2

)
d

−4
⌊

3r
2

⌋2
+ 12r

⌊
3r
2

⌋
− r2 + 4r + 2
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Now suppose s ≥ 0, so vanishing of degree s is imposed along the boundary

of Σ. In addition to the lattice fan around the z-axis, there are two others

corresponding to the x and y-axes (see Figure 7.4a) for which H1(R[Σ,Σ−1]) is

nontrivial. The corresponding ideals are generated by two forms of degree s+ 1

and two forms of degree r + 1. For each of these we have Ω = b2(r + s)/3c+ 1,

a = 2(r + s) + 1− 3b2(r + s)/3c, b = 3b2(r + s)/3c − 2(r + s) + 2. In addition

to the interior rays, we also must incorporate the four boundary rays of Σ1.

The corresponding ideals of these rays are generated by two forms of degree

s + 1 and a form of degree r + 1. For each of these we have Ω = b(2s + r)/2c,
a = 2s+r+1−2b(2s+r)/2c, b = 1−r−2s+2b(2s+r)/2c. Using Corollary 7.5.4

and simplifying, we have

HP (Cα(Σ), d) = 5
2d

2 +
(
−8r − 4s− 9

2

)
d

−3
⌊

2(r+s)
3

⌋2

+ 4r
⌊

2(r+s)
3

⌋
+ 4s

⌊
2(r+s)

3

⌋
−
⌊

2(r+s)
3

⌋
−4
⌊
r
2

⌋2 − 4
⌊

3r
2

⌋2
+ 4r

⌊
r
2

⌋
+ 12r

⌊
3r
2

⌋
−5r2 + 4rs+ 8r + 4s+ 4

This formula is correct when the number of generators of the ideals above are

as indicated in the preceding paragraph. When one of r, s is small compared

to the other, then the number of minimal generators of the above ideals may

drop, which will change the formula. For instance, when r = 3 and s = 0, the

above formula gives a constant term of 81, while the actual constant is 87. This

is because the minimal number of generators of several of the ideals drops for

these values.

Remark 7.5.6. In [42], Mourrain and Villamizar bound the dimension of the

homology module H2(R/J [Σ, ∂Σ]) in the case of uniform smoothness, where

Σ = ∆̂ for ∆ ⊂ R2 a simplicial complex. In the simplicial case this module has

finite length and so vanishes in high degree. Their are no known formulas for

dimH2(R/J [Σ, ∂Σ])d in small degrees d. We revisit this module in the next

section.

Remark 7.5.7. In Chapter 6 we address the question of how large d must be

in order for the formula in Corollary 7.5.4 to hold. We obtain a combinatorial

bound for such d which is valid for any fan Σ ⊂ R3. This is the first such

bound obtained for arbitrary polyhedral fans. In the simplicial case we can

tighten this bound and, reducing to the case of uniform smoothness, recover the

3r + 2 bound of Ibrahim and Schumaker [33]. This is the best known bound

for arbitrary planar simplicial complexes, although Alfeld and Schumaker have

reduced this bound to 3r + 1 in the case of generic simplicial complexes [3].
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7.6 Simplicial Fourth Coefficient and the

Generic Dimension of C1 Tetrahedral

Splines

In this section we consider the computation of the Hilbert polynomial of Cr(Σ),

where Σ = ∆̂ and ∆ ⊂ R3. We then revisit the computation by Alfeld, Schu-

maker, and Whiteley of dimC1(∆̂)d for d ≥ 8 [7].

As in the previous section, we start by describing the modules of relevant

dimension for the computation of HP (Cr(Σ), d), referring back to Equation 7.1.

We leave out H2(R/J [Σ,Σ−1]) since by Theorem 7.2.4 it has finite length and

will not contribute to the Hilbert polynomial.

Dimension Module Hilbert Polynomial

4 Sf4(Σ) f4(Σ)
(
d+3

3

)
3

⊕
τ∈Σ

≥0
3

S

J(τ)

∑
τ∈Σ

≥0
3

(
d+3

3

)
−
(
d+3−α(τ)−1

3

)
2

⊕
e∈Σ

≥0
2

S

J(e)
see Table 7.4

1
⊕

v∈Σ
≥0
1

S

J(v)
?

1 H3(R/J [Σ,Σ−1]) ?

Table 7.5

If we approach the first question mark appearing in Table 7.5 as we did ideals

of codimension 2 faces in the previous section, we would transfer the problem

to one of computing Hilbert functions of ideals of fat points in P2. We refer

the reader to [43], where Mourrain and Villamizar bound the dimension of this

piece using the Fröberg sequence in the case of uniform smoothness. Our main

contribution to this story is to elucidate the term H3(R/J [Σ,Σ−1]), the second

question mark in Table 7.5.

Proposition 7.6.1. Let ∆ ⊂ R3 be a simplicial complex with smoothness pa-

rameters α,Σ = ∆̂, and for v ∈ ∆0 let ∆v ⊂ R3 be the fan with smoothness

parameters as in Lemma 7.2.3. Let S = R[x0, x1, x2, x3] and R = R[x1, x2, x3].

Then HP (H3(R/J [Σ,Σ−1]), d) is the constant given by

HP (H3(R/J [Σ,Σ−1]), d) =
∑
v∈∆0

v̂∈LΣ,Σ−1

∑
i≥0

dimH2(R/J [∆v,∆
−1
v ])i.

Note that the sum
∑
i≥0 dimH2(R/J [∆v,∆

−1
v ])i is finite since

H2(R/J [∆v,∆
−1
v ]) is a module of finite length by Theorem 7.2.4.
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Proof. Applying Proposition 7.4.1 yields

HP (H3(R/J [Σ,Σ−1]), d) =
∑

v∈LΣ,Σ−1

dim(v)=1

HP (H3(R/J [Σv,Σ
−1
v ]), d),

where Σv =
⊔
σ∈Υv

Σv,σ. By Lemma 7.1.9, Σv,σ = stΣ(γ) for some face γ ∈ Σ. If

dim(γ) ≥ 2, then Σv,σ = ΣW,σ, whereW = aff(γ). ThenH3(R/J [Σv,σ,Σ
−1
v,σ]) =

H3(R/J [ΣW,σ,Σ
−1
W,σ) = 0 by the same as in the proof of Theorem 7.2.4. So we

have

HP (H3(R/J [Σ,Σ−1])) =
∑
v∈∆0

v̂∈LΣ,Σ−1

HP (H3(R/J [stΣ(v̂), stΣ(v̂)−1]), d).

Since stΣ(v̂) = ŝt∆(v), we conclude by Lemma 7.2.3 that

R/J [stΣ(v̂), stΣ(v̂)−1] = R/J [∆v,∆
−1
v ](−1)⊗R S.

In particular,

H3(R/J [stΣ(v̂), stΣ(v̂)−1]) = H2(R/J [∆v,∆
−1
v ])⊗R S.

Now the result follows, since, if M is a finitely generated graded R-module,

there is an isomorphism between the vector spaces
⊕

i≤dMi and (M ⊗S)d.

Corollary 7.6.2. Let ∆ ⊂ R3 be a pure, hereditary simplicial complex, with

smoothness parameters α, and let Σ = ∆̂. Set

χ(R/J [Σ,Σ−1], d) =
4∑
i=0

(−1)i

 ∑
γ∈Σ

≥0
4−i

HF

(
S

J(γ)
, d

)
χH(R/J [Σ,Σ−1], d) =

3∑
i=0

(−1)i

 ∑
γ∈Σ

≥0
4−i

HP

(
S

J(γ)
, d

)
Then

HP (Cα(Σ), d) = χH(R/J [Σ,Σ−1], d) + C,

where

C =
∑
v∈∆0

v̂∈LΣ,Σ−1

∑
i≥0 dimH2(R/J [∆v,∆

−1
v ])i

=
∑
v∈∆0

v̂∈LΣ,Σ−1

∑
i≥0(dimCα(∆v)i − χ(R/J [∆v,∆

−1
v ], i))

Proof. Write out Equation 7.1 for Σ, applying Proposition 7.6.1 to the term
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H2(R/J [Σ,Σ−1]). To get the final equality, apply Equation 7.1 to ∆v, yielding

dimH2(R/J [∆v,∆
−1
v ])i = dimCα(∆v)i − χ(R/J [∆v,∆

−1
v ], i).

Remark 7.6.3. Corollary 7.6.2 makes precise the well known fact that, in order

to compute dimCα(∆̂)d for ∆ ⊂ R3, even for d� 0, one must know dimCα(Σ)d

for Σ ⊂ R3 arbitrary simplicial fans and all d. See for instance [7, Remark 65].

Remark 7.6.4. In the case of uniform parameters and Σ ⊂ R3 a simplicial fan,

dimCr(Σ)d − χ(R[Σ, ∂Σ], d) = 0 for all d iff Cr(Σ) is a free module over the

polynomial ring in 3 variables [50, Corollary 4.2]. Hence we see that C = 0

in Corollary 7.6.2 characterizes when the sheaf associated to Cr(∆̂) is a vector

bundle over P3. This is the first nontrivial instance of a general characterization

due to Schenck and Stiller [51, Theorem 3.1].

To understand the significance of the constant appearing in Corollary 7.6.1,

we return to C1(Σ) for the fan Σ = ∆̂ from Example 7.3.2.

Example 7.6.5. Referring back to Example 7.3.2, let w denote the vertex

(0, 0, 8), labelled with a 0 in Figure 7.7, so ŵ denotes the cone in R4 over this

vertex. Let X ⊂ R3 denote the cone over st∆(w), shown in Figure 7.9. Note

that X−1 = ∂X since we are considering uniform smoothness.

w

2

3
4

6

7

8

Figure 7.9: Star of the vertex w

Localizing R/J [Σ, ∂Σ] at I(ŵ) yields

R/J [Σ, ∂Σ]I(ŵ) = R/J [X, ∂X]I(ŵ)

by Lemma 7.1.10. By Lemma 7.2.3,

R/J [X, ∂X] = R/J [∆w, ∂∆w](−1)⊗R S,

where R = R[x1, x2, x3] is the polynomial ring in 3 variables corresponding to

the inclusion of R3 into R4 as the hyperplane x0 = 0, and ∆w is obtained

by translating st∆(w) to the origin and taking the positive hull of each facet

containing w. Since ∂∆w = ∅ we have

H3(R/J [X, ∂X]) = H2(R/J [∆w])⊗R S.
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By Proposition 2.2.2, I(ŵ) is associated to H3(R/J [Σ, ∂Σ]) if and only if the

homogeneous maximal ideal is associated to H2(R/J [∆w]). This is true iff

H2(R/J [∆w]) 6= 0, since by Theorem 7.2.4 the maximal ideal of R is the only

ideal that can be associated to H2(R/J [∆w, ∂∆w]).

Since P(∆w) relative to lk(∆w) has the topology of a 3-sphere, H2(R[∆w]) =

H1(R[∆w]) = 0. From the long exact sequence in homology corresponding to

0→ J [∆w]→ R[∆w]→ R/J [∆w]→ 0

we see that H2(R/J [∆w]) ∼= H1(J [∆w]). Since f2(∆w) = 12 and f1(∆w) = 6,

J [∆w] has the form (nonzero in homological degrees 0, 1, 2):

0→
12⊕
i=1

J(τi)→
6⊕
j=1

J(ej)→ J(v)→ 0.

Each of the ideals in this sequence are generated in degree two. In particular,

we have isomorphisms (for all i, j)

J(τi) ∼= 〈x2〉
J(ej) ∼= 〈x, y〉2

J(v) ∼= 〈x, y, z〉2.

In fact, using the arguments in the proof Lemma 7.6.7 we can also show that

H2(J [∆w]) is generated in degree two, so it is of particular interest to examine

J [∆w] in degree two.

From the isomorphisms above, dim J(τi)2 = 2,dim J(ej)2 = 3, and

dim J(v)2 = 6. Hence J [∆w]2 has the form

0→ R12 δ2−→ (R3)6 δ1−→ R6 → 0.

Taking the Euler characteristic yields that the alternating sums of homologies

is 0, so

dimH2(J [∆w])2 = dimH1(J [∆w])2.

But the homology H2(J [∆w])2 can be identified with nontrivial splines on ∆w of

degree 2. It follows that H1(J [∆w]) 6= 0 precisely when there is an ‘unexpected’

nontrivial spline on ∆w of degree 2, which is indeed the case. We check in

Macaulay2 that

dimC1(∆w)d − χ(R/J [∆w, ∂∆w], d) =

{
1 d = 2

0 d 6= 2

This is the same at each of the eight vertices of ∆. Hence, by Corollary 7.6.2
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we arrive at the conclusion

HP (C1(Σ), d) = χ(R/J [Σ, ∂Σ], d) + 8

=
5

2
d3 − 13d2 +

51

2
d− 3

We emphasize that, unlike the two dimensional case, HP (Cr(∆̂), d) may not be

either an upper or a lower bound for HF (Cr(∆̂), d) = dimCrd(∆) in low degree.

However, for d� 0, HF (Cr(∆̂), d) = HP (Cr(∆̂), d). For our current example,

here is a table of values computed in Macaulay2.

d HF (C1(∆̂), d) HP (∆̂, d) = 5
2d

3 − 13d2 + 51
2 d− 3

1 4 12

2 11 16

3 25 24

4 54 51

5 113 112

6 222 222

7 396 396

We conclude, as promised, by computing dimC1(∆̂)d for ∆ ⊂ R3 generic

and d � 0. This formula was shown by Alfeld, Schumaker, and Whiteley to

hold for d ≥ 8 [7]. For simplicity, set fi(∆) = fi, f
0
i (∆) = f0

i .

Theorem 7.6.6. Suppose ∆ ⊂ R3 is a generic triangulation of a 3-ball. Then,

for d� 0,

dimC1(∆̂)d = χ(R/J [∆̂, ∂∆̂], d) = f3

(
d+ 3

3

)
− f0

2 (d+ 1)2 + f0
1 (3d+ 1)− 4f0

0

In [7, Remark 5], the authors note that Theorem 7.6.6 can be derived by a

simple heuristic, which is in fact the computation of χH(R/J [∆̂, ∂∆̂], d). We

make this heuristic argument rigorous by showing that the one relevant homol-

ogy module vanishes in large degree. There are two key steps. First, we use

Corollary 7.6.2 to reduce the argument to three dimensional simplicial fans.

Second, for a generic three dimensional simplicial fan Σ, we must show that

H2(R/J [Σ, ∂Σ]) = 0, or equivalently show that dimC1(Σ)d = χ(R/J [Σ, ∂Σ], d).

This is accomplished in [7, Corollaries 40,41] using projections of generalized

triangulations. We accomplish this by using some homological algebra to re-

duce to the case of noncomplete fans, where the methods of Whiteley [61] can

be applied directly. We postpone the proof of Theorem 7.6.6 until we have

accomplished this second step.

If Σ ⊂ R3 has the form ∆w for w ∈ ∆, where ∆ triangulates a three-ball,

then lk(Σ) . In this case,

H2(R/J [Σ, ∂Σ]) ∼= H1(J [Σ, ∂Σ]),
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so we will work with H1(J [Σ, ∂Σ]).

If the union of the cones of Σ is R3, Σ is called complete. We have the

following fact for generic C1 splines as a result of the presentation for H1(J [Σ])

given in Lemma 3.4.3.

Lemma 7.6.7. Let Σ ⊂ R3 be a complete, generic, simplicial fan. For uniform

smoothness r = 1, H1(J [Σ]) is generated in degree two.

Proof. Since Σ is generic, we may assume there are at least 6 codimension one

faces, so J(ν) ∼= 〈x, y, z〉2. There is an eight dimensional space of linear syzygies

on J(ν) and no syzygies of higher degree (the free resolution is in fact linear).

It follows that V 1 consists of an eight dimensional space of linear syzygies (of

degree three), and perhaps many more of degree two. We need only check that

these eight linear syzygies live in the submodule K1, i.e. that these eight linear

syzygies may be obtained as syzygies around rays. Since Σ is generic, we may

assume that Σ1 consists of at least 4 rays v1, v2, v3, v4 whose linear spans are

linearly independent. Hence J(vi) ∼= 〈x, y〉2. An easy check yields that there

are two linear syzygies on this ideal. We claim that the two linear syzygies

contributed from each of these four rays form a vector space of linear syzygies

of dimension eight, which spans the entire space of linear syzygies on J(ν).

We can do this explicitly by making a projective change of coordinates so that

v1 points along the positive x-axis, v2 along the positive y-axis, v3 along the

positive z-axis, and v4 points in the direction of the vector 〈−1,−1,−1〉. Then

we have

J(v1) = 〈y2, yz, z2〉 J(v2) = 〈x2, xz, z2〉
J(v3) = 〈x2, xy, y2〉 J(v4) = 〈(x− z)2, (x− z)(y − z), (y − z)2〉.

The claim is that the linear syzygies on J(v1), . . . , J(v4) generate the linear

syzygies on J(v1) + · · · + J(v4) = J(ν). This is readily checked by hand or in

Macaulay2.

Theorem 7.6.8. Let Σ ⊂ R3 be a generic hereditary simplicial fan with lk(Σ)

simply connected. Then

dimC1(Σ)d = χ(R/J [Σ, ∂Σ], d).

Equivalently,

H2(R/J [Σ, ∂Σ]) = 0.

Proof. It is equivalent to prove that H1(J [Σ, ∂Σ]) = 0. We argue by induction

on the number of interior vertices. First assume Σ is complete and let Σ′ be the

simplicial fan obtained by removing any three dimensional cone. Let τ1, τ2, τ3

be the codimension one faces and v1, v2, v3 the rays of the cone removed. We

have the following commutative diagram with exact columns.
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0 0 0

3⊕
i=1

J(τi)
3⊕
i=1

J(vi) J(ν)

J [Σ]
⊕
τ∈Σ1

J(τ)
⊕
v∈Σ1

J(v) J(ν)

J [Σ′, ∂Σ′]
⊕

τ∈(Σ′)0
1

J(τ)
⊕

v∈(Σ′)0
1

J(v) 0

0 0

By induction, H1(J [Σ′, ∂Σ′]) = 0. By Lemma 7.6.7, to prove that H1(J [Σ]) = 0

it suffices to prove that H1(J [Σ])2 = 0. The ideals across the top row have the

form
J(τi) ∼= 〈x2〉
J(vi) ∼= 〈x, y〉2

J(ν) ∼= 〈x, y, z〉2

Hence in degree two we have

3⊕
i=1

J(τi)2
∼= R3

3⊕
i=1

J(vi)2
∼= R9

J(ν)2
∼= R3.

The leftmost map of the top row is injective in degree two and the right-

most is surjective. Since the Euler characteristic is zero, we have that the top

row is exact in degree two. The long exact sequence in homology then yields

H1(J [Σ])2 = 0.

For the remainder of the induction we assume Σ is not complete and follow

the argument of Whiteley [61, § 4]. To prove that H1(J [Σ, ∂Σ]) = 0, it suffices

to show that, in degree 2,

dimH2(J [Σ, ∂Σ])2 = χ(J [Σ, ∂Σ], 2).

J [Σ, ∂Σ] is concentrated in homological degrees one and two, and has the form⊕
τ∈Σ0

2

J(τ)
δ2−→

⊕
v∈Σ0

1

J(v).

The codomain of δ2 is contained in the free module
⊕

v∈∆0
1
S, where S =

R[x, y, z] is the polynomial ring in three variables. Since J(τ) ∼= 〈l2τ 〉 ∼= S(−2),
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we can identify δ2 as a graded map between free S-modules of the form⊕
τ∈Σ0

2

S(−2)
δ2−→

⊕
v∈Σ0

1

S.

Let eτ , τ ∈ Σ0
2 be the generators of

⊕
τ∈Σ0

2
S(−2), and ev, v ∈ Σ0

1 be generators

of
⊕

v∈Σ0
1
S. Then δ2(eτ ) = l2τev1

± l2τev2
, where ev1

, ev2
are the interior rays

on the boundary of τ and the signs come from orientations of the codimension

one and two faces of Σ. Hence δ2 is given in the chosen free basis by the matrix

N(Σ) whose columns are labelled by interior codimension one faces τ , whose

rows are labelled by interior rays, and whose entries are given by

Nv,τ =

{
±l2τ if v ∈ τ
0 otherwise.

Let N2(Σ) be the restriction of N(Σ) to degree 2, i.e. N2(Σ) represents the map

δ2 in degree 2. For generic Σ, J(τ) ∼= 〈x2〉 and J(v) ∼= 〈x2, xy, y2〉. So in degree

2,

dim
⊕

τ∈Σ0
2
J(τ)2 = f0

2

dim
⊕

v∈Σ0
1
J(v)2 = 3f0

1 .

Hence, viewed as a map between R-vector spaces, N2(Σ) has 3f0
1 rows (three

rows corresponding to each interior ray) and f0
2 columns. We obtain an explicit

form for N2(Σ) by choosing a basis Av, Bv, Cv for forms of degree 2 vanishing

on any v ∈ Σ0
1. Then replace the entry l2τ in N(Σ) by the 3 × 1 column vector

of coefficients expressing l2τ in terms of this basis. An important observation

is that N2(Σ) has entries which depend continuously on the (homogeneous)

coordinates of the rays v. Explicitly, if τ is a codimension one face joining two

rays v1 = R+(x1, y1, z1), v2 = R+(x2, y2, z2), then

lτ = det

x1 x2 x

y1 y2 y

z1 z2 z

 .
Let f bi denote the number of boundary i-faces of Σ. We have the relations

3f3 = 2f0
2 + f b2

f0
1 − f0

2 + f3 = 1

Together these yield 3f0
1 − f0

2 = 3− f b2 . Since f b2 ≥ 3, we have 3f0
1 ≤ f0

2 , so to

show that H1(J [Σ, ∂Σ]) = 0 generically, it suffices to show that N2(Σ) has full

rank. We show there are no dependencies among the rows of N2 for generic Σ.

First we reduce to the case where lk(Σ) has triangular boundary. Let Σ′

be a subfan of any non-complete fan Σ ⊂ R3, and order the interior rays and

codimension one faces of Σ so that those which are also interior faces of Σ′
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appear first. Then N2(Σ) has block form[
N2(Σ′) 0

A B

]
,

where the upper right block is a block of zeros. This block of zeros is present

because any codimension one face τ ∈ Σ0
2 which contains a ray v ∈ (Σ′)

0
1 is

also an interior codimension one face of Σ′. It follows that any relation among

the rows of N2(Σ′) immediately gives a relation among the rows of N2(Σ). For

an arbitrary non-complete fan Σ′, it is simple to build a fan Σ having Σ′ as a

subfan so that lk(Σ) has triangular boundary. Since Σ′ is not complete, take

a simplicial cone σ so that σ ∩ Σ′ = 0. Σ′ is contained in a component C of

R3 \ ∂σ. Fill in the region C \ Σ′ with simplicial cones. Together with Σ′, this

creates a fan Σ whose boundary is ∂σ. Hence it suffices to prove that there are

no relations among the rows of N2(Σ) when lk(Σ) has triangular boundary.

If lk(Σ) has triangular boundary, then 3f0
1 = f0

2 and N2(Σ) has the same

number of rows as columns. We now argue that the columns of N2(Σ) are

independent. This is the main induction, and it is performed on the number

of interior rays. As the base case, consider the fan Σ with a single interior ray,

three codimension one interior faces, and three codimension one boundary faces.

By changing coordinates we may assume the interior ray is the z-axis and the

three interior codimension one faces are given by x = 0, y = 0, and x − y = 0.

Then we have

N(Σ) =
[
x2 y2 (x− y)2

]
.

These form a basis for forms of degree two in x and y, hence the columns of

N2(Σ) are independent.

We will be terse in the remainder of the proof, since the argument for [61,

Theorem 6] carries over almost verbatim (Whiteley uses the transpose of the

matrix N2(∆̂) we use here). For the inductive step, we apply vertex splitting

and the inverse process of edge contraction (edge shrinking in [61]). Applied

to the fan Σ this process is one of splitting the rays v ∈ Σ1 and contracting

codimension one faces τ ∈ Σ2. The split of an interior ray adds one interior

ray, three interior codimension one faces, and two simplicial facets. This process

does not affect ∂Σ, hence lk(Σ) remains triangular. Likewise, the reverse process

of contracting an interior codimension one face joining two interior rays does

not affect ∂Σ. Any noncomplete fan Σ ⊂ R3 with at least two interior rays has

a contractible codimension one face joining two interior rays. This follows by

taking a stereographic projection of lk(Σ) with center outside of Σ, and then

applying [61, Lemma 5], which says that any triangulated disk with at least two

interior vertices has a contractible edge joining two interior vertices. Such an

edge has the property that it is not an edge of any non-facial three-cycle.

Now choose a contractible codimension one face τ of Σ joining two interior

rays v1, v2. In the process of contracting τ , two codimension one faces, call
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them τ1, τ2, collapse to two corresponding codimension one faces e1, e2 when τ

is fully contracted. Let Σ′ denote the fan obtained by contracting τ , and let

v be the vertex which splits to create v1, v2. M2(Σ) is obtained from M2(Σ′)

by replacing the row corresponding to v by two rows corresponding to v1, v2

adding the column corresponding to τ , and replacing the columns correspond-

ing to e1, e2 each by two columns corresponding to e1, τ1, e2, τ2. Since M2(Σ)

has entries which depend continuously on the homogeneous coordinates of the

ray v1, we consider limv1→v0 M2(Σ). Whiteley shows that a nontrivial relation

among the columns of limv1→v0 M2(Σ) implies a relation among the columns

of M2(Σ′). By induction, we assume M2(Σ′) has independent columns, so no

such relation exists. Again, arguing by the continuous dependence of detM2(Σ)

on the homogeneous coordinates of v1, most choices of coordinate v1 with v1

close to v0 and v1 6= v0 yield detM2(Σ) 6= 0. Hence the columns of M2(Σ) are

linearly independent for generic choices of Σ.

Proof of Theorem 7.6.6. Set Σ = ∆̂, S = R[w, x, y, z]. Since we are considering

uniform smoothness, Σ−1 = ∂Σ. R/J [Σ, ∂Σ] is concentrated in homological

degrees 4, 3, 2, and 1 and has the form

Sf4(Σ) →
⊕
τ∈Σ0

3

S

J(τ)
→
⊕
γ∈Σ0

2

S

J(γ)
→
⊕
v∈Σ0

1

S

J(v)
. (7.3)

We show first that χH(R/J [Σ, ∂Σ], d) = f3

(
d+3

3

)
−f0

2 (d+1)2 +f0
1 (3d+1)−4f0

0 .

Since we assume ∆ is generic, there are at least three interior codimension one

faces meet along every edge γ ∈ ∆0
1 and at least 6 codimension one faces meet

at every vertex v ∈ ∆0
0. Under these assumptions, for τ ∈ ∆0

2, γ ∈ ∆0
1, v ∈ ∆0

0

we have
J(τ) ∼= 〈x〉2

J(γ) ∼= 〈x, y〉2

J(v) ∼= 〈x, y, z〉2.

Given these equalities, it follows easily that HP (S/J(τ), d) = (d+ 1)2,

HP (S/J(τ), d) = 3d + 1, and HP (S/J(v), d) = 4. Also, fi(Σ) = fi−1(∆) and

f0
i (Σ) = f0

i−1(∆). Taking an alternating sum and using the well-known fact that

HP (S, d) =
(
d+3

3

)
gives χH(R/J [Σ, ∂Σ], d) = f3

(
d+3

3

)
− f0

2 (d + 1)2 + f0
1 (3d +

1)− 4f0
0 .

To complete the proof, it suffices by Corollary 7.6.2 to show that

H2(R/J [∆v, ∂∆v]) = 0

for all v ∈ ∆0. Equivalently we need to show that

dimC1(∆v)d = χ(R/J [∆v, ∂∆v], d),

for all d ≥ 0 and all v ∈ ∆0
0. This follows from Theorem 7.6.8.
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