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The biological effects of ionizing radiation at the cellular level are frequently studied using the

well-known formalism of microdosimetry, which provides a quantitative description of the stochas-

tic aspects of energy deposition in irradiated media. Energy deposition can be simulated using

Monte Carlo codes, some adopting a computationally efficient condensed-history approach, while

others follow a more detailed track-structure approach. In this work, we present the simulation of

microdosimetry spectra and related quantities (frequency-mean and dose-mean lineal energies) for

incident monoenergetic electrons (50 eV–10 keV) in spheres of liquid water with dimensions

comparable to the size of biological targets: base pairs (2 nm diameter), nucleosomes (10 nm),

chromatin fibres (30 nm) and chromosomes (300 nm). Simulations are performed using the

condensed-history low-energy physics models (“Livermore” and “Penelope”) and the track-structure

Geant4-DNA physics models, available in the Geant4 Monte Carlo simulation toolkit. The spectra

are compared and the influence of simulation parameters and different physics models, with emphasis

on recent developments, is discussed, underlining the suitability of Geant4-DNA models for micro-

dosimetry simulations. It is further shown that with an appropriate choice of simulation parameters,

condensed-history transport may yield reasonable results for sphere sizes as small as a few tens of a

nanometer. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4992076]

I. INTRODUCTION

The biological effects of ionizing radiation at the cellu-

lar level are often studied using the well-known formalism

of microdosimetry, which provides a quantitative descrip-

tion of the stochastic aspects of energy deposition in irradi-

ated media.1 These aspects become increasingly more

pronounced at low doses and/or targets of small size. Thus,

microdosimetry has been traditionally used for radiation

quality evaluations in radiation protection, where low doses

are of concern, and for mechanistic studies of radiation

action at the DNA level.2 More recently, the relative biolog-

ical effectiveness (RBE) problem encountered in radiother-

apeutic applications of high-linear energy transfer (LET)

radiations (e.g., in hadron therapy) has also been

approached within the context of microdosimetry with

promising outcomes.3–7 Notable examples of microscopic

radiobiological models are the Local Effect Model8,9 that is

used clinically for treatment planning at the Heidelberg Ion-

beam Therapy center, Germany and the Microdosimetric

Kinetic Model10 used at the Heavy Ion Medical Accelerator

of NIRS in Chiba, Japan. Both models use as input the

radiation dose distribution to microscopic volumes and

radiobiological data at the subcellular and DNA level.

The Monte Carlo (MC) technique represents a well-

established theoretical tool in microdosimetry since it enables

stochastic simulation of radiation transport (and energy depo-

sition) in the irradiated medium. There exist many MC codes

for radiation transport simulation which may be broadly clas-

sified as condensed-history (CH) or track-structure (TS)

codes.11 The distinction is based on the method used for sim-

ulating the transport of electrons (primary or secondary)

which represent the main computational burden, irrespective

of the primary radiation.12 In the CH method, electron trans-

port is based on artificial steps which represent track-

segments that are sufficiently long compared to the electron

mean free path. The total effect (energy deposition or angular

deflection) of the interactions taking place along each step is

estimated by an appropriate multiple-scattering theory such

as, for example, the stopping power theory of energy-loss.12

This method is particularly effective in reducing the simula-

tion time, thus, rendering electron transport feasible up to

very high energies (MeV-GeV). Most of the general-purpose

codes, such as MCNP,13 EGS,14 GEANT4,15–17 FLUKA,18

and PENELOPE,19 belong to this category. With enough sta-

tistics (particle histories), an excellent “spatial resolution”

a)Author to whom correspondence should be addressed: sebastien.incerti@

tdt.edu.vn and incerti@cenbg.in2p3.fr
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can be achieved using CH techniques; however, they mostly

fail to reveal the intrinsic pattern of local energy deposition.

Moreover, by construction, multiple-scattering theories are

valid for high-energy electrons, practically above about

1 keV.20 For improving the spatial resolution, some CH

codes, like EGS, Geant4, and PENELOPE, adopt a “mixed”

approach whereby “soft” collisions are still treated by

multiple-scattering theories but “hard” collisions are simu-

lated individually by single-scattering cross sections.21,22 In

principle, setting the hard collision threshold equal to zero

should enable mixed CH codes to simulate all collisions in a

discrete manner, thus, resembling a TS code. This is the case

of the PENELOPE code where a number of groups23,24 have

investigated its performance in microdosimetry. Despite the

fact that PENELOPE employs the most sophisticated inelas-

tic model among CH codes, the results have revealed that sig-

nificant artifacts can appear in certain cases. This is an

expected outcome, since the cross sections for inelastic scat-

tering (e.g., for d-ray production) used in mixed CH codes do

not account for the electronic structure of the target in a real-

istic manner and, therefore, are ill-suited for low-energy elec-

trons. Thus, mixed CH codes are not considered very reliable

for simulating electron transport well-below 1 keV, and cer-

tainly not below 100 eV.25 TS codes, on the other hand, are

specific-purpose codes that provide a detailed (event-by-

event) description of electron transport down to the eV range

with atomic (or molecular) resolution.26 Thus, TS codes are

well-suited for microdosimetry down to the DNA level.

Among more than a dozen of such codes (reviewed by

Nikjoo et al.11), KURBUC27 and PARTRAC28 are perhaps

the most sophisticated by including elaborate models of criti-

cal sub-cellular structures as well as explicit DNA damage

and repair pathways.29 Results of TS simulations have been

imported to the Monte Carlo Damage Simulation software to

carry out fast DNA damage calculations.30

The main challenge in the development of a TS code is

the physics of low-energy electrons since, at sub-keV ener-

gies, the interaction cross sections become much more sensi-

tive to the atomic and electronic structure of the material,

rendering various high-energy approximations invalid. For

example, whereas at high electron energies (>1 keV) the

energy-loss rate (or stopping power) is essentially deter-

mined by a single-material parameter, the so-called mean

excitation energy (or I-value), at low energies the complete

oscillator strength distribution of the medium (as a function

of both energy- and momentum-transfer) must be known.31

The first generation of TS codes employed interaction

cross sections based on experimental data for gaseous water

which were then scaled linearly to the density of liquid water

(typically at 1 g cm�3). This so-called gas-phase approxima-

tion, although valid at high energies, neglects condensed-

phase effects which are important at low energies and are

generally a non-linear function of the material’s density.32

The gas-phase approximation is, therefore, not suitable at the

cellular and DNA level where low-energy electrons are most

effective. This realization led to the second generation of TS

codes which employ interaction cross sections that are spe-

cific to the liquid phase of water, which is used as a surrogate

to the cellular medium.33 For example, the inelastic cross

sections used for electron-impact ionization and electronic

excitation in the most known TS codes are calculated from a

model dielectric response function of liquid water; specifi-

cally, NOREC uses Ritchie’s model,34 PARTRAC uses

Dingfelder’s model,35 and KURBUC uses Emfietzoglou’s

model.36

In parallel, during recent years, the general-purpose

Geant4 simulation toolkit15–17 has been extended with a set

of models (the so-called “Geant4-DNA” models, assembled

into “physics constructors”) allowing an event-by-event

description of physical electromagnetic interactions of elec-

trons, protons, neutral hydrogen, alpha particles and their

charged states, and a few ions, down to the eV scale in

molecular liquid water medium.37–39 While other sets of

atomistic models are already available in Geant4 for the CH

simulation of particle-matter interactions down to a few hun-

dreds of eV (the so-called “Livermore” and “Penelope”

physics models), the Geant4-DNA models allow, for the first

time, full TS simulations in liquid water. The performance of

these TS models and some applications found in the litera-

ture have been recently reviewed,37,40 but a detailed evalua-

tion of their performance in microdosimetry, especially in

comparison to the low energy CH models of Geant4, is still

lacking. So far, only a few studies on the usage of Geant4-

DNA for microdosimetry simulations have been published.

Francis et al.41 were the first to present lineal energy distri-

butions and frequency-mean lineal energies for protons in

micrometric spheres of liquid water and found a reasonable

agreement with experimental data. In a later work,42 such

distributions were also presented for alpha particles and car-

bon ions with different linear energy transfer (LET) values.

Using a dedicated clustering algorithm and frequency-mean

lineal energy values, they could predict larger RBE values

for protons compared to alpha particles and carbon ions of

the same LET, as previously reported in the literature. More

recently, Burigo et al.43 demonstrated that Geant4-DNA

models can be used to simulate proton microdosimetry spec-

tra in a microscopic volume of liquid water, in agreement

with measured spectra in a wall-less tissue equivalent pro-

portional counter.

In this work, we compare for the first time microdosime-

try spectra and related quantities for monoenergetic electrons

(50 eV–10 keV) in small-size spheres of liquid water, with

dimensions similar to biological targets, using the Geant4

simulation toolkit. The performance and limitations of the

low-energy electromagnetic physics models (Livermore,

Penelope, Geant4-DNA) available in Geant4 as “physics

constructors” for the simulation of electron tracks in liquid

water are investigated. A dedicated Geant4 example (so-

called “microyz” extended example), on which the described

simulations are based, will be made available to Geant4

users after publication of this work.

II. METHODS

A. Low-energy electromagnetic models of Geant4

The Geant4 toolkit was initially developed for the simu-

lation of high-energy experiments at CERN.44,45 Thanks

to its object-oriented technology (Cþþ architecture), the
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application domain of Geant4 progressively and naturally

broadened toward other fields requiring particle-matter simula-

tions, such as space science and medical physics.46 In particular,

the toolkit benefited from the addition of electromagnetic phys-

ics models allowing a more accurate description of particle-

matter interactions in the low energy domain, especially below

the MeV range. These models, which enable mixed CH simula-

tion, come in two flavors, the “Livermore” and the “Penelope”

models and they are available to Geant4 users through two ded-

icated physics constructors called “G4EmLivermorePhysics”

and “G4EmPelenopePhysics,” respectively.

1. “Livermore” models

The “Livermore” models are based on the EPDL97,

EADL public data libraries47–49 which include the required

information for the determination of cross sections and for the

description of the final state of each physical interaction.

They are applicable to incident electrons and photons, cover-

ing elements from Z¼ 1 to 99, from a few 10 s of eV up to

100 GeV, with a recommended low energy validity of 250 eV.

Taking into account the shell structure of atomic elements,

they are able to simulate atomic de-excitation processes such

as fluorescence and Auger cascades.50 Electron-impact ioni-

zation is described by a continuous energy-loss model

whereas the simulation of delta-ray production above a

production-threshold (or “production-cut”) is selected by the

user. The theoretical calculation of electron-impact ionization

cross sections is presented in the EEDL documentation:49 in

summary, for close (or hard) collisions, Seltzer’s modification

of the M€oller binary collision cross section is used, taking

into account the binding of the electron in a given sub-shell,

while for distant (or soft) collisions EEDL uses the modifica-

tion of the Weizsacker-Williams method.49 Multiple scatter-

ing is not specific to the “Livermore” set of models and is

simulated in the “Livermore” physics constructor using the

Geant4 Urban model below 100 MeV.17,51 This model uses

functions in order to calculate angular and spatial distribution

after a step. These functions have been adapted in order to

reproduce the same moments of the angular and spatial distri-

butions of the Lewis theory (refer to the Geant4 Physics

Reference Manual, accessible online at http://geant4.org).

2. “Penelope” models

The “Penelope” models derive from a re-engineering of

the PENELOPE 2008 (Ref. 52) code and describe the interac-

tions of electrons, positrons, and photons in atomic elements,

from tens of eV up to 1 GeV, with a recommended low energy

limit of 100 eV. Atomic de-excitation processes are consid-

ered for K, L, and M shells. Regarding electrons, like for the

“Livermore” case, the ionization model computes the continu-

ous energy-loss and simulates the production of secondary

delta rays above a selected production-cut. The ionization

model uses the Generalised Oscillator Strength (GOS) model

by Liljequist53 and considers distant longitudinal collisions,

distant transverse collisions, and close collisions. A further

detailed description of this model is given in the Geant4

Physics Reference Manual (see http://geant4.org). Multiple

scattering is also simulated in the “Penelope” physics con-

structor using the Geant4 Urban model below 100 MeV.

In Geant4, ionization is a discrete-continuous process

which, along with multiple scattering and transportation, con-

trols the step limitation (see Geant4 Physics Reference Manual:

http://geant4.org). The settings for step limitation by ionization

and multiple scattering are the same in both “Livermore” and

“Penelope” physics constructors. However, the user has the

possibility to force the maximum step size value of all simula-

tion steps (using the so-called “G4StepLimiter” process) and

we will use this feature in order to evaluate the influence of the

step size on microdosimetry quantities.

B. Geant4-DNA models

In addition to the above-described two sets of (mixed)

CH models (i.e., the “Livermore” and “Penelope” models),

the Geant4-DNA low-energy extension of Geant4 includes

sets of physics models that enable TS (i.e., step-by-step) sim-

ulation of charged-particle transport (e.g., electrons, protons

and neutral hydrogen, alpha particles and their charge states,

carbons, etc.) in liquid water down to the eV energy range.

Regarding the simulation of electron interactions, users have

the possibility to select three sets of alternative physics mod-

els which correspond to different cross sections for elastic

and inelastic scattering.37 These physics models are: the

default Geant4-DNA models,38 the models developed at the

University of Ioannina (hereafter the “Ioannina” mod-

els54,55), and the CPA100 models,37,56 which will be released

publicly in Geant4 in 2017. These three sets of models are

assembled into Geant4 physics constructors as summarized

in Table I.

1. Default option

In the default option, the total and differential inelastic

cross sections for the weakly bound electrons of liquid water

are calculated numerically from the energy (�hx) and momen-

tum (�hk) dependent complex dielectric response function,

eðx; kÞ, of the medium within the first Born approximation.

Specifically, the optical-data model for eðx; kÞ of Emfietzoglou

and co-workers,57–59 which considers four outer ionization

shells (1b1, 3a1, 1b2, 2a1) and five discrete electronic excita-

tions (A1B1, B1A1, Ryd AþB, Ryd CþD, diffuse bands) of

liquid water, is employed. In this model, the x-dependence of

the dielectric function at k ¼ 0 is obtained by fitting the experi-

mental data for both the real and imaginary parts of the dielec-

tric function, eRðx; k ¼ 0Þ and eIðx; k ¼ 0Þ, using a

superposition of Drude-type functions with adjustable coeffi-

cients. Then, the energy-loss-function (ELF) at k ¼ 0 is calcu-

lated from Im½ �1
eðx;k¼0Þ� ¼

eIðx;k¼0Þ
e2

Rðx;k¼0Þþe2
I ðx;k¼0Þ. To ensure self-

consistency, the f-sum-rule for eIðx; k ¼ 0Þ and

Im½�1=eðx; k ¼ 0Þ� is fulfilled to be better than 1%. The parti-

tioning of eIðx; k ¼ 0Þ, which is proportional to the optical

oscillator strength, to the electronic absorption channels (n) of

liquid water, enables calculation of cross sections for each indi-

vidual ionization shell and excitation transition, through

eðnÞI ðx;k¼0Þ
jeðx;k¼0Þj2. These partial cross sections, which are essential to
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TS simulation, provide a consistent description of secondary

electron generation for both soft and hard collisions. To avoid

an unphysical extrapolation of the inelastic cross sections down

to zero eV, the Drude functions are truncated at the various

binding energies. Finally, to obtain the whole Bethe surface,

the extension of eðx; k ¼ 0Þ to k 6¼ 0 is made by semi-

empirical dispersion relations for the Drude coefficients. Below

a few hundred eV, the first Born approximation is not directly

applicable; a kinematic Coulomb-field correction and Mott-like

exchange-correction terms are used.59

On the other hand, total and differential cross sections

for electron-impact ionization of the K-shell (of the oxygen

atom) are calculated analytically from the binary-encounter-

approximation-with-exchange model (BEAX).60 This is an

atomic model which depends only on the binding energy, the

mean kinetic energy, and the occupation number of the

orbital. The scattering angle of the primary electron and the

ejection angle of the secondary electron in ionization events

are determined from the kinematics of binary collisions.

No angular deflection is considered in collisions leading

to electronic excitation. The elastic cross sections are based

on partial wave (PW) calculations, considering a total inter-

action potential which takes into account a static contribution

as well as fine effects, like exchange and polarization contri-

butions.61 In this approach, no energy loss is considered to

take place in elastic collisions.

2. Ioannina option

The Ioannina option provides updated electron cross

sections for excitation and ionization, and an alternative elas-

tic scattering model.54,55 For the calculation of inelastic cross

sections, the starting point is the same Drude parameteriza-

tion of eðx; kÞ used in the default option. Apart from its

mathematical simplicity, the Drude model has the advantage

that the Kramers-Kronig integrals can be solved analytically

and that it fulfills the f-sum-rule independent of k. Thus, both

eIðx; kÞ and eRðx; kÞ can be expressed analytically and the

particular form of the dispersion relations for the k-depen-

dence is to our disposal. However, a brute-force truncation

of the Drude function (as done in the default model) violates

the f-sum-rule and the expression for eRðx; kÞ obtained from

eIðx; kÞ via the Kramers-Kronig relation becomes compli-

cated. Both effects are not considered in the default option.

In the Ioannina option, the above problems are overcome

through the implementation of an algorithm which re-

distributes eIðx; k ¼ 0Þ to the individual inelastic channels in

a physically motivated and f-sum-rule constrained manner.

Thus, despite starting from essentially the same optical-data

model for eðx; kÞ, substantially different partial ELFs

(
eðnÞI ðx;kÞ
jeðx;kÞj2) and, as a result, ionization and excitation cross sec-

tions are obtained by the Ioannina option.54 For example,

excitations are strongly enhanced relative to ionizations

(which decrease only moderately), resulting in higher W-

values (defined as the average energy to produce an ion

pair), smaller penetration distances, and less diffused dose-

point-kernels at sub-keV electron energies.54,55 In addition,

methodological changes are made in the application of the

Coulomb and Mott corrections which result in more accurate

ionization cross sections, especially at energies near the

binding energies. Finally, the elastic cross sections are calcu-

lated from the screened Rutherford (SR) formula using the

screening parameter of Uehara et al.62 which is deduced

from a fit to experimental data for water vapor. Although

less accurate at low energies than the PW calculations used

in the default option, the use of an empirical screening

parameter specific to water improves the performance of the

simple SR model while enabling a fully analytical represen-

tation for both the total and differential cross section which

is an advantage.

3. CPA100 option

In the case of CPA100 models,56 cross sections for elec-

tronic excitations are calculated in the first Born approxima-

tion using the optical-data model of eðx; kÞ developed by

Dingfelder and co-workers.35 This model is also based on a

Drude representation of eðx; kÞ, using the same optical data

set, electronic excitation levels, and dispersion relations with

the default (and Ioannina) models. The resulting excitation

cross sections, however, are not the same due to a different

parameterization. The ionization cross sections for the five

shells of water are calculated from the binary-encounter-

Bethe (BEB) model.63 Thus, total and differential ionization

cross sections are calculated analytically. Similar to the

BEAX model, the BEB model is an exchange-corrected

atomic model which depends only on the binding energy, the

TABLE I. List of Geant4-DNA sets of electron cross section models used in this work. Stars indicate the corresponding physics constructors. Vibrational exci-

tation and molecular attachment processes are not considered. Readers are invited to consult indicated references for more details on the physics models.

Set of cross sections Default 38a Ioannina 54,55b CPA100 37,56c

Ionization Emfietzoglou optical-data model of the

dielectric function with Born corrections

Kyriakou-Emfietzoglou optical-data model

dielectric function with Born corrections

Relativistic Binary Encounter Bethe model

Excitation Same Same Differential oscillator strength from the

Dingfelder model of the dielectric response

function

Elastic Partial-wave analysis Rutherford formula with screening term by

Uehara et al.62

Independent Atom Method

aCorresponding Geant4-DNA physics constructor: G4EmDNAPhysics_option2 (abbreviated later as “option 2”).
bCorresponding Geant4-DNA physics constructor: G4EmDNAPhysics_option4 (abbreviated later as “option 4”).
cCorresponding Geant4-DNA physics constructor: G4EmDNAPhysics_option6 (abbreviated later as “option 6”).
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mean kinetic energy, and the occupation number of the

orbital. Angular deflections in both ionization and excitation

collisions are considered based on the kinematics of binary

collisions. Elastic scattering cross sections are based on PW

calculations using the independent atom approximation. Two

variants of elastic scattering were studied: one case where

the elastic scattering process is not accompanied by a kinetic

energy loss, and another one when this energy loss is taken

into account (this is the default setting of the CPA100 elastic

model in the original CPA100 code56). This small energy

FIG. 1. Principle of scoring of lineal

energy values (denoted as “yi”) for a

single incident electron. The Geant4

event illustrated in this figure contains

30 energy depositions (denoted as “ej,”

each being represented by a red disk).

The scoring sphere of chord length l is

represented by the blue circle. It is

placed at a random distance (which is

less or equal to the sphere radius) and

in a random direction from a randomly

selected energy deposition (repre-

sented by a yellow disk). In this illus-

tration, the lineal energy is obtained by

summing the three energy depositions

contained in the sphere, and its associ-

ated statistical weight is taken as 30/3.

FIG. 2. Frequency-mean lineal energy

as a function of incident electron

kinetic energy, in scoring spheres of

2 nm diameter (top left plot), 10 nm

(top right plot), 30 nm (bottom left

plot), and 300 nm (bottom right plot).

The curves correspond to the different

Geant4-DNA physics constructors (see

Table I): Black circles: “option 2” con-

structor (default models); Green squares:

“option 4” constructor (Ioannina mod-

els); Purple up-triangles: “option 6”

constructor (CPA100 models) with

energy-loss in elastic scattering acti-

vated; Purple down-triangles: “option 6”

constructor (CPA100 with de-activated

energy-loss in elastic scattering).
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loss derives from energy-momentum conservation con-

straints during the elastic scattering process (due to nuclei

recoil) and is usually neglected by track-structure codes

which simulate electrons interactions in liquid water (for

more details see Sec. 2.1.1 of Ref. 56).

C. Sampling

The definitions and formalism of the microdosimetric

quantities used in this work are presented in detail in the

Appendix. We describe below the different approaches used

in the simulations in order to calculate the y and z
distributions.

1. Lineal energy y

The probability density function of lineal energy is

obtained from the scoring of all energy depositions occurring

in the target (or probe) volume. For a selected Geant4-DNA

physics constructor, tracks of incident particles (single events)

are simulated one-by-one in a large volume of liquid water.

Geant4 hit collections are used in order to record for each sin-

gle event all energy depositions and their location. The radius

of the probe spherical volume is chosen by the user. Once the

interactions of an incident particle (single event) including all

its secondary particles have all been simulated, we randomly

sample one energy deposition (“hit”) and the probe volume is

randomly placed at a distance from this hit less than the probe

radius; all energy depositions corresponding to hits located

within the probe volume are then added to e. The value of e is

then weighted with a ratio equal to the total number of hits

divided by the number of hits located in the probe volume, in

order to ensure a “spatially uniform sampling.” Such a

weighting indeed prevents bias towards regions of high den-

sity of hits.1

The lineal energy value is obtained from the ratio

y ¼ e=�l, where �l is the mean chord length of the probe vol-

ume (see the Appendix). Figure 1 illustrates the principle of

scoring of lineal energy values for a single incident electron.

The procedure is then repeated for many other indepen-

dent single events in order to improve the statistical accuracy

of the results. Once calculated, the frequency-mean lineal

energy �yF can be extracted. The dose probability density

function is directly obtained using the relation

dðyÞ ¼ yf ðyÞ=�yF:

2. Specific energy z

The exact same procedure is adopted for the scoring of z
values, which are calculated as the ratio z ¼ e/m. The dose

probability density function of specific energy normalized to

a single event is directly obtained from

d1ðzÞ ¼ zf1ðzÞ=�z1F;

where �z1F is the frequency-mean specific energy.

FIG. 3. Frequency-mean lineal energy

as a function of incident electron kinetic

energy, in scoring spheres of 2 nm

diameter (top left plot), 10 nm (top right

plot), 30 nm (bottom left plot), and

300 nm (bottom right plot). The curves

are obtained using the “Livermore”

physics constructor for electrons, for

different step-size limits (SL): Red

open-squares: no SL; Blue filled-

squares: SL¼ 0.5 nm; Blue down-trian-

gles: SL¼ 1 nm; Blue plus-symbols:

SL¼ 2 nm; Blue stars: SL¼ 5 nm; Blue

open-circles: SL¼ 10 nm; Blue crosses:

SL¼ 30 nm; Blue small plus-symbols:

SL¼ 100 nm; Blue small-squares:

SL¼ 300 nm. A secondary production-

cut of 11 eV is applied in all cases.
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D. Normalization

Microdosimetric distributions are usually represented

using logarithmic (along abscissae) and linear (along ordi-

nates) discrete histogram plots: these probability density

functions defined previously are multiplied by lineal energy

values (y) or by specific energy values (z) and are shown as

a function of log values of y or z. This allows for the visual-

ization of the contribution of y or z over a large range of

values. The area under the curve yf ðyÞ (or zf ðzÞ) between

two values of y (or z) is proportional to the fraction of

events in this range. Similarly, the area under the curve

ydðyÞ (or zd1ðzÞ) between two values of y (or z) is propor-

tional to the fraction of dose by events with lineal energy

(or specific energy) in this range. Such semi-log representa-

tion requires specific normalization as explained by several

authors:64,65 for example, the normalization of f ðyÞ is

obtained from

ð1

0

f yð Þdy ¼
ð1

0

yf yð Þd lnyð Þ ¼ ln10

ð1

0

yf yð Þd log10yð Þ

� ln10

B

X1
i¼0

yif yið Þ ¼ 1;

where B represents the number of histogram bins per decade

and i runs over all histograms bins.

E. The “microyz” Geant4 extended example

All simulation results described in this work are based on

the “microyz” Geant4 extended example, which will be

released soon in Geant4 after publication of this work. This

example aims to explain how to simulate microdosimetry

spectra (y and z distributions) as well as microdosimetry quan-

tities (�yF, �yD, �zF, �zD) (cf. Appendix) using Geant4-DNA phys-

ics models and can be run in multithreading mode. These

quantities are computed using ROOT66 macros. In addition,

the user has the possibility to fully drive the simulation using

User Interface commands, for the selection of, Geant4-DNA

physics constructor, tracking-cut, incident particle type, and

incident energy. A tracking-cut of 11 eV has been applied to

all electron simulations, that is, all electrons with kinetic

energy below this value are stopped and their kinetic energy

is released locally into the liquid water medium. This is the

minimum energy limit of applicability of CPA100 models,

while the default Geant4-DNA models have a minimum

energy limit of 7.4 eV and the Ioannina models have a mini-

mum energy limit of 9 eV; for a proper comparison, the same

tracking-cut of 11 eV was therefore applied to all three simu-

lation options. Vibrational excitation and molecular attach-

ment processes for electrons have not been considered, since

such processes are only available for the default Geant4-

DNA set of physics models. Atomic de-excitation50 (that is,

emission of fluorescence photons and Auger electrons) has

been activated in all simulations.

FIG. 4. Same as Fig. 3 for the

“Penelope” physics constructor.
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Note that the results presented in this work for the

“Livermore” and “Penelope” models are obtained using

the “G4EmLivermorePhysics” and “G4EmPelenopePhysics”

physics constructors provided to Geant4 users for low-energy

electromagnetic physics simulations. We did not investigate

the tuning of the physics model parameters, as set by default

in these constructors (such as step size limitation parameters

for the continuous-discrete ionization or for continuous multi-

ple scattering processes), but we instead investigated the influ-

ence of secondary particle production-cut (expressed as an

energy) and maximum step size limit (expressed as a distance,

using the “G4StepLimiter” process), in comparison to TS

Geant4-DNA simulations. The sensitivity of the results to these

specifications is examined in detail. In addition, when using

the “G4EmLivermorePhysics” and “G4EmPelenopePhysics”

physics constructors, and in order to be consistent with the

tracking-cut used for Geant4-DNA simulations, the lowest

energy for tracking electrons (available since Geant4 release

10.2) was set to 11 eV (the default value is 100 eV).

All simulations in the present work were performed

using Geant4 10.2.P01 (February 2016) on an 80-core 64 bits

Scientific Linux cluster. They can also run using for example a

multi-core virtual machine; such a virtual machine and future

upgrades are freely downloadable from http://geant4.in2p3.fr.

III. RESULTS AND DISCUSSION

In total, 13 incident electron energies were examined: 50,

100, 200, 300, 400, 500, 700 eV, 1, 2, 3, 5, 7, and 10 keV, the

latter being the maximum energy limit of applicability of the

“Ioannina” physics models. An incident statistics of 106 elec-

trons was selected for incident energies up to 5 keV, and 105

above 5 keV, which allows maintaining a statistical fluctua-

tion for �yF (or �z1F) and �yD(or �z1D) below about 1% without

exceedingly long simulation times. Scoring spheres with

diameters relevant to sub-cellular biological targets were cho-

sen: DNA base pair (2 nm), nucleosome (10 nm), chromatin

fiber (30 nm), and chromosome (300 nm).

A. Frequency-mean lineal energy �y F

Frequency-mean lineal energy (�yF) for the three Geant4-

DNA physics constructors (default, Ioannina, CPA100) as a

function of incident energy (with or without energy loss dur-

ing elastic scattering for CPA100) and for different scoring

sphere diameters is shown in Fig. 2. Figures 3 and 4 show

the corresponding distributions for the low-energy EM phys-

ics constructors “Livermore” and “Penelope,” respectively,

and for different maximum step-size limits (assuming a sec-

ondary production-cut of 11 eV). Finally, Figs. 5 and 6 show

the corresponding distributions for the “Livermore” and

“Penelope” physics constructors, respectively, when differ-

ent secondary production-cuts are chosen (no maximum

step-size limit is applied).

Geant4-DNA results obtained with any of the three

physics constructors (default, Ioannina, CPA100) are based

on TS simulations (i.e., event-by-event). As a general obser-

vation, the Geant4-DNA distributions from the different

FIG. 5. Frequency-mean lineal energy

as a function of incident electron

kinetic energy, in scoring spheres of

2 nm diameter (top left plot), 10 nm

(top right plot), 30 nm (bottom left

plot), and 300 nm (bottom right plot).

The curves are obtained using the

“Livermore” physics constructors for

different production-cuts: Red open-

squares: 11 eV cut; Blue crosses: 50 eV

cut; Blue up-triangles: 100 eV cut; Blue

stars: 500 eV cut; Blue full-squares:

1 keV cut; Blue open-circles: 5 keV cut;

Blue down-triangles: 10 keV cut. No

step-size limitation has been applied

in all cases. Note that for the top left

plot, blue squares (1 keV), open circles

(5 keV) and blue down-triangles

(10 keV) are not distinguishable.
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physics constructors show a similar trend as a function of

incident energy, and the larger the scoring volume the closer

the agreement. For example, independent of the physics con-

structor used, the maximum of �yF is found at �300 eV for

the 2 nm sphere, at �500 eV for the 10 nm sphere, at

�700 eV for the 30 nm sphere, and at �3 keV for the 300 nm

sphere. The default (“option 2”) and Ioannina (“option 4”)

constructors are in very good agreement for the 2 nm and

300 nm spheres, but less so for the 10 nm and 30 nm spheres

where differences are noticeable (although still small) reach-

ing up to about 16% for the 10 nm case and up to 11% for

the 30 nm case. The overall fair agreement between these

two physics constructors is not surprising since their inelastic

mean free paths are similar, differing mainly on the relative

contribution of ionizations and excitations.37 On the other

hand, the agreement points out to the small effect of the dif-

ferent elastic scattering models used in the two constructors

(PW in “option 2” versus SR in “option 4”). Larger devia-

tions are observed with the CPA100 (“option 6”) constructor

which compares poorly with the results from the default

(“option 2”) and Ioannina (“option 4”) constructors for the

2 nm sphere, moderately for the 10 nm and 30 nm spheres,

and fairly good for the 300 nm sphere. These deviations are

mainly a consequence of the much different inelastic cross

section models used in CPA100 (Sec. II B 3) compared to the

default (Sec. II B 1) and Ioannina (Sec. II B 2) constructor as

explained above (also consult Figs. 2 and 4 of Ref. 37).

Regarding CPA100, we may also note the strong influence

of the activation or inactivation of energy-loss during elastic

scattering (except for the largest sphere where the effect is

negligible). The use of elastic scattering without energy-loss

systematically leads to larger frequency-mean lineal energies

compared to the case where such energy losses are ignored.

This is because elastic scattering is associated with very

small energy losses given by E(1-cosh) � 1.214� 10�4

(where E is the electron incident kinetic energy and h is the

electron elastic scattering angle, see Ref. 56). Such very

small energy losses tend to decrease the frequency-mean lineal

energy when all possible values of lineal energy are averaged

over the total number of simulated electrons. For complete-

ness, we also investigated the distribution of frequency-mean

lineal energy for the CPA100 models including energy loss

during elastic scattering and calculated by scoring energy loss

due to inelastic processes (electronic excitation and ioniza-

tion) only; since energy losses during elastic scattering are

very small, the values of �yF are quasi identical to the case

where energy loss during elastic scattering is not taken into

account (not shown).

Geant4 results obtained using the low-energy EM con-

structors (“Livermore” and “Penelope”) are based on

(mixed) CH simulations. These simulations depend strongly

on the maximum step-size limit and secondary production-

cut values. In Fig. 3 (“Livermore”) and Fig. 4 (“Penelope”),

the effect of the maximum step-size limit to the frequency-

mean lineal energy is examined (fixed production-cut at

11 eV is used). In all cases, “Penelope” values are larger than

FIG. 6. Same as in Fig. 5 for the

“Penelope” physics constructor. Note

that for the top left plot, blue stars

(500 eV), blue squares (1 keV), open

circles (5 keV), and blue down-

triangles (10 keV) are not

distinguishable.
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“Livermore” values, and the results of both are systemati-

cally larger than those of Geant4-DNA. This is because CH

simulations tend to overestimate the energy deposition in

small volumes compared to TS simulations, owing to incom-

plete energy-loss straggling and the approximation that the

total energy-loss from multiple inelastic collisions is depos-

ited at a single point. As the step-size limit is reduced, the

results from “Livermore” and “Penelope” constructors tend

to approach the values obtained with Geant4-DNA (values

smaller than 0.5 nm, not shown, did not significantly improve

the results but required much longer computation times). A

comparison with the results of Fig. 2 reveals that, for the small-

est step-size limit (0.5 nm), the agreement between the CH

simulations (“Penelope” and “Livermore”) and the TS simula-

tions (Geant4-DNA) is good for the 300 nm sphere, moderate

for the 30 nm sphere, and rather poor for the 10 nm and 2 nm

spheres. Setting no step-size limitation in the “Penelope” and

“Livermore” constructors gives the worst results.

In Fig. 5 (“Livermore”) and Fig. 6 (“Penelope”), the

effect of the secondary production-cut to the frequency-

mean lineal energy is examined (no step-size limit is used).

The smallest production-cut value examined is 11 eV, com-

patible with the minimum kinetic energy down to which

electrons are tracked in the present simulations (taken as

11 eV). A comparison with the Geant4-DNA results (see Fig.

2) reveals that, for both “Penelope” and “Livermore,” reduc-

ing the production-cut improves the agreement with Geant4-

DNA. Note that in the case of the “Penelope” constructor,

production-cuts equal to or lower than 100 eV lead to identi-

cal curves since this value (100 eV) is considered in Geant4

as the low energy limit of validity of the “Penelope” models.

Finally, Figs. 7 (“Livermore”) and 8 (“Penelope”) pre-

sent the effect of the secondary production-cut on frequency-

mean lineal energy distributions, in the case where a

step-size limitation of 0.5 nm is applied. When such a strong

step-size limitation is applied, mimicking a TS (event-by-

event) approach, distributions are much less dependent on

production cut values, especially for the large diameters. The

dependence appears slightly more pronounced with the

“Livermore” models than with the “Penelope” models. The

distributions remain globally closer to Geant4-DNA values

shown in Fig. 2. In particular, both sets (“Livermore” and

“Penelope”) are slightly larger than Geant4-DNA distribu-

tions for the 2 nm, 10 nm, and 30 nm diameters, and become

similar for 300 nm. However, we must add that such simula-

tions with a strong step-size limitation induce significant

computing time penalty (of at least two orders of magni-

tude), compared to the case where no step-size limitation is

applied.

All these observations clearly support the necessity to

adopt a TS (event-by-event) approach (i.e., Geant4-DNA) to

avoid any dependence of microdosimetry results on step-size

and production-cut values (necessary to CH simulations)

which have to be set as low as possible for obtaining realistic

results with the low-energy EM constructors (“Livermore,”

“Penelope”) of Geant4.

FIG. 7. Same as Fig. 5 for the

“Livermore” physics constructor, apply-

ing a step-size limitation of 0.5 nm.
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Note that, for a spherical site of a unit density material,

the frequency-mean lineal energy (�yF) depicted in Figs. 2–8

can be directly translated to frequency-mean specific energy

for single-events (�z1F) via the relation z ¼ 0:204 y
d2 where d

must be in lm, y in keV/lm, and z in Gy.

B. Dose-mean lineal energy �y D

The dose-mean lineal energy (�yD) represents the lineal

energy with which, on average, the dose is delivered by radi-

ation in the site of interest.67 Dose-mean lineal energies for

the three Geant4-DNA physics constructors (default,

Ioannina, CPA100) and the “Livermore” and “Penelope”

constructors, as a function of incident energy and for differ-

ent scoring sphere diameters, are shown in Fig. 9. For the

CH simulations (“Livermore” and “Penelope”), a step-size

of 0.5 nm and a production-cut of 11 eV have been used,

since they were found in the previous section to yield the

best agreement with the Geant4-DNA results (see Sec.

III A). Note that the presence or absence of energy-loss dur-

ing elastic scattering in the CPA100 constructor has no visi-

ble effect on �yD obtained in “option 6.” This is a direct

consequence of the very small energy losses occurring dur-

ing the elastic process. Indeed, the dose-mean lineal energy

is calculated from the integration of the product yd(y) over y;

thus, it is not significantly affected by such small contribu-

tions. The distributions depicted in Fig. 9 exhibit the same

dependence with incident energy as in Fig. 2 and similar

conclusions can be drawn. Specifically, the default (“option

2”) and Ioannina (“option 4”) constructors are, overall, in good

agreement, while the results of the CPA100 (“option 6”) are

clearly larger for all scoring spheres examined with the differ-

ences becoming more pronounced with decreasing sphere

diameter. As expected from the results presented in Sec. III A,

both the “Livermore” and “Penelope” constructors yield �yD

values that are larger than Geant4-DNA (independent of the

physics models used) with the difference decreasing with

sphere size. It is also clear that the “Livermore” results are

closer to Geant4-DNA than “Penelope.” In particular, the

agreement between “Livermore” and CPA100 is fairly good

even for the smallest sphere (2 nm diameter).

Similarly to the frequency-mean results, the dose-

weighted lineal energy (�yD) presented in Fig. 9 may be trans-

lated to dose-weighted specific energy for single-events

(�z1D) via the relation z ¼ 0:204 y
d2 (see the Appendix).

Figures 10–13 present calculated yd(y) distributions as a

function of y for 1 keV incident electrons for all the exam-

ined physics constructors and scoring spheres. The results

are presented in logarithmic x-scale and linear y-scale, after

normalisation (as discussed in Sec. II D). The average values

of these distributions correspond to the �yD values shown in

Fig. 9. Regarding Geant4-DNA distributions, the sharp verti-

cal peaks observed on spectra correspond to discrete energy

losses (and their combination) associated with the transition

energies of the excitation levels and the binding energies of

the ionization shells, occurring when incident and secondary

electrons excite or ionize liquid water molecules (we recall

FIG. 8. Same as Fig. 6 for the

“Penelope” physics constructor, apply-

ing a step-size limitation of 0.5 nm.
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that five electronic excitation levels and five ionization shells

are considered in Geant4-DNA). Regarding “Livermore”

and “Penelope” distributions, the observed sharp peaks depend

on the maximum step size value and illustrate the limitation of

the CH approach in small volumes where the modeling of

energy loss fluctuations is not sufficiently accurate. Such sharp

peaks are not visible for the largest scoring spheres, where the

number of inelastic interactions is much larger. Clearly, with

increasing sphere size, the distributions tend to become similar,

independent of the physics constructor used. For the smallest

sphere (2 nm), the CH simulations (“Livermore” and

“Penelope” constructors) yield significantly different spectra

compared to the TS simulations (Geant4-DNA). However,

already from the 10 nm sphere, the “Livermore” spectrum

resembles the Geant4-DNA spectra. For the largest sphere

(300 nm), all physics constructors predict a sharp peak that cor-

responds to the entire electron energy (1 keV) being deposited

within the target (independent of CH or TS simulation).

While these Figs. 10–13 show global agreement

between spectra simulated using the three alternative sets of

Geant4-DNA physics models, one should keep in mind that

they exhibit different behaviors, especially at low energy.

This has already been observed in this work (see Figs. 2 and

9), but also in recent comparisons. For example,55 ranges for

electrons in liquid water simulated using the default models

are larger than ranges simulated using the “Ioannina” models

below 1 keV, due to larger electronic excitation cross sec-

tions for the “Ioannina” models. This also directly impacts

dose point kernels55 of electrons in liquid water, whereby

the default models appear more diffusive compared to

“Ioannina” models, especially at low energy (below 500 eV).

In addition, the “Ioannina” models have shown better agree-

ment than the default models with Monte Carlo simulations

(in the liquid phase) and measurements (in the gaseous

phase) of the W-value of water,54 a useful benchmark for the

relative contribution of ionization and excitation cross sec-

tions. Very recently, we have shown that the CPA100 mod-

els56,68 lead also to lower ranges and less diffusive dose

point kernels, compared to default Geant4-DNA models.

These observations tend to favor the “Ioannina” and

CPA100 models compared to default models, and still under-

lines the strong need for experimental data in liquid water

for the full validation of Geant4-DNA physics models.

IV. CONCLUSION

The different physics constructors available for track-

structure (TS) and condensed-history (CH) simulation of

low-energy electrons in Geant4 have been used to calculate

microdosimetry spectra and related quantities in liquid water.

It was shown that the low-energy electromagnetic physics

constructors (“Livermore” and “Penelope”) which enable

CH simulation in Geant4 are generally not reliable for such

calculations unless careful selection of the step-size limit

and secondary production-cut is made. With an appropriate

choice of these two parameters, fair agreement with TS sim-

ulations using Geant4-DNA may be obtained for sphere sizes

FIG. 9. Dose-mean lineal energy as a

function of incident electron kinetic

energy, in scoring spheres of 2 nm

diameter (top left plot), 10 nm (top

right plot), 30 nm (bottom left plot),

and 300 nm (bottom right plot). The

curves correspond to the different

Geant4-DNA physics constructors (see

Table I): Black circles: “option 2” con-

structor (default models); Green squares:

“option 4”constructor (Ioannina mod-

els); Purple up-triangles: “option 6” con-

structor (CPA100 models); Purple

down-triangles: “option 6” constructor

(CPA100 models with de-activated

energy-loss in elastic scattering); Blue

open-circles: “Livermore” constructor;

Blue open-squares: “Penelope” construc-

tor. In both “Livermore” and “Penelope”

a step-size limit of 0.5 nm and a second-

ary production-cut of 11 eV have been

used.
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FIG. 10. Examples of yd(y) versus y distributions presented in logarithmic x-scale and linear y-scale, obtained for 1 keV incident electrons and a 2 nm diameter

scoring sphere. Top row: left plot corresponds to “option 2” constructor (default models), center plot to “option 4” constructor (Ioannina models) and right plot

to “option 6” constructor (CPA100 models). Bottom row: left plot corresponds to “Livermore” constructor and right plot to “Penelope” constructor, using a

step-size limit of 0.5 nm and a secondary production-cut of 11 eV. In the plots, the area delimited by two values of y corresponds to the fraction of dose

absorbed in that range of lineal energy.

FIG. 11. Same as Fig. 10 but for a 10 nm diameter scoring sphere.
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as small as a few tens of nanometer. In contrast, the Geant4-

DNA constructors (default, Ioannina, CPA100), which

enable TS simulation down to about 10 eV (or lower), are

best-suited for such tasks and do not require any additional

settings. Among the three Geant4-DNA constructors, the

CPA100 exhibits the largest discrepancies, especially for the

smaller targets examined (in the 1–10 nm range) owing

(mainly) to the significantly different inelastic scattering

FIG. 12. Same as Fig. 11 but for a 30 nm diameter scoring sphere.

FIG. 13. Same as Fig. 12 but for a 300 nm diameter scoring sphere.
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model used. Finally, a new “microyz” example is discussed

that could be useful for users interested in the simulation of

such microdosimetry quantities using Geant4-DNA.
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APPENDIX: DEFINITION OF MICRODOSIMETRIC
QUANTITIES

Fundamentals of microdosimetry are fully described by

Kellerer in Ref. 69, which the reader is invited to consult for

further detail. We present here the definition of the two sto-
chastic quantities that we use in this work:

• the lineal energy y is defined as the ratio e=�l where e is

the deposited energy by a single particle track (also called

“single event”70) in the probe volume (or site) of mean

chord length �l. For a convex volume V of surface

S; �l ¼ 4V=S. Thus, for a spherical probe, �l ¼ 2d=3 where

d is the sphere diameter. y is usually expressed in keV/lm.
• the specific energy z is defined as the ratio e=m where m is

the mass of the probe site z is usually expressed in Gy.

In the case where only one incident particle is considered,

lineal energy and specific energy are related quantities: for a

spherical site of a unit density material z ¼ 0:204 y
d2 where d

is expressed in micrometers, y in keV/lm and z in Gy.

In this work, microdosimetry spectra simulated using

Geant4-DNA are also quantified by means of the following

non-stochastic quantities:

• the frequency-mean lineal energy �yF ¼
Ð1

0
yf ðyÞdy,

where f ðyÞ is the probability density function of lineal

energy y; �yF is the first moment of y;
• the dose-mean lineal energy �yD ¼ 1

�yF

Ð1
0

y2f ðyÞdy

¼
Ð1

0
ydðyÞdy, where dðyÞ ¼ yf ðyÞ=�yF is defined as the

dose-weighted probability density function of lineal

energy and reflects the fact that higher lineal energies

deposit a higher dose;71 �yD is the second moment of y
divided by its first moment;

• the frequency-mean specific energy for a single event

�z1F ¼
Ð1

0
zf1ðzÞ dz, where f1ðzÞ is the probability density

function of specific energy z normalized to a single event;

�z1F is the first moment of z;
• the dose-mean specific energy for a single event

�z1D ¼ 1
�z1F

Ð1
0

z2f1ðzÞdz ¼
Ð1

0
zd1ðzÞdz, where d1ðzÞ ¼

zf1ðzÞ=�z1F is defined as the dose (“or weighted”) probabil-

ity density function of specific energy normalized to a sin-

gle event; �z1D is the second moment of z divided by its

first moment;

Thus, y distributions apply to single events, while z distri-

butions apply to single or multi events. Note that these proba-

bility density functions all satisfy the normalization relation,

ð1

0

f ðyÞdy ¼
ð1

0

dðyÞdy ¼
ð1

0

f1ðzÞdz ¼
ð1

0

d1ðzÞdz ¼ 1:

In the case of uniform microscopic volumes exposed to a

large number of events in a uniform radiation field, the

absorbed dose D is obtained through the frequency-mean

specific energy �zF for multi events

D � �zF ¼
ð1

0

zf ðzÞdz;

and can also be estimated from the mean number of events �v

D ¼ �v � �z1F:
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