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Abstract

The main objective of this research is to demonstrate that information theory, and
specifically the concept of mutual information (MI) can be used to predict the maximum
target recognition performance for a given radar concept in combination with a given set of
targets of interest. This approach also allows for the direct comparison of disparate
approaches to designing a radar concept which is capable of target recognition without
resorting to choosing specific feature extraction and classification algorithms. The main
application area of the study is the recognition of fighter type aircraft using surface based

radar systems, although the results are also applicable to airborne radars.

Information theoretic concepts are developed mathematically for the analysis of the radar
target recognition problem. The various forms of Ml required for this application are derived
in detail and are tested rigorously against results from digital communication theory. The
results are also compared to Shannon’s channel capacity bound, which is the fundamental

limit on the amount of information which can be transmitted over a channel.

Several sets of simulation based experiments were conducted to demonstrate the insights
achievable by applying MI concepts to quantitatively predict the maximum achievable
performance of disparate approaches to the radar target recognition problem. Asymptotic
computational electromagnetic code was applied to calculate the target’'s response to the
radar signal for freely available geometrical models of fighter aircraft. The calculated target
responses were then used to quantify the amount of information which is transmitted back
to the radar about the target as a function of signal to noise ratio (SNR). The information
content of the F-14, F-15 and F-16 were evaluated for a 480 MHz bandwidth waveform at
10 GHz as a baseline. Several ultra-wideband (UWB) waveforms, spanning 2-10 GHz, 10-
18 GHz and 2-18 GHz, but which were highly range ambiguous, were evaluated and

showed SNR gains of 0.5-2 dB relative to the baseline.

The effect of sensing the full polarimetric response of an F-18 and F-35 was evaluated and
SNR gains of 5-7 dB over a single linear polarisation were measured. A Boeing 707 scale
model (1:25) was measured in the University of Pretoria’s compact range spanning 2-18
GHz and gains of 2 dB were observed between single and dual linear polarisations. This
required numerical integration in 8004 dimensions, demonstrating the stability of the Ml

estimation algorithm in high dimensional signal spaces.

The information gained by including the difference channel signal of an X-band monopulse
radar for the F-14 data set was approximately 3 dB at 50 km and increased to 4.5 dB at 2
km due to the increased target extent relative to the antenna pattern. This experiment
necessitated the use of target profiles which were matched to the range of the target to

achieve maximum information transfer.

Experiments were conducted to evaluate the loss in information due to envelope
processing. For the baseline data set, SNR losses in the region of 7 dB were measured.
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Linear pre-processing using the fast Fourier transform (FFT) and principal component
analysis (PCA), before envelope processing, were compared and the PCA algorithm

outperformed the FFT by approximately 1 dB at high Ml values.

Finally, the expression for multi-target Ml was applied in conjunction with Fano’s inequality
to predict the probability of incorrectly classifying a target. Probability of error is a critical
parameter for a radar user. For the baseline data set, at P(error) = 0.001, maximum losses
in the region of 0.6 to 0.9 dB were measured. This result shows that these targets are

easily separable in the signal space.

This study was only the proverbial “tip of the iceberg” and future research could extend the
results and applications of the techniques developed. The types of targets and
configurations of the individual targets could be increased and analysed. The analysis
should also be extended to describe effects internal to the radar such as phase noise,
spurious signals and analogue to digital converters and external effects such as clutter and
multipath. The techniques could also be applied to quantify the gains in target recognition
performance achievable for multistatic radar, multiple input multiple output (MIMO) radar
and more exotic concepts, such as the fusion of data from multiple monostatic microwave

radars with multi-receiver multi-band passive bistatic radar (PBR) data.
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1 Introduction

Radar systems are the only sensors which can detect targets at long ranges and in any
weather conditions. This property makes radar systems invaluable in several military and
commercial applications, such as the detection and tracking of aircraft as well as satellites.
In most applications of radar the ability to classify or recognize the targets of interest will
enhance the situational awareness and decision making capability of the users of the radar

system.

Due to the fact that clutter and multipath effects increase the complexity of the analysis for
surface based targets, this study will focus on airborne targets, in scenarios where the
clutter and multipath can be minimized by the radar's antenna pattern. This scenario is
often referred to as “blue sky” by radar designers. Once techniques have been developed
for the “blue sky” scenario, the insight and techniques which have been developed can be

applied to extend the analysis to the cases where clutter and multipath effects are present.

The following sections define the non-cooperative target recognition (NCTR) problem and
its context as well as describing the recognition process from a radar point of view and a

theoretical point of view.

1.1 Problem Definition

Modern ground-based and airborne radars are all-weather sensors that are capable of
detecting airborne targets at ranges in excess of 200 km. The military, and to a lesser
extent civilian, utility of such radars will be greatly increased if the radar can automatically
determine the class or identity of the detected target. Non-cooperative target recognition
(NCTR), is an active field of research that attempts to address this problem. No reliable
solution to the problem, which allows for the recognition of all airborne targets, in all
scenarios, has as yet been reported in the open literature. Some techniques, such as
inverse synthetic aperture radar (ISAR), jet engine modulation (JEM) and helicopter blade
modulation (HBM) have however been demonstrated in realistic scenarios. These
algorithms often do not identify the exact aircraft, but group the targets into classes which
have similar characteristic signatures. Some of the algorithms (e.g. JEM) are also only
valid for a restricted set of target aspect angles. Due to the expense of obtaining measured
data sets containing large numbers of targets, the performance of the algorithms is often
simulated, or reported for a relatively small number of targets. Most of the literature on
radar target recognition is based on the application of a feature extraction function followed
by a classifier, which usually has to be trained. Many of these studies are based on
measured data which limits the ability to predict the performance of an algorithm to the

noise and distortion levels of the recorded target data.

The open literature does not contain any reports of radar systems which have been

designed with NCTR as the radar’s primary function. There is also a distinct lack of theory
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regarding the prediction of NCTR algorithms’ performance, which implies that a radar
system cannot be designed or optimized for a specified level of target recognition
performance. The current mindset to improving a radar’s recognition performance involves
an increase in its native resolution, in one or more of the dimensions in which it is able to
sense a target. During the design phase of a radar system a designer’s insight would be
improved if theoretical and analytical techniques were developed which could address the

following problems:
1. Whether NCTR is fundamentally possible in a given radar system.
2. What level of NCTR is possible (e.g. classification or identification).

3. How to predict the limit of NCTR performance if the system parameters and targets

of interest are known.

The designer of the radar system requires techniques for predicting the recognition
performance of a radar sensor during the design stage of the system. Insight into the
interaction between the sensor and the recognition algorithm is a prerequisite for optimizing
the overall system with regards to its recognition function. Before the detailed design of the
radar is commenced upon, it is necessary for the design team to be able to compare
various preliminary designs against one another. Analysis tools that enable designers to
make tradeoffs between system concepts based on recognition performance could lead to

radical departures from accepted norms in radar design principles.

Several new radar architectures and related processing techniques are currently emerging
from radar research laboratories around the world under the broad grouping of Multiple
Input Multiple Output (MIMO) radar. This grouping is a generalisation of older architectures
such as bistatic and multistatic radars. If the correct analysis tools can be applied to such
concepts to show that they exhibit the potential for significant improvement in recognition
performance over monostatic systems, the development cost of such systems could be
justified.

A set of theory that allows for the analysis and fair comparison of disparate radar systems
in the abovementioned scenarios would thus allow designers to compare conceptual radar
designs. If absolute performance bounds can be found which are impossible to exceed
then the radar designer can use these to ascertain how far away the performance of

proposed NCTR algorithms are from the maximum achievable level of performance.

1.2  Generalized Radar NCTR System

Most researchers interested in improving the recognition performance of a radar-based

NCTR system focus on the recognition algorithm. The most important question is actually

whether or not the returns from a target are classifiable in the first place. The next question

would pertain to how the returns are altered by mechanisms internal to the radar, and its

design parameters. The next step would be to consider the internal and external

subsystems to the radar which support the recognition function. It is thus important to
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realize that the recognition performance of a radar-based NCTR system could be mediocre
on a system level as a side effect of having neglected the subsystems and functions which
are necessary to support the recognition function, despite having developed a recognition
algorithm with extremely high levels of performance during initial testing phases. Some of
these functions might not reside in the physical radar system, but exist in its external
environment. Support systems can be disparate and examples range from equipment and
software for the characterisation of potential targets to the training of the radar operators
and the development of military doctrine. Figure 1.1 is a diagrammatic representation of a
generalized radar based recognition system which indicates the elements which would
influence the recognition performance as well as elements which would be responsible for
the definition of metrics for adequate recognition performance for higher level systems
such as a Threat Evaluation and Weapons Assignment (TEWA) system or the command

and control system.

Rules of Command and Military Strategy and
Engagemant Control doctrine
]
Radar System Environment &
Operators Hardware Propagation Target
Recognition
TEWA Algorithm
Weapons Database of
Systems Targets
Electromagnetic Measurements of
Modelling Targets

Figure 1.1: Simplified system context diagram showi ng the external environment in
which the radar based recognition algorithm operate s for a military

application.

It should be noted that the purpose of this figure is to provide an overview of the system - it
is not a rigorous representation of the system and the environment within which it exists
and interacts with other entities. It should also be noted that many of these components are
interdependent and that most of the links between the components are bidirectional. For

example, if NCTR becomes available in a radar system, the command and control strategy
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might be updated, which in turn could lead to a different set of requirements being placed
on the NCTR function.

In the figure the target database is shown as a separate entity to the recognition algorithm.
In some cases these two components could be merged, for example when template
matching is used to compare the radar's received signal to the signals stored in the
database. In other cases, such as trained classification algorithms, the data base is
implicitly included in the classification algorithm in the training step of the classifier. It is
also not required that the whole database be available in a radar at a specific time as the

threat targets could vary depending on the scenario.

This figure also highlights the fact that a successful NCTR system requires technical
support from a support organisation that is competent in radar and radar-related fields such
as the electromagnetic simulation of target signatures as well as the measurement of target

signatures for the creation of the recognition database.

The radar system, the electromagnetic environment and the physical properties or
characteristics of the target all contribute to the generation of a set of signals, received by
the radar, which can be exploited for recognition purposes. The main focus of this study will
be the analysis of the amount of information which a set of received signals conveys to the
radar system about the class of target or the identity of the target being illuminated by the

radar.

It should be noted that this study will not address techniques for the fusion of data from

multiple radar systems or other sensor types such as optical imaging sensors.

1.3  Recognition Process

It is necessary to define the nomenclature relating to the various processing stages
required in a radar target recognition system from a radar point of view as well as a

theoretical point of view.

1.3.1 Radar Recognition Process

Two acronyms for the recognition of radar targets using automated techniques have
developed over time. The first term is: “automatic target recognition” (ATR) which is used
for air-to-ground scenarios such as synthetic aperture radar (SAR). The second term is
“non-cooperative target recognition” which is used for ground-to-air and air-to-air scenarios.
The remainder of this document will use the term NCTR as the research deals with the

recognition of airborne targets.

According to Cohen, in Chapter 12 of [Long1992], the NCTR process can be seen as
consisting of five functional blocks within the radar. These functions, which will be

discussed in this section, are shown in the flow chart in Figure 1.2 below.
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Detection » Discrimination » Preclassification » Classification » |dentification
Distinguish signals Distinguish signals Only pass targets of Determine class Determine specific
from noise. from clutter. interest. membership. platform type.

(e.g. Helicopter/fixed (e.g. F-15 vs. MiG 29)
wing)

Figure 1.2: Functions which comprise the recognitio n process, after [Long1992].

Detection is the most fundamental level of the recognition process. It deals with the
problem of distinguishing a target from thermal noise. Classical optimum detection theory is
well developed, and can be applied in most design problems, except in cases where it is
necessary to reduce the false alarm rate to effectively reduce the processing load on the
recognition system. Discrimination is defined as the process of distinguishing potential
targets from the surrounding clutter. This process is responsible for reducing the number of
potential targets which are presented to higher levels of the recognition system, to reduce
throughput requirements and ensure good recognition performance. An example of a
discriminatory process is the classical moving target indication (MTI) technique. In some
cases it is necessary to perform discrimination before detection, and in some cases the two

functions are merged.

The function of pre-classification in a recognition system is to exclude from further
consideration, those targets which pass the detection and discrimination stages, but which
were not of sufficient interest to be passed on to the classification and identification
algorithms. This process is also referred to as “alien separation”. For example, in a
scenario in which the classification/identification algorithms have been trained to identify
specific fixed wing military jet aircraft, slow targets such as moving ground vehicles and

small propeller aircraft will be discarded by the pre-classifier.

Classification describes a process whereby the remaining targets are characterized as
belonging to a certain class of vehicles, such as helicopter, fixed wing etc. In this case the
physical attributes of the target play an important role in that they are usually the means by
which targets can be grouped. The radar has to be able to measure these attributes in
terms of commonalities and differences accurately to ensure the correct grouping of a
target. Classification is thus the process of determining the nature of a potential threat, and

possibly whether it is friendly or not.

Identification is the final and most difficult stage of the recognition process. The goal is to
identify the specific platform as, for example, either an F-15 or a MIG-29. The algorithms
used for this stage are similar to those used in the classification section, as both types of
algorithms are trained on a representative subset of the targets of interest. In most cases
some set of features is used to represent the targets and use is made of clustering, pattern
recognition, or artificial intelligence techniques to determine the proper declaration. The
ultimate goal of identification in the air defence scenario would be to identify the exact
aircraft, down to its serial number. If this can be achieved, then the intention of the pilot can
often be inferred. Once this decision has been made the target is referred to as “friend”,
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“foe” or “neutral”. In some literature, the identification of a specific aircraft is referred to as

recognition, thus adding an extra function after classification.

More recently, extra terms have been added to discriminate between variants of a single
target and variations of a single target's configuration. The terms “characterisation” and

“finger printing” are used to describe this type of discrimination [BlacknellGriffiths2003].

From the above description, it can be seen that the recognition process forms a

hierarchical pyramid with an increasing level of certainty about the identity of target.

1.3.2 Theoretical Fields of Study Required for the ~ Radar Based
NCTR Process

This section introduces some of the theoretical fields of study which underpin NCTR.

Figure 1.3 below shows a conceptual diagram of the recognition process in a radar system.

RF Interrogation
- — Radar .
Electromagnetic = e— Recognition
Target : Measurement Observables Target ID
Interaction System — System
RF Observables Y

Figure 1.3: Conceptual target recognition process.

The radar system transmits a set of waveforms to interrogate the target in the
electromagnetic domain. These waveforms interact with the target geometry, are then
reradiated and consequently observed by the radar system. The radar system applies
signal processing techniques to convert these measurements into observables which are

then passed to the recognition system.

Most published NCTR techniques encompass some or all of the above processes, but the
focus is often on the identification sub-system, which is described mathematically by the
field of pattern recognition. This is due to the fact that the purpose of an NCTR algorithm is
to match some set of measurements of a target to some set of stored parameters for each
possible target. If the measurements match the stored parameters to within a certain
measure of closeness then the target can be identified. The main processes contained in

pattern recognition, and their purposes are shown diagrammatically in Figure 1.4 below.

The “Measurement of observables” process entails the measurement of some form of raw
data. In a radar application it would entail measuring a set of parameters pertaining to a
single target which can be sensed by the radar. “Feature extraction” is the process of
projecting the multidimensional measured data set onto a subspace of a smaller dimension
than the original data set. “Classification” is the process of creating a set of boundaries in
the feature space. The “Recognition” process is responsible for assigning a class type to

each of the sets defined in the classification step.
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space. lower dimensional feature space.

space.

Figure 1.4: Generic pattern recognition block diagr ~ am.

A large body of knowledge exists in the open literature pertaining to feature extraction
techniques, but often the designer will have to develop a new feature extraction technique
for the problem at hand. Pattern recognition is an established field rooted in statistical
decision theory [Duda2001]. The aim of the pattern recognition system is usually to

minimize the probability of error, or to minimize the average cost of an error.

1.4  Information Theory

Information theory is the field of study which mathematically formalizes the relatively vague
concepts of a “message” and the amount of “information” the message contains. The field
came into being when Claude Shannon published his paper titled “A mathematical theory
of communication” in 1948 [Shannon1948]. Shannon realized that the content of a
message being communicated was uncoupled from the representation of that message.
This realization ushered in the “digital age” underpinned by the idea that all information can
be represented as zeros and ones. Shannon studied the amount of information contained
in random variables and defined two limits: the data compression limit which predicts the
minimum data representation limit for compression algorithms and the data transmission
limit which predicts the maximum rate at which error-free transmission of data can be
achieved. The data compression limit is defined by the entropy of a random variable which
is a measure of the uncertainty of its outcomes. The transmission limit is called the
“channel capacity” and is based on the definition of “mutual information”, which is the
reduction in the uncertainty (entropy) of a random variable due to the observation of
another random variable. Mutual information (MI) is a more general measure of the
dependence between two random variables than most commonly used measures such as
the correlation coefficient and other low order joint moments. The quantitative measure of

the information, in bits (binary digits), provided about the event x=a, by the occurrence of
the event y =D, is given by the logarithm of the ratio of the a posteriori probability to the a

priori probability of a, as follows [Gallager1968]
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Pav (ac b))

Ixy (ak;bj)=|092m’

(1.1)

where X ={a,,...,a,} and Y ={b,,...,} are the sample spaces associated with a,

and b, respectively. P(a) is the standard function mapping an event, a, to its associated

probability. Note that mutual information can be denoted using a semicolon, a colon or a
comma, but use will be made of the semicolon notation in this thesis. The mean value of

this expression is called the “average mutual information” and is given by:

J Py (ak |bj)

1(X;Y)= Py (ak,bj)logzw. (1.2)

K
k=1 j=1

It will be shown in Chapter 4 that | (X;Y) = 0 and that it attains the value of zero only if

X and Y are statistically independent. In this case the two variables do not depend on
each other in any way, so there is no information to be gained about the one by observing
the other.

If X is the input to a channel, and Y is its output, then the capacity, C, of this channel is
defined as the maximum mutual information over all possible choices of the input

probability distribution:

= Mmax :
C nay I (X,Y), (1.3)
and is measured in bits per channel usage. This is the maximum rate at which error free
communication is possible over the channel. Channel capacity gave communication
engineers a limit to benchmark their data transmission systems against and has in turn led
to the development of technologies for high speed digital data transmission over wired and

wireless media as well as technologies for digital data storage.

1.5 Aims and Objectives

The main objective of this research is to demonstrate that information theory, and
specifically the concept of mutual information, can be used to compare the recognition
performance of disparate approaches to designing a radar concept which is capable of
target recognition without resorting to choosing specific feature extraction and classification
algorithms. To this end it is necessary to develop a good understanding of the
mathematical principles underpinning information theory, as well as the theory describing
the interaction of the transmitted radar pulse with the target and the ways in which the
radar can sense and exploit this interaction to classify or recognize the target. Once the

mutual information has been calculated, it can be compared to the Ml for various other
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recognition options, or use can be made of Fano's inequality [Fano1961, Cover2006] to
estimate the probability of error, which, in this case is the probability of incorrectly

assigning a received signal to a specific target orientation and/or type of target.

1.6 Contributions

The main novel contribution of this thesis is the development of a technique for
characterising the maximum achievable amount of information, specifically the mutual
information, which can be extracted from high range resolution profiles of an airborne
target for a specific radar waveform in the presence of additive white Gaussian noise. The
most important quality of this information is that it directly determines the maximum
achievable probability of correct classification (or lowest probability of error), through
Fano’s inequality, for the given set of signals and for a given signal to noise ratio. It is

impossible to design a classifier that achieves better performance than this upper bound.

Determination of the information content of different sets of signals also allows for the
comparison of the amount of information which can be extracted from a target for various
waveforms, or the comparison of the amount of information which can be extracted from
various types of targets. In the latter case this can be converted to a probability of making a
misclassification error between different targets. This error represents the lowest possible
error probability which can be achieved for the specific radar waveform and thus serves as
a benchmark for future researchers working on the development of target recognition

systems and/or algorithms.

The calculation and comparison of the information content was demonstrated for three
fighter targets in the paper titled “Evaluation of the information content of wideband and
ultra-wideband radar returns from an F-14, F-15 and F-16 using asymptotic
electromagnetic techniques”, in which it was shown that for the specific aircraft models, the
F-15 required an increase in signal to noise ratio of approximately 3 dB to reach the same
level of recognition performance. The amount of information which could be extracted from
these three targets was also compared for disparate designs of high range resolution
waveforms, and it was shown that surprisingly little information was lost if use is made of
frequency stepped waveforms which are ambiguous in range. The paper titled “On the gain
in recognition performance due to the addition of polarisation in an X-band High Range
Resolution radar evaluated for F-18 and F-35 targets using asymptotic EM techniques”
extended the technique to radars which can sense the full polarisation matrix and showed
that signal to noise ratio gains in the region of 5 dB are achievable for full polarisation over
a single linear polarisation. In this thesis the polarisation based performance improvement
was also characterised for measurements of a 1:25 scale model of a Boeing 707 measured
in a compact range, thus demonstrating the applicability of the information content

estimation algorithm to measured data sets.
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The above examples made use of the complex valued returns from the target and thus
defined the absolute maximum classification performance which could be achieved. The
second contribution was the modification of the abovementioned technique, for the
estimation of the information content, which allowed for the effect of envelope processing
on the information content to be characterised. It was shown that this very standard
processing in a radar’s signal processor can lead to a loss in signal to noise ratio required

for the same level of recognition performance of approximately 7 to 9 dB.

All the examples above were focussed on the comparison of the amount of information
which could be extracted from a single target. The third contribution was the extension and
demonstration of the information estimation technique for the estimation of the probability
of misclassification between various targets. It was shown that losses on the order of 0.5 to
1 dB can be expected if the classification algorithm is required to classify between three

targets.

In all cases the rigorous derivations of expressions for mutual information have been

included for the benefit of future researchers in this area.

1.6.1 Publications

The following publications were generated during this research:

« J.E. Cilliers, J.C. Smit, A. McDonald, C. Baker & K. Woodbridge, Evaluation of the
information content of wideband and ultra-wideband radar returns from an F14,
F15 and F16 using asymptotic electromagnetic techniques, IET International Radar
Conference, 2012

« J.E. Cilliers, J.C. Smit, C. Baker & K. Woodbridge, On the gain in recognition
performance due to the addition of polarisation in an X-band High Range
Resolution radar evaluated for F-18 and F-35 targets using asymptotic EM
techniques, 2015 IEEE Radar Conference (RadarCon), 2015, pp. 1296-1299

« J.E. Cilliers, J.C. Smit, C. Baker & K. Woodbridge, On the information gain
obtainable by exploitation of the monopulse difference channel for an X-band high
range resolution radar evaluated using asymptotic EM techniques, IEEE Radar
Conference (Johannesburg), 2015, pp. 533-538

e J. Cilliers, J. Steyn, J. Smit, C. Pienaar & M. Pienaar, Considering CAD Model
Accuracy for Radar Cross Section and Signature Calculations of Electrically Large

Complex Targets, International Radar Conference, 2014

« J.E. Cilliers & J.C. Smit, On the trade-off between mainlobe width and peak
sidelobe level of mismatched pulse compression filters for linear chirp waveforms,
EuRAD Radar Conference, 2009, pp. 9-12
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« J.C. Smit, J.E. Cilliers & E. Burger, Comparison of MLFMM, PO and SBR for RCS
investigations in radar applications, IET International Conference on Radar
Systems (Radar 2012), pp. 1-5

 F. Maasdorp, J. Cilliers, M. Inggs & C. Tong, Simulation and measurement of
propeller modulation using FM broadcast band commensal radar, IET Electronics
Letters, 2013, vol. 49, no. 23, pp. 1481-1482

e F. Maasdorp, J. Cilliers, M. Inggs & C. Tong, FM band commensal radar
technology used for the detection of small aircraft and the measurement of
propeller modulation, 2015 IEEE Radar Conference (RadarCon), pp. 664-668

1.7  Thesis Layout

The rest of this document is structured as follows: Chapter 2 is a high level overview of the
electromagnetic theory which describes the interaction between the signal transmitted by
the radar and the target. The aim of this chapter is to start with the underlying
electromagnetic theory and from this to develop a list of target attributes which can be
sensed by the radar. Chapter 3 gives an overview of various techniques, based on the
discussion in Chapter 2, which other researchers have applied to the problem of radar
target recognition. This summarises the context for the research in this study as well as
giving some examples from the literature related to the problem of radar target recognition
and approaches to solving it. Chapter 4 is a theoretical development of the information
theoretic concepts required for the analysis of the radar target recognition problem and
concludes the background material required for this study. This chapter is intended as an
introduction to the field of information theory and focuses on the development of the theory
required to define mutual information. Two non-standard examples are developed to show
the interplay between entropy and mutual information. These examples were also chosen
to show that mutual information is a more general measurement the correlation between
random variables than standard techniques such as correlation coefficients. Based on the
theory in Chapter 4, Chapter 5 gives detailed derivations of various forms of mutual
information which will be required for the analysis of radar recognition problems. The aim is
to derive the expressions for mutual information in enough detail that future researchers
will be able to verify the final expressions. Where possible, the mutual information results
are verified against standard results in the literature. These results are usually from digital
communications theory as this is the area in which information theory was originally

developed and has driven the achievable performance since its inception.

The next seven chapters present the results for various analyses which were conducted.
Chapter 6 presents an overview of the various experiments which were conducted in the
next six chapters and gives the types of targets used for each experiment. Chapter 7
focuses on the analysis of point scatterer type targets and the results are compared to the

Shannon bound and optimal waveforms as an extra verification. In Chapter 8 the results of
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MI analyses for three fighter targets are presented. Use is made of freely available
computer aided design (CAD) models for the F-14, F-15 and F-16 fighter aircraft as
examples of more realistic targets. The RCS of these targets is calculated using a
computational electromagnetic computation (CEM) package which makes use of
asymptotic EM techniques. The targets are analysed over a 480 MHz bandwidth at X-band.
Chapter 9 extends this analysis for the same targets by making use of ultra-wideband
waveforms in an attempt to extract more information about the target. These waveforms
span the 2-18 GHz band. Chapter 10 extends the analysis to multi-channel radar receivers.
The gain achievable from polarisation for the F-18 and F-35 CAD models is analysed.
Measurements made of a 1:25 scale Boeing 707 model, in the University of Pretoria’s
compact range, are also analysed over a 2-18 GHz frequency span. This analyses also
showed that the MI calculation techniques are valid for very high dimensional problems as
the highest dimension required for the 707 data was 8004. Lastly the extra information
which can be gleaned from the difference channel of a monopulse radar is analysed for the
F-14 model. All the preceding results were calculated using the complex valued target
profiles. Chapter 11 presents the effect of envelope processing on the amount of data
which can be extracted from the target return. The effect of linear pre-processing before
calculating the envelope is also analysed. Chapter 12 makes use of Fano’s inequality to
calculate the probability of error from the mutual information results for the F-14, F-15 and
F-16. This concludes the results section and shows how the mutual information can be
converted into a radar performance parameter which is important to the radar user. The
results chapters show the applicability and insights achievable by applying the mutual
information concepts to disparate approaches to the radar recognition problem. Chapter 13

presents the conclusions as well as discussing concepts for further research in this field.
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2 Interaction of the Electromagnetic Field with a

Target

To recognize an unknown target, the only physics which a radar designer can exploit is the
interaction between the electromagnetic (EM) field produced by the radar and the target
that is being interrogated. In most cases of interest, this interaction is of sufficient
complexity to render it mathematically intractable even for a single frequency and single
aspect angle. The normalised echo returned from the target to the radar is scaled by a
factor known as its radar cross section (RCS). The RCS of a target is a function of the
radar's frequency, bandwidth and polarization as well as the shape of the target, its
orientation relative to the radar and the materials from which it is constructed. At
microwave frequencies the RCS is highly dependent on the geometry of the target, and
can thus also be influenced by changes in the target structure due to its interaction with the
atmospheric turbulence, manoeuvre induced flexing, moving control surfaces and external
stores. The illuminating and received signal can also be a function of the radar-target

geometry, especially in cases where multipath can be encountered.

This section summarises the various scattering mechanisms and applicable
electromagnetic theorems and is concluded by a discussion of electromagnetic
phenomena which a radar could sense to enable recognition of an aerial target. The
discussion of the EM phenomena is at a conceptual level and the reader is referred to
standard texts such as [Knott2004] and [Jenn2005] for an in-depth discussion of RCS and

techniques for the calculation thereof.

2.1  Electromagnetic Mechanism for Scattering

The radar is designed to transmit EM energy, usually in the form of a time limited pulse via
its antenna. This energy propagates through the earth’s atmosphere and is reflected from
targets of interest as well as other objects in the environment which are not of interest to
the radar, such as ground clutter. The reflected energy is converted by the radar’'s antenna
to a signal which can be analysed by the radar’s signal processor. The characteristics of
the received signal, such as its amplitude and Doppler shift ar