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Abstract 

Redox-based resistive random access memory has the scope to greatly 

improve upon current electronic data storage, though the mechanism by which 

devices operate is not understood completely. In particular, the connection 

between oxygen migration, the formation of conductive filaments and device 

longevity is still disputed. Here, I used atomic force microscopy, scanning 

electron microscopy and x-ray photoelectron spectroscopy to characterise the 

growth of filaments and the movement of oxygen in silicon-rich silicon oxide 

memory devices. As such, I was able to establish some of the chemical and 

structural differences between states of different resistance, which would 

correspond to binary data storage states. The oxide active layer is reduced 

simultaneously to the appearance of surface distortion and volumes of high 

conductivity in an otherwise-insulating material. These results support the 

established model of a resistance switching mechanism that relies on the 

migration of oxygen ions under an electrical bias, forming conductive pathways 

in the switching material. Notably, I demonstrate a reduction in the active layer 

stoichiometry as a result of electrical stress and show for the first time the 

presence of multiple filamentary growths in three dimensions in an intrinsic 

switching material. In addition, I have proven the efficacy of an extension to the 

method of profiling conductivity variations in insulators in three dimensions 

using conductive atomic force microscopy. However, in this case my findings 

conflict with the status quo of this methodology. In particular, I demonstrate that 

the measurement process significantly affects the scanning probe, leading to 

the likelihood of data inaccuracy. This highlights the needed for further 

development of the technique and careful analysis of the data obtained. 
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1. Introduction 
1.1 Electronic memories and switching 

Electronic memories are vital to modern technology. There is an ever-increasing 

demand for larger data storage volumes in smaller packages and a drive toward 

ensuring that new components are adequately efficient and reliable to meet 

technological advances.[1] To store electronic data long-term, memory devices must 

be non-volatile, retaining information after their power source is removed. The state-of-

the-art is currently flash memory, fabricated in high-density device arrays with 

fabrication costs kept low by using silicon as a base material.[2] 

Flash is based on field-effect transistor technology, storing information via trapping and 

removing electrons from a thin conductive layer between a gate and channel.[3] This 

layer is known as the floating gate and is insulated from the device terminals, as shown 

in Figure 1.1. Charge stored on the floating gate creates a field that opposes normal 

operational gate voltages, raising the threshold voltage of the channel. Thus, the 

floating gate charge is used to set the transistor into different operational states, such 

as ‘on’ and ‘off’, or ‘1’ and ‘0’. 

 
Figure 1.1. Schematic of a flash memory cell.[3] As with standard single-gated 

transistors, a voltage applied to the control gate opens a conductive channel 

between the source and drain. However, in a flash cell, electrons can be trapped on 

the floating gate by applying a field between the control gate and drain. Thus, the 

threshold voltage of the device is increased and its state set to ‘1’. A high voltage at 

the source facilitates electron tunnelling through the tunnel oxide when the other 

terminals are grounded, setting the device to ‘0’. 

To meet the continuing demand for more highly-integrated consumer technologies, the 

size of individual memory elements must decrease. However, through improvements in 

fabrication methods, flash memory has steadily been approaching its miniaturisation 

limit.[4] In fact, semiconductor component sizes have been decreasing since the 

advent of the first integrated circuit. In 1965, Gordon Moore quantified the rate of 

device shrinkage and discussed its implications for technology.[5,6] He predicted that 
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integrated circuit component density would double every 18 months, a trend that 

allowed for affordable home and mobile computing. However, he also predicted 

complications with packing more components into smaller spaces. Namely, reliability, 

heat dissipation, fabrication, yield and cost would become increasingly problematic with 

decreasing device size. However, “Moore’s Law,” has held true to the present day, with 

successive device generations building upon one another to overcome these issues. 

Flash memories are based on transistor technology and are thus subject to Moore’s 

Law. In particular, the thickness of individual layers such as the tunnel oxide is 

reduced. For a consistent voltage, this greatly increases the strength of the electric field 

across the layer. As such, the risk of electrical breakdown is higher in smaller devices 

and can result in short-circuiting and irreparable damage.[7,8] As insulating layers in 

flash devices approach and progress below 8 nm, there is a significant increase in 

‘leakage’ currents and so the device reliability is reduced.[9] Therefore, new types of 

memory must be developed to enable further technological progress. One proposed 

alternative to flash is resistive random access memory (RRAM). 

RRAM devices store information through physical changes in a thin film rather than 

charge trapping. Such devices are non-volatile and offer improved efficiency over flash, 

having shown faster switching times, lower power consumption and the potential for 

integration into highly-scalable, three-dimensional memory architectures.[4,10,11] 

Most generally, RRAM devices exploit the phenomenon of resistance switching in a 

thin, insulating layer sandwiched between conductive electrodes. Applying electrical 

biases between the electrodes, across the active insulator, causes the device to switch 

rapidly between distinct, non-volatile states of resistance. The final state of the device 

is dependent upon the voltage and current supplied during biasing. 

1.2 Motivation for study 

A number of resistance switching mechanisms have been studied and in some cases 

integrated into functional device arrays.[4] Predominantly, however, these use metal 

oxide active layers or rely on the diffusion of metal ions into the active layer. While such 

devices promise stability and reliability, their integration into consumer electronics is 

problematic; each case would require costly modifications to industrial fabrication. 

Additionally, for ion diffusion systems, there is significant risk of unwanted metal 

diffusion and thus short circuits, reducing the semiconductor architecture reliability. 

For straightforward integration of new component designs into existing technologies, 

compliance with existing infrastructure is desirable. Thin films of non-stoichiometric 

silicon suboxide, SiOx, sandwiched between highly conductive electrodes have 

displayed suitable properties for information storage in RRAM.[12-15] The active layers 
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of such devices may be fabricated from silicon and oxygen alone. This makes them 

extremely promising for industrial integration, as silicon and silicon dioxide remain 

prominent within current complementary metal-oxide-semiconductor (CMOS) 

technologies.[13,16,17] 

Broadly, the aim of this project is to contribute to the development of efficient, reliable, 

CMOS-compatible, silicon oxide-based memory arrays. In particular, this might be 

achieved by providing insight into and thus an improved understanding of the 

mechanisms of switching in SiOx. Generally, device operation is thought to rely on 

oxygen drift and diffusion within the active layer. This is coupled with morphological 

changes reflecting the changes in oxidation states. Specifically, the aims of this project 

are: i) to use spectroscopic techniques to probe the role of oxygen in chemical changes 

occurring in electrically-stressed SiOx-based RRAM devices and; ii) to use microscopic 

techniques to measure the resulting morphological changes, namely distortions on the 

surface of devices and conductive filamentary pathways in the SiOx bulk. In order to 

incorporate RRAM devices into functional, commercial electronic architectures, the 

exact processes governing switching must be understood. Characterisation of 

structural and compositional change is therefore of particular interest in developing a 

comprehensive understanding of the switching mechanics of RRAM devices. 

1.3 Outline 

In chapter 2 I will introduce the concepts and history of resistance switching, from its 

origins to the present day. I will also put SiOx-based devices into context, relative to 

other materials in the literature. In chapter 3, I will explain the theory and practice of the 

experimental methods employed to carry out my work. In chapter 4 I will describe my 

samples and in chapter 5 I will state the specific measurement instrumentation used. 

In chapter 6 I will begin the discussion of my experimental work, looking at the changes 

occurring on the device scale. I use microscopy to image distortions at the device 

surface and spectroscopy to demonstrate the need to study the active layer directly. In 

chapter 7 I will show my findings from direct study of the active layer, again using 

microscopy to image distortions occurring at the SiOx surface. I then use spectroscopy 

to demonstrate that the stoichiometry of the active layer is reduced, indicating oxygen 

migration. In chapter 8 I move to the scale of individual conductive pathways, using 

microscopy to first study distortions at the SiOx surface and then to perform 

tomography on individual filaments within the bulk. I conclude this chapter with a 

discussion of some of the concerns with the tomographic method. 

Finally, in chapter 9 I present my conclusions and their relation to the fields of 

resistance switching and measurement methodology. 
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2. The development of resistance switching 
2.1 Resistance switching phenomena 

Resistance switching is the phenomenon by which a dielectric layer may be electrically 

cycled between two or more states with distinct conductivities. The change from a more 

insulating ‘off’ state to more conducting ‘on’ state is a ‘set’ operation. The subsequent 

switch from on to off is a ‘reset’ operation. Note that the on state is often referred to as 

the low resistance state and the off state the high resistance state. 

 
Figure 2.1. Generalised resistance switching device and operational modes. 

(a) Schematic of a resistance switching device with an insulating layer sandwiched 

between a pair of conductive electrodes. The device may be cycled between at 

least two distinct states of conductivity by changing the resistance of the 

sandwiched active layer. (b) and (c) representative current-voltage curves for 

unipolar switching and bipolar switching, respectively.[18] For both devices in the off 

state, increasing the voltage to a threshold value will cause the device to jump to the 

on state, characterised by a low resistance and thus greater current. This is a set 

cycle, with current compliance used to limit the current and prevent hard dielectric 

breakdown. In the off state, compliance is removed in order for the voltage to drive a 

current whose magnitude eventually exceeds the previous limit. This causes the 

device to jump to the high resistance, off state. For a unipolar device, both these 

cycles are made with the same voltage polarity. Conversely, for a bipolar device the 

set and reset cycles are of opposite polarity. In each case, the polarity is dependent 

on the materials used. 

Generally, the active insulating layer is thin, between 5 nm and 100 nm, and 

sandwiched between top and bottom electrodes, as shown in Figure 2.1.a. Changes in 

resistance are induced by applying an electric field between the electrodes. Most 
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generally, resistance switching devices have two operational regimens, unipolar and 

bipolar, as shown in Figure 2.1b and c. Bipolar devices require electric fields of 

opposite polarities for set and reset operations, whereas unipolar devices use only a 

single field polarity.[18] Typically, as the voltage is changed, the current will show rapid, 

discrete changes, as demonstrated in Figure 2.1b and c. Such ‘jumps’ correspond to 

the transitions between off and on states. When the voltage is returned to 0 V these 

changes are retained, indicating that the device state is non-volatile. 

A relatively low voltage is used to ‘read’ the state of the device. This voltage is not high 

enough to induce further change but sufficient to distinguish the resistance state of the 

device from the measured current.[18] Ideally, the difference in read current between 

distinct states should be large. This allows them to be reliably distinguished from each 

other, giving a high on/off current ratio.[2] A suitably large ratio enables the device to 

function as memory, allowing binary and, when a number of distinct programmable 

states are available, multi-level storage in a single device.[19] 

Some active layer materials do not exhibit resistance switching in their pristine state; 

suitable voltages for set and reset processes do not notably affect the resistance of the 

device. In these cases, an electroforming process, sometimes referred to as a ‘form’ or 

‘forming’ step, is required to prepare the virgin insulator for subsequent switching 

operations.[20] Forming, in general, constitutes applying a field greater than that of any 

subsequent switching operation. Following this, it is not possible to return the material 

to its pristine state of conductivity. 

Forming is considered a soft dielectric breakdown, as the electrical changes may be at 

least partially reversed. This is in contrast to irreversible conductivity changes which 

are well-documented and associated with hard dielectric breakdown.[21] For efficient 

device operation, hard breakdown must generally be avoided. As a result, it has been 

studied extensively since the 1960s, with some work dating back to the 1920s.[22]  

Hard dielectric breakdown of an electrically stressed insulator ultimately depends on 

the energy transferred to charge carriers in the system by the electric field.[23,24] The 

field generates a space-charge accumulation below the more negative electrode, 

leading eventually to instability in the current. Above a threshold voltage, an electron 

avalanche occurs, causing irreversible damage to the dielectric.[25] Thus, resistance 

switching devices can be considered as requiring a given quantity of energy to reach 

the point of hard dielectric breakdown. Some of this is provided by the field and some is 

thermal, as a result of current-driven Joule heating.[21] Thus, hard breakdown may be 

avoided by limiting the current in a device. This is often achieved with electrical 

measurement instrumentation, which lowers the applied voltage to prevent the current 

exceeding a limit known as the current compliance level. In some systems, the 
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compliance level determines whether the device is operates in a unipolar or bipolar 

mode. As bipolar operation typically requires a lower forming compliance than unipolar, 

it is sometimes possible to convert a bipolar device into a unipolar. However, bipolar 

behaviour is typically not recoverable.[26] 

2.2 Filamentary switching mechanism 

To date, a variety of resistance switching phenomena have been studied, including 

ferroelectric, phase change, molecular, nanomechanical, thermochemical, redox and 

electrochemical mechanisms.[27] The behaviour depends on the device materials, but 

may be generalised to two categories. Intrinsic systems rely only the composition of the 

active layer in its pristine state. Extrinsic devices require external species to enter the 

active layer. Generally, these are metal ions, migrating from one or other electrode or 

an additional dopant layer. 

 
Figure 2.2. Schematic of generalised filamentary switching. In the pristine state, the 

switching layer is a matrix, usually an oxide, of active species and defects. Here, 

ions and their counterpart vacancy defects are presented. Upon electroforming to 

the on state, ions drift toward one electrode, leaving behind a localised conductive 

filament of defects that bridges the electrode pair. In switching to the off state, a 

small portion of the filament is disrupted, introducing an insulating region at one end 

of the filament. Thus, the device resistance increases but does not return to the 

initial, pristine resistance. 

Of particular interest are devices in which resistance changes result from the 

generation of a thin, bridge-like conductive filament between the pair of electrodes, 

shown schematically in Figure 2.2. Filaments are difficult to study directly, owing to 

their small size and structural instability.[28] However, a filamentary mechanism is 

expected because the resistance of individual devices of the same composition is 

independent of the device area, defined by the overlap of the top and bottom 

electrodes.[29,30] This indicates that a single, very narrow conductive component is 

responsible for the behaviour of each device. 

This report is principally concerned with devices exhibiting filamentary intrinsic 

resistance switching. Many materials exhibiting this behaviour have been investigated 
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for use in RRAM devices. Among these, transition metal oxide active layers, for 

example titanium dioxide, hafnium oxide, tantalum oxide and nickel oxide, have 

displayed promising switching properties.[31-35] However, the focus of this report is on 

another promising binary oxide, SiOx, that is additionally well-suited for integration into 

existing fabrication infrastructure, as discussed in chapter 1.2. 

2.3 Resistance switching in silica 

Full studies of resistance switching in silicon oxide are relatively recent, although non-

volatile switching in silica films has been investigated since the 1960s.[14,25,36-41] 

Such studies have included stoichiometric silicon oxide, SiO, silicon dioxide, SiO2, and 

non-stoichiometric SiOx, where x is a non-integer between zero and two. In early work, 

the possibility of using bistable materials for memory was understood, but reliable 

control of electrical behaviour was not a focus and devices were significantly larger 

than those of today.[37] For example, in 1967 Simmons and Verderber discussed 

memory effects in SiO devices with electrode surface areas of a few square 

centimetres.[36] Later, in 1974, Shatzkes et al presented work on device areas of 

several square millimetres. These are in contrast to more recent sub-millimetre and 

sub-micron diameter devices [42] such as those presented in this report. However, this 

change in focus is most likely due to recent advances in semiconductor technology in 

line with the predictions of Moore’s Law.[5,6] 

 
Figure 2.3. Early studies of resistance switching, reproduced after refs [36] and 

[43]. (a) Example SiO device exhibiting differential negative resistance. The formed 

device has a lower resistance than the unformed, but after 4 V its resistance 

becomes negative, evidenced by the change from a positive to a negative slope. 

(b) Example of thickness-independent forming voltage. Although the voltage 

required to form the device is relatively consistent with dielectric thickness, the field 

increases rapidly as the thickness decreases. This phenomenon was not fully 

explained, though one model suggested it might indicate a field-independent 

impurity ionisation process, assuming a high impurity concentration in the dielectric. 
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Early switching behaviour was termed differential negative resistance.[36,43] As shown 

in Figure 2.3a, this describes phenomena in which an increasing applied voltage 

decreases the resistance of a material. For a formed switching device as in Figure 
2.3a, the current decreases after a threshold voltage. Conversely, the current in the 

unformed case is much lower but continues to increase after this threshold. Of 

particular interest in ref [43], as in Figure 2.3b, was that the independence of the 

forming voltage on the thickness of the switching layer, despite the electric field 

increasing rapidly with decreasing thickness. Notably, this conflicts with more recent 

observations of thickness-dependent forming voltages.[44] 

One model presented in ref [43] suggested the formation process constituted impurity 

ionisation within the switching layer, which, assuming a high impurity concentration, is 

voltage-driven above a threshold value and independent of the field. Another model 

conflicted with this, suggesting the presence of very thin regions of dielectric resulting 

from variations in its thickness due to the roughnesses of the device materials. 

However, a further model based on metal injection from one electrode was presented, 

a mechanism now commonly known as an electrochemical metallisation memory.[44] 

Several models were presented in ref [43] to explain the forming process, though no 

comprehensive explanation was given. However, thickness-independent current-

voltage characteristics were also observed in later devices, though only in the low 

resistance state.[25] Here, it was suggested that the conductive region formed between 

the electrodes dominated the conduction, with the background field between them 

having little influence on the current. This is in better agreement with more recent 

observations.[44] Given this discrepancy in the literature, it is reasonable to speculate 

that all the abovementioned effects, namely impurity ionisation, thickness variation and 

metal injection, contributed to the forming process discussed in ref [43]; perhaps the 

fabrication, structure and composition of the materials used was not so well-understood 

in earlier devices, making a comprehensive explanation difficult to settle on. 

The model of early devices that is possibly most coherent with current literature is 

electrochemical metallisation, as operational temperature and choice of electrode 

materials continue to determine the efficacy of switching behaviour. Specifically, 

devices were and are operable when comprising an electrode material whose ions are 

mobile in the active layer. For example, aluminium/SiO/aluminium devices discussed in 

[36] would not switch, whereas those with one or two gold electrodes would. The 

authors suggested that this was a result of the relatively high mobility of gold in SiO, 

enabling the formation of conductive filaments of gold ions. However, gold is typically 

considered as an inert electrode in more recent reports, with copper often used in 

metallisation memories.[44] In addition, given ion mobility is thermally-dependent, the 
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inhibition of switching at lower temperatures supported a metallisation mechanism. For 

a formed device, high temperatures reduced the conductivity, suggesting the filament 

would be disrupted as ions move away once supplied with sufficient thermal energy. 

The structure, formation, rupture and conduction of filaments is still not fully 

understood, despite having been imaged in some devices, as will be discussed in 

chapter 2.6. The existing model for intrinsic oxide-based RRAM devices, including 

SiOx, describes switching in relation to structural and compositional defects and oxygen 

migration under electrical stress.[13,18,26,29] Oxygen vacancies are of particular 

interest. These are defects in the dielectric where oxygen should be bound to silicon 

but instead the bond is unsaturated and positively charged. 

In silica, oxygen vacancies present mid-band gap energy states for electron 

capture.[40,46] As shown in Figure 2.4a, electrons in the anode are captured if its 

Fermi energy is greater than or equal to the defect energy. A filled defect induces a 

highly localised restructuring of the matrix, thus its energy is lowered as it relaxes. For 

the electron to leave the trap and enter the cathode, a bias is applied to bring its Fermi 

level below the relaxed trap level.  This conduction mechanism is known as trap 

assisted tunnelling.[47] 

 
Figure 2.4. Trap assisted tunnelling in silica. (a) Schematic of an electron moving 

from anode to cathode, through a dielectric, by filling and emptying trap states in the 

dielectric band gap, reproduced from [45]. (b) and (c) trap assisted tunnelling fits for 

SiOx devices in on and off states, respectively, reproduced after ref [13]. The trap 

depth is lower in the on state, indicating a greater concentration of available traps, in 

line with Equation 6.1. 

Small currents can flow in pristine silica as a result of trap assisted tunnelling between 

intrinsic defects. However, for a significant current, such as might flow in a device in the 

on state, the defect concentration must increase. In silica RRAM, electroforming is 
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believed to drift oxygen ions from bonding sites towards the cathode, leaving behind 

oxygen vacancies. This field-driven dissociation increases the defect density. With 

sufficient dissociation, an aggregated, filamentary chain of oxygen vacancies bridges 

the active layer. As such, the trap assisted tunnelling current increases and the device 

enters the on state. To reset the device into the off state, some vacancies are thermally 

re-oxidised by the relatively high current and the filamentary chain is disrupted, 

reducing the device conductivity. In both states, oxide RRAM devices operate under 

relatively high fields of a few megavolts per centimetre, a regime in which trap assisted 

tunnelling dominates the conductivity.[45] As is shown in Figure 2.4b and c, the 

conduction in SiOx devices may best be fitted with a trap assisted tunnelling 

model,[13,14] following that of Huong et al [45] and described by 

 
where Js represents the tunnelling current density, q the electron charge, m* the 

effective mass of an electron in the active layer, h is Planck’s constant, E the applied 

field strength and Φt the trap barrier height, defined as the difference in energy 

between the trap and the dielectric conduction band. From Equation 6.1, it is possible 

to extract the trap depth and thus the capability of the system to support a trap assisted 

tunnelling current. Lower trap depths suggest a more conductive dielectric, due to 

greater defect density. As shown in Figure 2.4b and c, the trap depth is lower in the on 

than the off state, indicating increased capability for trap assisted tunnelling in the on 

state. A full, schematic model for this conduction mechanism is shown in Figure 2.5. 

 
Figure 2.5. Switching model schematic in unipolar SiOx devices. The pristine active 

layer contains some intrinsic oxygen vacancy defects. A large voltage, V++, with a 

current compliance limit, liberates oxygen from silicon-oxygen bonds, drifting it 

toward the top electrode. This leaves a bridge of defects between the electrodes, 

enhancing trap assisted tunnelling. With current compliance removed, a smaller 

voltage, V+, induces Joule heating locally to the filament and some ions diffuse 

back to vacancy sites, disrupting the filament. Thus the device resistance increases, 

but does not reach the pristine state. 

The removal of oxygen from silicon-oxygen bonds is a reduction reaction, thus the 

nomenclature of oxide-based resistance switching often refers to redox-based 
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memories.[18] As the filament grows, field-driven oxygen vacancy creation within the 

active layer accelerates, effectively decreasing the distance between the electrodes. 

This filamentation process constitutes a soft dielectric breakdown of the insulator.[48] If 

cycling causes continued filament growth, eventually the size of the filament prevents it 

being broken.[49] For example, it may not be possible to supply sufficient current to 

reset a particularly large filament, thus reset operations will produce further field-driven 

effects and filament growth. This might be considered hard dielectric breakdown, as the 

device state can no longer be changed.[50] 

It has been suggested that intrinsic structural defects may facilitate the dissociation and 

migration of ions within dielectric films.[13,15,32,51] As a result, many redox-based 

dielectrics are intentionally amorphous, structurally defect-rich material.[52] Notably, a 

structural defect is difficult to define for an amorphous material. However, they are 

often described as intrinsic density variations or distinct microstructures, as these are 

thought to facilitate filamentation.[53] 

 
Figure 2.6. Switching activity in relation to grain-like edges in SiOx, reproduced after 

ref [14]. (a) Scanning tunnelling microscopy image of switching layer surface, 

indicating increased conductivity at grain edges compared to off-grain areas. 
(b) and (c) each demonstrate evidence of switching behaviour when voltages are 

applied to the edge of a grain using the scanning probe tip.  

Notably, scanning tunnelling microscopy of the SiOx film in intrinsic devices exhibiting 

both unipolar and bipolar operation demonstrated a grainy surface appearance.[12,14] 

The edges of the grain features showed increased conductivity and exhibited switching 

behaviour relative to the rest of the film, as shown in Figure 2.6. The devices did not 

require a vacuum environment or exposed SiOx edge to function, thus a redox-based, 
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trap assisted tunnelling mechanism was an appropriate model for their operation.[7] 

Together, these observations support the notion that structural defects might 

encourage filament formation, at least in SiOx. 

An important defect is the silicon dangling bond, as shown in Figure 2.7.[40] The 

operation of unipolar platinum/SiOx/platinum devices was attributed to this defect and 

its increasing concentration under an applied electric field. Dangling bonds are 

unsaturated silicon valences, which includes oxygen vacancies. As with oxygen 

vacancies, dangling bonds may be created by an electric field and can capture 

electrons. As previously discussed, the device resistance decreases as the defects 

aggregate into a filament. Resetting is then achieved by thermal re-oxidation of the 

dangling bonds near the biased electrode. Here, it was also suggested that the external 

environment might supply the oxygen needed recombine at vacancy sites and break 

the filament during reset. 

 
Figure 2.7. Dangling bond conduction in SiOx, reproduced from [40]. 

(a) Schematic of dangling bond formation. The applied field, E, stresses the silicon-

oxygen dipole, dissociating the oxygen. (b) Schematic of dangling bonds generating 

a ‘mini-band’ of electron states within the band gap, across the switching layer. 

(c) Filament formation in platinum/SiOx/platinum devices. During forming, the 

creation of new dangling bonds increases their concentration until they bridge the 

electrodes. During reset, Joule heating induces reoxidation of dangling bonds in a 

portion of the filament near the top electrode. 

The critical nature of oxygen in redox RRAM device is most evident during reset, when 

it must migrate to disrupt the filament.[29] Typically, as there must be sufficient Joule 

heating during reset to re-oxidise some of the filament, current compliance is removed 
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and a lower voltage used than for the set, as discussed in chapter 2.1.[54] However, 

further field-driven changes might still occur, such as filament growth. Thus the active 

layer would continue to lose oxygen, suggesting an eventual depletion that might 

prevent sufficient reoxidation to reset the device. It is therefore important to consider 

the effect of the environment that the device is operated in. 

Evidence that bulk resistance switching devices require an oxygen source for 

operation, in particular for reset, comes from results on operation in different 

atmospheres.[29,31,40,55] For air and oxygen environments, switching is stable and 

devices cycle reliably, particularly in an oxygen-rich environment. In a vacuum, 

however, performance is drastically worse and it becomes more likely that a reset will 

fail. This suggests that environmental oxygen might enter the switching layer during 

reset and thermally re-oxidise dangling bonds in the filament. 

An alternative mechanism of resistance switching in SiOx involves the formation of a 

crystalline silicon surface region, between the electrodes.[1,17,56] Devices operation is 

governed by an exposed, switchable nanogap region of SiOx between amorphous 

carbon electrodes, as shown in Figure 2.8d.[56] These devices also have a lower set 

voltage than reset and can require up to eight successive form steps to reach optimal 

behaviour. However, they have a high on/off current ratio, in the order of 106. 

 
Figure 2.8. Transmission electron microscopy images showing crystallisation of a 

silicon filament, reproduced from ref [57]. (a) Pristine active nanogap SiOx region 

between the amorphous carbon, α-C, electrodes. (b) Formed device, showing a 

crystallised region of the SiOx. The formation of nanocrystals is evident in the inset, 

which shows features consistent with the lattice spacing of the silicon (111) and 

(220) planes. These create a conductive bridge between the electrodes. 

(c) The crystalline region is disrupted and the device enters a more insulating state. 

(d) Schematic of the device and exposed nanogap region. 
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Transmission electron microscopy imaging at 10-8 Torr enabled direct imaging of the 

conductive filament between a pair of amorphous carbon electrodes, separated by 

4 nm of SiOx surface, as shown in Figure 2.8.[57] Thus, rather than bulk resistance 

switching behaviour relying on ion migration, the exposed SiOx edge appears to govern 

device behaviour. Edgeless SiOx were also produced but showed no switching, also 

suggesting that it is the exposed active layer that enables switching. Further evidence 

for this was that device must be operated in a vacuum of at least 10-5 Torr, likely to 

prevent oxidation of the silicon filament as it crystallises. However, it is not always 

practical for a device to require a vacuum for operation. This is particularly important for 

integration into consumer technology, where vacuum operation is difficult to implement. 

2.4 Silicon oxide-based devices relative to the state of the art 

To successfully integrate RRAM devices into consumer technology, they must 

demonstrate stable and reliable switching, as mentioned in chapter 1.1. Endurances of 

1011 cycles have been demonstrated, although the on/off resistance ratio of such 

devices was low, around one order of magnitude.[58] In contrast, devices with four 

orders of magnitude resistance contrast have been fabricated, but with an endurance 

of only 106 cycles.[59] Practically, this implies that the former devices would have a 

longer lifetime but the resistance state of the latter is more likely to be read correctly. 

However, tungsten/SiOx/carbon devices have been fabricated and demonstrate more 

than 107 cycles with a resistance contrast of four orders of magnitude at up to 

260˚C.[60] Thus, silicon oxide-based devices might overcome the apparent and 

undesirable compromise between stability and reliability present in other devices. To 

better illustrate this relation to other materials, and also to flash memory, Figure 2.9 

presents collated data from the literature. 
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Figure 2.9. Illustration of the functionality of silicon oxide-based devices [17,60,61] 

in relation to the state of the art in hafnium,[58,62] aluminium,[59,63] 

titanium,[64,65] and tantalum [66] oxide-based devices. Black-filled circles indicate 

‘small’ device diameters, below 100 nm. White-filled circles indicate ‘mid’ sizes, 

between 100 nm and 1 µm. Red-filled circles indicate ‘large’ devices, greater than 

1 µm. The greyscale fill of the plot area indicates the desirability of device 

parameters, with black indicating the most desirable region of the plot. Devices 

exhibiting higher endurance tend to have lower on/off ratios, compromising the 

reliability of reading data. Devices with larger on/off ratios show lower endurance, 

although it is generally greater than that of flash. Silicon oxide-based devices 

appear to offer the most desirable compromise; endurance over two orders of 

magnitude greater than flash and a competitively large on/off ratio. In addition, such 

devices have been fabricated with 70 nm diameter, making them suitable for 

integration into densely packed device architectures known as crossbar arrays. 

In addition to demonstrating desirable switching behaviour, emergent devices must be 

scalable. RRAM requires only two terminals for operation, thus crossbar arrays may be 

used to pack memory elements more densely than three-terminal flash memory.[67] 

Recently, silicon/silicon dioxide/silicon crossbars have been fabricated with a 5 µm by 

5 µm crosspoint area [61] and titanium/SiOx/carbon crossbars with crosspoint areas of 

70 nm by 70 nm have also been produced.[60] These successes suggest that silicon 

oxide-based devices are competitively scalable, in addition to their demonstration of 

highly desirable switching behaviour. 

2.5 Observation of structural transformations 

Alongside changes in resistance, dynamic structural transformations have been 

observed in RRAM devices during operation. In particular for silicon oxides, these are 

often protuberances of varying size on the top electrode and switching layer. Early 

reports showed crater-like distortions, thought to be correlated with high currents, as 

shown in Figure 2.10a and b.[25] More recently, larger devices demonstrated the 
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appearance of snaking, discoloured regions whose area of coverage increases with 

larger currents, as shown in Figure 2.10c.[40] This behaviour was attributed to oxygen 

release through the top electrode, although no further evidence was presented. 

 
Figure 2.10. Deformations of silicon oxide-based devices. (a) Cratering on an 

aluminium/silicon dioxide/silicon device, reproduced after ref [25]. (b) Close-up of 

area F in a, demonstrating small cracks on the exposed silicon dioxide surface. 

(c) Protuberances on the top electrode of a platinum/SiOx/platinum device, 

reproduced after ref [40]. i –pristine state, ii – following electroforming at 1 mA 

current compliance and iii – electroforming a second time, at 10 mA current 

compliance. 

Structural changes have also been observed in other binary oxide RRAM devices. 

Often, these are bubble-like deformations, as shown in Figure 2.11. In particular, these 

have appeared on the top electrode it is positively biased.[26] In general, the set 

process induces bubble formation, thus local reduction of the active layer near the 

cathode has been proposed as a cause. Copper/tantalum suboxide/platinum crossbar 

array devices, with a 35 µm2 crosspoint area, have displayed optically visible, bubble-

like structural deformations, as shown in Figure 2.11a.[68] Interestingly, smaller, 

10 µm2 devices, showed no deformation. Similarly, bubble formation was observed on 

25 µm2 platinum/titanium dioxide/platinum devices, as shown by atomic force 

microscopy (AFM) in Figure 2.11b and c, but not on smaller, 50 nm wide devices.[29] 

In this case, it was suggested that this difference resulted from the greater volume of 

active layer participating in switching larger devices. Reduction of the oxide would 

produce a comparatively high gas pressure, causing damage as oxygen is released. 

Smaller devices might also more readily out-diffuse oxygen at their edges without 

damage. 
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Figure 2.11. Structural changes in binary oxide resistance switching devices 

following electrical operation. (a) Optical images of bubbles on tantalum suboxide-

based crossbar devices, reproduced from [68]. (b) and (c) AFM images of a bubble-

like deformation on titanium dioxide-based devices, reproduced from [29]. 

In 60 µm wide devices, similar to those of Figure 2.11b, the polarity of the applied 

voltage determined whether bubbles would persist once the electrical stress was 

removed.[29] It was suggested that the bubbles contain oxygen, forming at the 

interfaces electrode and active layer. If they are able, they then diffuse to the edge of 

the electrode and escape. Thus, bubbles formed at the bottom interface persist, as 

they are unable to pass through the blanket oxide and electrode layers. However, 

bubbles formed at the top interface should more readily be released. 

Deformations such as those shown in Figure 2.11 have been attributed to the 

migration of oxygen. However, this is not generally confirmed experimentally, as 

mentioned in relation to the silicon oxide-based device in Figure 2.10c. Correlation 

between surface distortions and localised conductivity enhancement has been shown 

with conductive atomic force microscopy (CAFM), as in Figure 2.11a to d. This might 

indicate that dissociated oxygen is responsible for changes in both structure and 

conductivity, although it is not direct evidence.[31,69] 
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Figure 2.12. Switching-induced structural and compositional changes in titanium 

dioxide-based devices. (a) and (b) CAFM topography and current maps, 

respectively, from the active layer following removal of the top electrode, 

reproduced from [69]. (c) and (d) topography and current maps, respectively, from 

the active layer following electrical stress, reproduced from [31]. (e) Secondary ion 

mass spectroscopy surface map of the platinum top electrode of a device following 

forming, in which bright areas indicate a higher oxygen concentration, reproduced 

from [31]. (f) and (g) depth profiles at positions A and B, respectively, from e, 

indicating oxygen migration from the active layer into the electrodes, reproduced 

after ref [31]. 

Notably, changes in oxygen concentration have been observed in titanium dioxide-

based devices.[31] As shown in Figure 2.12e to g, the top electrode of a formed device 

showed regions of increased oxygen relative to the rest of the active layer. Depth 

profiling revealed that the active layer in these regions was depleted of oxygen, 

whereas both electrodes appeared to contain more oxygen than in their pristine state. 

This suggested that oxygen is liberated from the active layer during electroforming and 

also that it accumulates in the electrodes. 

Bubbling has been noted on manganite-based RRAM and attributed to oxygen ion 

migration under bias, as shown in Figure 2.13a.[70] The formation and shape variation 

of bubbles on titanium/gold electrodes was attributed to the reduction of sub-

stoichiometric titanium oxide at the interface, although no further evidence of oxygen 

mobility was presented. Notably, however, evidence has been presented for a change 

in stoichiometry at the location of a surface deformation in a perovskite RRAM 

device.[55] Following a single switching event, setting the device into a low resistance 

state, the top electrode of the device was removed and a few-micrometre deformation 
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observed, as shown in Figure 2.13b. This was correlated with a reduction of the 

titanium and oxidation of the strontium in the strontium titanate active layer, 

demonstrated in Figure 2.13c and d, 

 
Figure 2.13. Structural changes in manganite and perovskite resistance switching 

devices. (a) Optical images of the appearance and disappearance of bubbles in 

close proximity to the electrical probe on the top electrode of a lanthanum-strontium-

manganese-oxide device, reproduced from [70]. (b) to (d) observed deformation, 

indicated by the red arrow, following removal of the top electrode and correlated 

with a change in the stoichiometry of the active layer of a strontium titanate device, 

reproduced after ref [55]. 

The formation of bubbles and the suggestion that switching depends on oxygen 

migration implies a possible physical limit on RRAM device endurance. If oxygen is 

gradually removed from the active layer and not replenished, then the device will 

become oxygen deficient and no longer function. As discussed in chapter 2.3, 

environmental oxygen might be a crucial oxygen source for resetting. In addition, it has 

been suggested that varying the switching polarities to reduce oxygen loss might 

improve device lifetimes, although the uniformity of on and off states may be 

degraded.[49] Such a scheme and the underlying phenomena govern the variety of 

switching behaviours noted for different resistance switching materials, as discussed in 

chapter 2.4. 

2.6 Observations of filaments 

Large structural changes, such as bubbles, provide an insight into the effect of 

resistance switching on a device. However, the more localised phenomenon of 

filamentation, as discussed in chapter 2.2, governs switching and ultimately enables 
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larger device deformation. Filaments have been imaged by transmission electron 

microscopy and CAFM in some devices, as shown in Figure 2.14. In extrinsic devices, 

filaments have been observed to grow and rupture as a result of electrical operation 

and the conductive pathway has been revealed in three dimensions, as shown in 

Figure 2.14a and c. In intrinsic devices, it has been demonstrated that filaments are 

composed of distinct, conductive phases, such as the Magnéli phase in titanium 

dioxide and silicon rich channels in silicon dioxide. 

 
Figure 2.14. Observations of conductive filaments in RRAM devices. 

(a) Transmission electron microscopy images of filament growth and rupture in 

silver/silicon dioxide/platinum devices, in which mobile silver ions bridge the top and 

bottom electrodes, reproduced from [71]. i – pristine device, ii  filament growth, 

iii – filament rupture. (b) Transmission electron microscopy image of the conductive, 

Magnéli phase of titanium dioxide that composes the filament in a platinum/titanium 

dioxide/platinum device, reproduced from [48]. (c) Three-dimensional CAFM image 

showing the conductive profile of a filament of copper ions in a copper/aluminium 

oxide/titanium nitride device, reproduced from [28]. (d) iv – transmission electron 

microscopy image of a conductive region in a silicon/silicon dioxide/silicon device 

and v – associated electron energy loss spectroscopy map demonstrating that this 

region is silicon rich, reproduced from [61]. 

The conductive pathways, or filaments, shown in Figure 2.14 are a few to tens of 

nanometres in diameter. These are promising findings, as they indicate that RRAM 
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devices should be scalable down to similar sizes. However, these observations have 

analytical limitations. For transmission electron microscopy, measurements require a 

thin device cross-section and the resulting image is a flattened projection of this sample 

volume. Thus, the true structure of the filament is convoluted by the measurement. For 

CAFM measurements, although three-dimensional information is produced, very little 

detail is present. As a result, the image shows the general shape of the filament but it 

does not indicate any of the internal structure that is evident in transmission electron 

microscopy images. 

2.7 The gap in understanding 

Bubble formation and damage has been cited as a direct confirmation of the diffusion 

of oxygen ions and vacancies within intrinsic RRAM active oxide layers, as discussed 

in chapter 2.5. In the case of perovskite devices, evidence for stoichiometric changes 

as a result of switching has been presented. In titanium dioxide, oxygen was observed 

to move from the active layer into the electrodes. However, such confirmation of 

oxygen drift during switching in silicon oxide-based devices does not appear in the 

literature. Furthermore, there is a lack of evidence correlating oxygen migration with 

structural changes in intrinsic devices, although this has been reported for extrinsic 

devices. Thus, there is a gap between the interpretation and understanding of 

switching-related changes in SiOx. 

Despite the knowledge gap, it seems plausible that device operation is reliant upon 

oxygen drift, given the apparent morphological changes. In addition, it is reasonable to 

suppose that those changes occurring on the device scale might indicate electrically 

driven restructuring on a smaller scale, within the device layers. Thus, to advance 

RRAM toward incorporation into commercial electronic architectures, it is useful 

characterise switching-related material changes in order to better understand device 

operation. The properties of the active layer and electrodes might then be optimised for 

energy consumption, endurance, retention and size. 

This reasoning underpins my work on SiOx devices in this report. I aim to better 

characterise the relation between structural, compositional and electronic changes in a 

highly commercialsable material system. Namely, I hope to provide convincing 

evidence that oxygen migration occurs when my devices are operated electrically and 

that this behaviour correlates with morphological changes at the device scale down to 

filamentation at the nanoscale. 
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3. Characterisation methods 
3.1 Electrical measurements 

The primary method for characterising resistance switching devices is through 

electrical measurement. By monitoring the current while a voltage is applied between 

the top and bottom electrodes, it is possible to discern the behaviour of a device, as 

illustrated in Figure 3.1. 

 
Figure 3.1. Keithley 4200-SCS electrical measurement system schematic.[72] The 

integrated control system is capable of applying voltage sweeps between a pair of 

output leads. Here, the leads are connected to the top electrode and bottom 

electrode of the device via tungsten needles, with the bottom electrode held at 0 V 

relative to the bias applied to the top electrode. 

Tungsten probes connect the semiconductor parameter analyser, a Keithley 4200-

SCS,[72] to the devices. This is shown schematically in Figure 3.1. Using built-in 

software, voltages are applied between the output probes and the current measured 

over time. This generates current-voltage spectra characterising the resistance 

switching behaviour of the test device. 

3.2 Atomic force microscopy 

AFM is a scanning probe technique used for collecting maps of the topography of 

samples. To do so, it exploits variations in the energy between nanoscale objects in 

close separation; namely features on the sample surface and a sharp probe that is 

raster scanned across this surface.[73] The Lennard-Jones potential, ULJ, 

approximates this interaction as a function of the inter-object separation, r,[74] given by 

 
where ε is the maximum depth of the potential well, where ULJ is most negative and the 

attractive forces dominate, and r0 is the separation at which the potential is zero. 

Figure 3.2a shows the form Equation 7.1. At relatively large separations, represented 

by the second term in Equation 7.1, the objects experience the attractive van der 

Waals forces of chemical bond formation. As the objects become closer, their electron 
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clouds eventually try to overlap. As such, the electrons attempt to occupy the same 

states. This is forbidden according to the Pauli Exclusion Principle, so the repulsive 

force tends to infinity, as described by the first term in Equation 7.1.[75] 

 
Figure 3.2. Fundamentals of AFM. (a) The Lennard-Jones potential, describing the 

energy of interaction, ULJ, of two nanoscale objects as a function of their separation, 

r. i – long-range attractive van der Waals and Coulombic forces, 

ii – short-range attractive chemical bonding forces, iii – short-range repulsion of 

electron cloud overlap, as described by the Pauli Exclusion Principle. (b) Top-down 

SEM image of an AFM probe. iv – cantilever and probe tip, v – silicon chip on which 

the cantilever is mounted. (c) Side-on SEM image of the probe tip. vi – the tip 

tapers to a sharp apex. vii –silicon cantilever on which the tip is mounted. 

Figure 3.2b and c show scanning electron microscopy (SEM) images of a typical AFM 

probe. The probe is mounted in the AFM instrument, allowing the user to control its 

position and motion. To study topography, the probe is brought toward the sample so 

that the apex experiences the interaction potential from atoms on the surface.[76] As 

the probe moves across the sample, the surface height changes and therefore so does 

the separation, causing a deflection of the cantilever. Depending on the method used 

to measure the deflection, forces in the order of piconewtons can be detected.[77] 

Figure 3.3 illustrates typical AFM instrumentation.[78] Most commonly, to measure 

cantilever deflection, a laser beam is reflected from the back of the cantilever onto a 

quadrant photodiode, producing four distinct voltage signals. By comparing variations 

in incident intensity, and thus voltage, on each quadrant, the response of the probe to 

the sample topography can be tracked. Other methods include incorporating 
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piezoelectric or piezoresistive elements into the cantilever, or using it as a capacitor 

plate, such that deflections produce measureable changes in its electrical 

properties.[79] 

 
Figure 3.3. Schematic of AFM operation.[78] Piezoelectric controllers actuate the 

probe, raster-scanning it across the sample. The tip responds to changes in surface 

height, causing the cantilever to deflect. The deflection is monitored by a quadrant 

photodiode that detects a laser reflected from the cantilever. The beam intensity 

varies between quadrants, allowing the height and tilt of the cantilever to be tracked. 

A feedback loop controls the actuators in order to maintain constant photodiode 

signals or scan parameters. The feedback process produces topographical data that 

can be mapped to produce an image of the surface features. 

AFM instruments generally operate using a feedback loop, whereby a particular 

parameter is maintained at a value known as the setpoint, while another is 

measured.[80] Often, and in the case of the measurements discussed in this report, the 

tip-sample separation is maintained. This is best achieved by exploiting region ii of the 

Lennard-Jones potential, shown in Figure 3.2a. In this range, small changes in the 

surface height of the sample will produce relatively large deflections in the cantilever, 

as the change in interaction energy is also large. The cantilever behaviour is analogous 

to a mass on a spring; the force on the tip is proportional to the tip-sample separation.  

At greater separations, the cantilever will not deflect so much when the apex 

encounters changes in height. For smaller separations, the tip will be forced into 

contact with the sample and both may be damaged. 

Maintenance of a constant tip-sample separation is generally achieved in one of two 

ways. In contact mode, as illustrated in Figure 3.4a, the feedback loop attempts to 

keep the photodiode signal constant by actuating changes in the cantilever height as 

the tip moves over surface features. In tapping mode, as demonstrated in Figure 3.4b, 

the cantilever is made to oscillate at its resonant frequency, producing a sinusoidal 
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photodiode voltage. As the tip approaches the sample, the oscillation amplitude is 

enhanced and the voltage range changes. The feedback system attempts to maintain a 

fixed maximum voltage in order to keep the oscillation amplitude, and thus the tip-

sample separation, constant. In addition, the phase of the oscillation is perturbed by the 

surface, in particular by changes in composition and contact area, such as when the 

apex encounters a slope.[81] Although the cantilever phase data is difficult to quantify, 

it may used to complement the topography data. Notably, contact-mode scanning can 

dislodge loose objects from the surface, but tapping-mode allows imaging without this 

risk.[82] This is because the tip does not make shear movements in contact with the 

sample during tapping-mode scans. 

 
Figure 3.4. Schematics of AFM measurement modes. (a) In contact mode, the tip-

sample separation is maintained. (b) In tapping mode, the oscillation amplitude of 

the cantilever is held constant. (c) and (d) the process and resulting plot, 

respectively, for a force-distance measurement. i – as the tip approaches the 

surface, it experiences small forces from coulombic interactions. ii – when nearing 

the surface, there is a sudden pull-in as the tip experiences chemical bonding 

forces. iii – when pushed further into contact, the cantilever must bend according to 

its spring constant as the apex and sample surface may not occupy the same 

space. iv – as the tip is pulled out, it also pulls on the surface and both may deflect. 

v –the tip is released from the surface and again experiences only relatively weak 

forces. 

Contact mode can also be used to study mechanical properties by pressing the probe 

tip into the sample and then moving it back, away from the surface. The corresponding 

cantilever deflection is tracked, producing a plot whose shape characterises the 

interaction between the tip and sample and the spring constant of the cantilever. This is 

known as a force-distance spectrum, shown schematically in Figure 3.4b and d. The 

differences in force between the tip and sample during approach and retract can be 

used to ascertain mechanical properties of a point on the surface. This technique may 

be extended to quantitative nanomechanical mapping (QNM) mode, wherein multiple 

force-distance spectra are gathered at each point on an area of the sample surface. 

This produces maps of, for example, the energy dissipated by the cantilever during the 
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interaction, the adhesion force between the tip and sample, the energy dissipated in 

the tip-sample interaction, the degree of deformation of the surface and its Young’s 

modulus.[83] The relation between these properties and force-distance spectra is 

illustrated in Figure 3.5. 

 
Figure 3.5. QNM metrics, reproduced from [84]. (a) Typical force-distance 

spectrum, demonstrating the difference in approach and retract data. (b) 

Mechanical properties of the sample may be extracted from force-distance data. 

Deformation is a measure of how far the surface displaces under the force of the 

probe, in its direction movement. Practically, this is the difference between the 

vertical position of the probe controller and the measured deflection of the 

cantilever. Energy dissipation is the integral of the difference between approach and 

retract data. More energy is dissipated on a flexible surface because the cantilever 

bends less than on a hard surface. Likening the system to a spring, this means less 

energy is stored in the flexing cantilever, instead being dissipated in the surface 

displacement. Adhesion is the most negative force, indicating the pull of the surface 

on the probe as it retracts. The DMT modulus corresponds to the Derjaguin-Muller-

Toporov model for estimating the Young’s modulus of a surface under an interaction 

governed by the Lennard-Jones potential.[85][86][87] The peak force is a measure 

of the maximum gradient of the spectrum. This is determined by the spring constant 

of the cantilever and is used in QNM-mode to automatically optimise the scan 

parameters for each pixel. 

Conductive coatings, such as platinum/iridium or boron-doped diamond can be applied 

to a silicon probe so that the electronic properties of a sample might be studied.[77] 

With CAFM, a voltage may then be applied between the probe and AFM stage, with the 

sample closing the circuit between them, as shown in Figure 3.6.[88] Thus, regions of 

the sample that short the circuit will demonstrate a measurable current, enabling 

synchronous study of topography and conductivity. Additionally, current-voltage 

measurements, similar to those described in 3.1, can be made at selected locations on 

the sample surface. In some cases, probe tips are fabricated wholly from metals or 
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single-crystal, boron-doped diamond. However, for each material, the mechanics of the 

interaction between the tip and sample are affected.[89] 

 
Figure 3.6. CAFM schematic. (a) The sample is mounted on the conductive AFM 

stage, to which the bias, V, is applied while the probe is grounded during scanning. 

This configuration maximises current sensitivity, measured by the detector, A, on 

the probe-side of the circuit, by injecting electrons into the sample from the tip. (b) In 

the topography image, the sample surface height is shown. (c) The current map 

demonstrates the correlation between the topography and conductivity, as the 

features are well-aligned. 

Measuring topography with a scanning probe necessarily means that tip convolution 

occurs, whereby the geometry of the apex is projected onto topographic features. 

Ideally, the apex should be infinitely sharp, although in practice the best case would be 

narrower than the smallest feature on the sample.[90] For a hemispherical apex, the 

resolution limit of the probe is its radius of curvature, typically around 10 nm for a 

standard silicon tip.[91] Notably, for a conductive probe, the electrical contact area is 

significantly lower than radius of curvature because the conductivity will be dominated 

by a single prominent point on the apex.[86] However, the radius of curvature will be 

larger than that of a standard probe, from 20 nm to over 100 nm, due to the conductive 

coating.[92] 

All probes are damaged during AFM measurements, although the rate of wear is 

dependent on the tip and sample materials. The metal coating on a CAFM probe tends 

to wear relatively quickly, whereas diamond coatings are very durable.[93] A tip that is 

not durable may be blunted such that is becomes unsuitable for measurement, 

particularly when imaging with a high CAFM voltage or on a hard material. Blunted tips 

produce inaccuracies in measurements and a poorer understanding of the tip-sample 

interaction; the true size and shape of surface features are lost, although they should 

be no larger their convoluted appearance.[94] 

Figure 3.7 demonstrates the effect of tip wear and convolution on AFM images. Two 

topography maps are shown, the second taken after twenty minutes of continuous 

scanning. Notably, after this time, the detail of the surface is lost and the size of the 
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smallest features increases. In addition, each bump on the surface has the same 

shape. These observations suggest that the apex is worn, resulting in tip convolution. 

 
Figure 3.7. AFM images of the surface of a thin film of SiOx, demonstrating tip 

artefact. (a) Initial image, showing small, grainy features. The smallest bumps in the 

image are roughly circular, suggesting the tip apex is fresh and imaging at its 

resolution limit. (b) Final image, taken after twenty minutes of continuous scanning 

on the same area. The tip has degraded and so there is less detail than in a. The 

features show a repeated oblong shape, likely a tip convolution artefact. Note that 

the height scale may be represented by two distinct values or by a range, as shown. 

Both formats will be used in this report, according to which is most appropriate for 

the figure. 

A worn AFM probe tip will not have an ideal shape. Rather, the apex will often become 

oblong, triangular or elliptical. This shape will be projected onto surface features as the 

tip moves over them, which is particularly evident on very rough surfaces or features 

with high aspect ratios. In the case of conductive probes, the coating will often wear at 

a different rate to the silicon below. This can lead to convolutions in both topography 

and also current mapping; the tip-sample electrical contact properties may be modified 

by tip wear. 

3.3 Scanning electron microscopy 

SEM is a technique for imaging a samples using an electron beam.[95] Its principle 

was first proposed in 1935 and, by 1942, a microscope resembling those currently in 

use had been developed.[96,97] To acquire images, the electron beam is raster 

scanned across the sampling area, producing an output electron current with intensity 

dependent on the properties of the sample and electron beam.[98] Most often, SEM is 

used to study surfaces, although the detected electrons originate in a volume whose 

depth depends on the incident beam energy.[98,99] 

Electrons incident on a material, referred to as primary electrons, produce certain 

measurable effects, including secondary electrons, backscattered electrons and x-
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rays.[98] SEM is used to induce, detect and map these outputs, each of which 

describes different sample properties. Backscattered electrons result from elastic 

interactions with the electric field of atomic nuclei in the sample. Here, incident 

electrons are deflected back out of the sample with typically more than half their initial 

energy. Secondary electrons have a relatively low energy and are produced by 

inelastic interactions between primary or backscattered electrons and the electric field 

of atoms in the sample or sample chamber. When an electron from a higher energy 

level fills a vacancy created by secondary electron emission, an x-ray is produced that 

characterises this electron energy transition. These interactions are shown 

schematically in Figure 3.8.  

 
Figure 3.8. Electron interactions with sample atoms.[98] (a) Secondary electrons 

are produced by inelastic interactions between primary electrons and orbital 

electrons. When an orbital electron of a higher energy level fills the hole left by an 

emitted secondary electron, a characteristic x-ray is produced. (b) Primary electrons 

that are scattered back out of the sample as a result of elastic interactions with 

atomic nuclei are known as backscattered electrons. 

SEM is generally performed under vacuum in order to maximise the mean free path of 

the primary and output electrons. The primary electrons are typically generated by field 

emission from a sharp tungsten filament, as illustrated in Figure 3.9a. A potential 

difference is applied between the filament and an anode under ultra high vacuum, 

10-10 Torr or below, producing an electric field that is concentrated at the tip of the 

filament. As such, the work function of the tungsten is reduced and electron emission 

occurs. In order to accelerate the electrons toward the sample, another electric field is 

set up between the filament and a second anode.[98] 

An SEM instrument is shown schematically in Figure 3.9. The electron beam is 

accelerated from the gun toward the sample. In its path are two lensing systems, the 

condenser and objective. Together, these try to achieve the desired interaction volume 

and sampling plane by narrowing the beam and focusing it on the sample. The 
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interaction volume is determined by the accelerating voltage, the atomic number of the 

sample and the tilt of the sample stage. Higher voltages increase the interaction 

volume, whereas higher atomic number nuclei will reduce it. The sample may also be 

moved closer to the objective lens, decreasing the working distance and so increasing 

the magnification.[100] In addition, the stage may be rotated and tilted to best image 

the desired features. 

 
Figure 3.9. Schematic of an SEM.[98] (a) The sample is loaded into the vacuum 

chamber via the load lock. (b) The sample stage is used to control the position of 

the sample relative to the objective lens. The stage may also be used to tilt and 

rotate the sample (c) The electron gun is the source of electrons for illuminating the 

sample. The potential difference, V1, between the tungsten filament, i, and the first 

anode, ii, induces field emission of electrons from the filament. The potential 

difference, V2, between the filament and the second anode, iii, accelerates the 

electrons toward the sample. (d) The condenser lensing is used to demagnify the 

beam, reducing its diameter. (e) The objective lensing is also used to demagnify the 

beam, as well as to focus it on the sample surface. (f) The incident electrons 

produce a variety of outputs for detection. These include secondary electrons, 

backscattered electrons and x-rays. The control system is used to adjust the 

microscope parameters and collect data from the detector. 

The lenses in SEM instrumentation are electromagnetic, using the magnetic field 

produced by a current in a copper coil to augment the electron beam.[98] As these 

systems are imperfect, a number of aberrations must be corrected for in order to 

acquire high quality images. Spherical aberrations, caused by variations in magnetic 

force as electrons moves through the field, limit the resolving power of the microscope. 

Apertures may be used to address this by reducing the beam width. Chromatic 
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aberrations result from the energy spread of the electron beam, as lower energy 

electrons will experience a smaller magnetic force in passing the lenses. This is difficult 

to correct for and is particularly problematic at low acceleration voltages. Astigmatism 

results from machining imperfection in the lens, causing the beam to have an 

asymmetric cross-section. A ring of stigmator coils can be placed around the objective 

lens in order to produce a field that forces the beam to have a more symmetric cross-

section. 

Where the properties of a sample vary, the intensities of output electrons and x-rays 

will change and so the variations in the sample will be detected and mapped.[95] 

Contrast in SEM images is therefore correlated with sample composition and 

topography. The backscattered electron intensity is dependent on the atomic number of 

atoms in the sample, thus this signal gives compositional information.[98] Likewise, the 

x-ray emission spectrum depends on electron transitions and so also provides 

compositional information. However, SEM is most often used to display topographic 

information. This is usually shown with the secondary electron signal as it is surface 

sensitive and depends strongly on the surface morphology.[95] 

Figure 3.10 shows a set of secondary electron SEM images demonstrating some 

typical features. The intensity of inelastically scattered electrons is correlated with the 

local incidence angle, so variations in topography are clearly shown by contrast 

variations.[95] Flat surfaces, such as the AFM cantilever in Figure 3.10ai, appear 

relatively dark. The tip on the end of the cantilever appears brighter than its immediate 

surroundings, as indicated by the blue arrows, despite both being composed of 

diamond. This is because the pyramidal tip presents steep angles to the incident beam 

and thus the secondary electron signal is higher here. Similarly, as indicated by the 

green arrows in Figure 3.10a and b, feature edges often show bright contrast. This is 

because secondary electrons more readily escape at edges owing to the increased 

proximity to the vacuum and thus detection; less material is present to cause 

perturbations. 
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Figure 3.10. Examples of typical SEM image features. (a) Single-crystal diamond 

AFM probe. i – nickel cantilever. The blue arrows indicate flat and sloped regions of 

diamond. The pyramidal tip shows bright contrast, likely because it presents four 

slanted facets to the incident beam. (b) Side-on image of the probe, taken with a 

sample tilt of 45˚. The green arrows indicate contrast enhancement at feature 

edges. (c) Titanium nitride squares on SiOx. Although the squares, ii, are raised, 

they are darker than the oxide. This is likely because the oxide is charged under 

electron illumination, enhancing further scattering. The darkened region, iii, 
indicates a region that was imaged prior to the image shown. Here, the electron 

beam may have removed some surface contamination, reducing the charging 

artefact and so brightening the contrast. 

Contrast is also produced by variations in sample conductivity.[98] Figure 3.10c shows 

some dark squares of titanium nitride, ii, on a brighter SiOx layer. This difference in 

contrast occurs because the SiOz is more insulating than the titanium nitride, thus 

incident electrons are trapped in the sample, enhancing scattering and increasing the 

secondary electron signal. This effect is known as a charging artefact. There is also a 

darker region, iii, around the lower square. This square was imaged separately before 

both were imaged together, meaning that the total electron dose on this region was 

higher. As a result, insulating contaminants might have been removed from the sample 

surface. The dark region has therefore likely occurred due to a reduction of the 

charging artefact in this region. 

3.4 X-ray photoelectron spectroscopy 

X-ray photoelectron spectroscopy (XPS) is a surface-sensitive technique to study 

composition, in particular the elements and bonding configurations present in a 

sampled volume.[101] Photoelectron spectroscopy in general exploits the photoelectric 

effect, originally discovered by Heinrich Hertz, whereby electromagnetic illumination 
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liberates electrons from atoms. These are thus referred to as photoelectrons and their 

kinetic energy depends on the frequency, and thus the energy, of the incident 

photons.[102] This effect was explained by Albert Einstein for the case of ultraviolet 

light incident on metals.[103,104] 

High-energy, short-wavelength radiation is required to generate photoelectrons 

because atomic ionisation energies tend to be in the order of a few electronvolts. 

Ultraviolet photons with wavelengths below 200 nm are often used to study outer-shell 

valence electrons that participate in chemical bonding. These photons have energies 

above 6 eV, for example a helium discharge lamp produces 58.43 nm wavelength 

photons with a corresponding energy of 21.22 eV, suitable for liberating relatively 

weakly-bound electrons.[105] 

 
Figure 3.11. XPS instrument schematic.[105,107] An x-ray source, a, illuminates 

the sample in a vacuum chamber, b, with photons of frequency ν. Photoelectrons, 

e-, pass through electronic lensing, c, whose voltage is adjusted to select electrons 

of a particular kinetic energy. These are focussed into the analyser, d, and their 

velocity impeded such that they are able to pass through. The hemispherical 

analyser is a pair of curved, charged plates with an electrostatic field between them. 

The fields permit the passage of photoelectrons of a selected energy, known as the 

pass energy. The electron detector, e, measures the photoelectron flux at the 

specified pass energy. The acquisition system, f, controls the experimental 

parameters and records data. An energy spectrum is created by sweeping the lens 

voltages over a range of electron energies to measure the variations in flux at the 

detector. Vacuum pumps, g, are controlled and monitored by the acquisition 

system. 

XPS is a form of photoelectron spectroscopy used to expel electrons from the core 

shell of atoms, where the bond strength is greatest.[106] Measurements are performed 

in ultra-high vacuum to maximise the photoelectron mean free path and reduce sample 
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contamination.[101] It is not possible to generate spectra from gases, liquids or solids 

with a low vapour pressure, as they will be extracted by the vacuum pumping. 

Hydrogen and helium do not appear in XPS spectra due to their low emission 

probabilities; hydrogen shares its single electron in bonding and helium does not readily 

form any solid that may be sampled.[101] An XPS instrument is shown schematically in 

Figure 3.11. 

To eject a photoelectron from an atom, the incident photon energy must be at least as 

great as the ionisation energy of the sample material.[105] This is the energy required 

to promote an electron from its orbit to the vacuum level, defined as the energy of an 

electron at rest in a vacuum, at a large distance from any other objects.[108] For core 

shell electrons, this energy is referred to as the binding energy, Eb. If the photon 

energy, hν, where h is Planck’s constant and ν the photon frequency, is greater than 

Eb, then the photoelectron will have non-zero kinetic energy, Ek. This is because 

momentum is conserved in the ionisation process.[109] The energetics of this 

interaction are described by [101] 

 

For spectroscopic measurements, ν is known and h is a constant. Hence, Ek may be 

measured to find Eb. Since the atoms of each element have distinct values of Eb for 

their core electrons, peaks characterising the elemental composition of the sample will 

be present in XPS measurements. Note that in Equation 7.2 additional terms such as 

the work function of the sample material and the interaction energy of the atom with its 

neighbours have been incorporated into Eb for a simplified description of the 

photoemission process. 

Although x-rays have a high penetration into matter, photoelectrons have a short 

inelastic mean free path of up to a few nanometres. This ensures that only those 

generated close to the surface will escape with sufficient kinetic energy to contribute to 

the measured spectrum, although the sampling depth depends on the sample 

material.[110] As electrons are removed by x-ray illumination, localised charging of the 

sample surface occurs. It is necessary to compensate for this in order to avoid 

experimental inaccuracies such as binding energy shifts and peak broadening, caused 

by perturbations of the photoelectrons by the surface charge.[111] An ion gun is 

typically used to flood the vacuum chamber with electrons, neutralising the surface for 

improved photoelectron emission. The pass energy of the detector determines the final 

energy of detected electrons and the energy resolution of the detector.[97] For lower 

pass energy, the resolution will be increased but the photoelectrons must be 
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decelerated by a larger amount, lowering the sensitivity due to increased noise in the 

data as higher-energy electrons scatter from the analyser walls. 

A typical survey spectrum from a SiOx sample is shown in Figure 3.12. Survey spectra 

are low-resolution scans with a large binding energy range, useful for a general 

indication of the elemental makeup of the sample. Each element present in the sample 

will produce a characteristic photoelectron peak, where the intensity is proportional to 

the quantity of that element present. However, each instrument will have a different 

elemental sensitivity, so care must be taken in analysing elemental ratios and 

stoichiometries. Relative sensitivity factors may be used to scale the data obtained and 

correct for the instrumental sensitivity.[112] 

 
Figure 3.12. Example XPS survey spectrum from a SiOx surface. The x-axis scale 

is typically reversed as it corresponds to binding energy rather than kinetic energy. 

The y-axis displays photoelectron counts pet second. Several features and a clear 

background trend are apparent. The most notable features are the three narrow 

peaks centred at around 100 eV, 150 eV and 530 eV corresponding to emission 

from silicon, Si2p and Si2s, and oxygen, O1s, respectively. Other notable features 

are the step-like feature at 978 eV corresponding to Auger emission. All peaks are 

imposed on a background that is predominantly produced by inelastic photoelectron 

scattering and electrons excited by x-ray Bremsstrahlung radiation. 

Auger peaks, such as that of oxygen labelled O KLL in Figure 3.12, appear at higher 

binding energies those of photoelectrons. These result from electrons of a higher 

energy shell filling the hole created by photoemission.[113] In heavier atoms, the 

energy liberated in this process tends to cause x-ray emission. More generally, an 

additional electron is ejected from the atom with kinetic energy independent of the 

initial incident radiation energy.[101] 

The background count of an XPS spectrum results from photoelectrons that are 

scattered inelastically and electrons excited by x-ray Bremsstrahlung radiation [114]. 

Scattered electrons generally originate far from the surface have a low probability of 

escaping without a collision, thus their kinetic energy is reduced if they do escape. The 
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instrument interprets these electrons as having a high binding energy because their 

kinetic energy is low.[101] Bremsstrahlung-excited electrons are liberated by photons 

decelerating as they propagate through the sample.[115] These have a high kinetic 

energy because they originate at the sample surface and so are interpreted as being 

from low binding energy orbitals. 

Although core electrons do not participate in bonding, small shifts occur in the peak 

positions and widths as a result of neighbouring atoms and bonds. The 

electronegativity of bound elements will affect the charge distribution across their bond, 

with the more electronegative atom drawing the valence electron density towards 

itself.[116] This reduces screening of the nucleus of the less electronegative atom, 

increasing the measured binding energy of photoelectrons, as they are perturbed by 

the redistributed charge.[101,105]  

 
Figure 3.13. High-resolution Si2p XPS spectrum from a SiOx surface. By fitting an 

appropriate model to the data, the sample structure may be assessed. The peak 

shape is determined by the full width at half maximum and is dependent upon the 

peak element, in this case silicon. The contribution (%) of a sub-peak component 

(Comp.) with a particular bonding configuration to the full peak indicates the relative 

presence of that bond. It can be seen here that the spectrum may be divided into 

five components in order to fit the data. 

As a result of the mixture of bonds of a particular element in a sample, the peak for that 

element will be a convolution of multiple, narrower sub-peaks. Each sub-peak will be 

shifted in binding energy, depending on the bond it characterises, and have a full width 

at half maximum determined by the distribution of lengths of that bond.[117] 

High-resolution scans of small energy ranges are required to assess these small shifts, 

as shown in Figure 3.13. 

Elemental spectra must be deconvoluted, whereby a modelled combination of sub-

peaks is fitted to the data. It is necessary to have some prior knowledge of the sample 

composition so parameters for the positions and widths of the sub-peaks may be 
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reliably designated. The sub-peak ratios provide an insight into which bonds the 

element is part of. For example, SiOx XPS spectra are often characterised in terms of 

five oxidation states of silicon, as shown in Figure 3.13. These are Si0, Si1+, Si2+, Si3+ 

and Si4+. The superscript indicates the degree of oxidation of the silicon, with Si4+ a 

silicon atom bound to four oxygen atoms.[40,106,118,112] The presence of a suboxide 

phase may be confirmed by the presence of Si1+, Si2+ and Si3+ peaks, whereas Si0 

indicates elemental silicon. Si4+ describes fully oxidised silicon.[119] 

XPS instruments are often used to perform depth profile measurements. This is 

typically achieved by interleaving spectral measurements with ion beam milling of the 

sample. This scheme produces a data set characterising changes in the sample 

composition with depth as material is gradually removed by the milling. The effect of 

ion milling is controversial; older reports consider silicon dioxide stable under milling 

[120] whereas more recent work suggests crystalline silicon dioxide would amorphise 

and that oxygen is preferentially removed.[121] 
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4. Description of samples 
4.1 Sample fabrication 

The samples I used in this work were metal-insulator-metal RRAM devices; an 

insulating layer sandwiched between a pair of metallic electrodes. They were fabricated 

on a 500 µm thick, p-type silicon wafer covered by a 200 nm isolation layer of thermally 

grown silicon dioxide, as illustrated in Figure 4.1. As I did not fabricate the devices, I 

will present only a brief description of their fabrication and will not detail the 

development of the specific recipes used. 

 
Figure 4.1. Sample fabrication schematic. (a) Samples were fabricated on a p-type 

silicon wafer. (b) Firstly, an insulating layer of silicon dioxide was grown. 

(c) Subsequently, the titanium nitride bottom electrode was sputter-deposited. (d) 

The active layer was then sputter-deposited, with an area of bottom electrode 

masked (orange) to enable electrical probe access. (e) The top electrode was 

sputter-deposited. (f) Finally, the titanium nitride top electrode was patterned using 

photolithography and the mask removed to expose an area of bottom electrode. 

The isolating oxide prevented unwanted electrical stress from being applied via the 

wafer to the devices during measurements. The bottom electrode of the devices was 

deposited by sputtering 100 nm of titanium nitride from a titanium nitride target to cover 

the wafer. A section of this layer was kept clear of further deposition in order to allow 

electrical access to the bottom electrode. Subsequently, the active layer was fabricated 

by magnetron cosputtering silicon and silicon dioxide in an argon plasma environment 

to cover the wafer in a 37 nm thick layer of SiOx. The value of x was unknown, but was 

determined as part of this work. Finally, the 100 nm thick top electrodes were produced 

by sputter-depositing titanium nitride and patterning this layer into squares of various 

sizes using optical lithography. 
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4.2 Sample preparation 

The sample wafer was cleaved into smaller portions for measurements. Each piece 

contained a number of labelled sets of devices of varying size. The scheme for the 

layout and group labelling of the devices is shown in Figure 4.2. To perform resistance 

switching, a tungsten needle was used to contact individual top electrodes and apply 

electrical stress to the volume of the switching layer below that top electrode. Such a 

scheme constitutes device operation. 

 
Figure 4.2. Device map and photograph of a piece of sample wafer. In the 

photograph, blue regions correspond to exposed SiOx surface and gold-coloured 

regions the top layer of titanium nitride. Groups of devices were labelled with a letter 

and number. Sub-groups were pattered into squares of different widths. The wafer 

contained about forty groups of devices. 

Prior to measurements, the samples were cleaned using ultrasonication in organic 

solvents. For electrical measurements, the tungsten needles were also cleaned. Firstly, 

de-ionised water was used for fifteen minutes to remove large particulates adhered to 

the sample and needle surfaces, such as dust and dirt.[122] Acetone was then used for 

fifteen minutes to remove grease from human contact.[123] Finally, isopropanol was 

used for fifteen minutes to remove residual acetone and other hydrocarbons, as well as 

residual dust.[122] The ultrasonic treatment assists the cleaning effect of the solvents 

by causing cavitation, improving removal and transport of debris from the surface.[124] 

Although some SiOx devices exhibit bipolar operation,[13,60] the devices in this report 

are unipolar, thus all voltages are positive and applied to the top electrode, with the 

bottom electrode held at ground. It has previously been shown for these devices that 

their electrical behaviour is independent of their area.[19,125] This is because the 

resistance switching mechanism is believed to be filamentary, as discussed in 2.2. 

Therefore, I have considered my results to be independent of the device area and thus 

the electrode size. 
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5. Instrumentation 

I used a Keithley 4200 semiconductor parameter analyser with tungsten needles for 

electrical measurements. The sample was loaded into a Signatone probe station 

connected to the analyser and two probes were used to apply biases. One probe was 

placed in contact with the exposed area of the bottom electrode and another contacted 

individual device top electrodes. The probing station also comprises an optical 

microscope. I processed data using MATLAB R2013a [126] and Excel 2011.[127] 

I performed AFM and CAFM measurements using Veeco Dimension 3100 and Bruker 

Icon microscopes. The photodiode signal was set to 0 V in the horizontal and -2 V in 

the vertical for contact-mode scans, including CAFM, and 0 V in both axes for tapping-

mode scans. The contact mode and CAFM setpoint was set between -1.9 V and -1.7 V, 

unless otherwise stated. The tapping mode setpoint was between 160 mV and 260 mV. 

QNM-mode measurement parameters were automated, the system optimising them at 

each pixel. Silicon probes were used for contact, tapping and QNM-mode scans. 

Conductive measurements were performed in contact mode using platinum/iridium-

coated silicon probes. Conductance tomography measurements were made using 

boron-doped, diamond-coated probes and single-crystal, boron-doped diamond 

probes. I processed data using NanoScope Analysis v1.5,[128] MATLAB R2013a [126] 

and 3D Slicer.[129,130] 

I used a Thermo Scientific K-Alpha with a monochromated aluminium source at 

10-8 Torr for XPS measurements. The x-ray energy was 1486.68 eV and an ion flood 

gun was used for charge compensation during all measurements. The pass energy 

was set to 200 eV for survey spectra and 20 eV for elemental spectral. The survey 

spectra were averaged from three measurements, each with a sampling time of 10 ms 

at 1 eV binding energy resolution. Carbon spectra were extracted from the survey 

spectra. Elemental spectra were averaged from twenty scans, each with a sampling 

time of 100 ms at 0.1 eV binding energy resolution. The exception to this was oxygen, 

which was averaged from ten measurements with 50 ms sampling time due to the high 

instrumental sensitivity to oxygen. Ion milling was performed with a 2 nA argon beam 

for five seconds per depth level at either 2 keV or 3 keV. Thermo Advantage software 

was used to collect data.[95,96] I used CasaXPS v2.3.16 to process the data, using a 

least squares fit to minimise the residual signal between the fitted components and the 

data, in line with the chosen fitting parameters.[131,132] A Shirley background was 

subtracted from all spectra to account for Bremsstrahlung photoelectrons.[133,134] 

SEM images were taken at 10-7 Torr with a Gemini microscope mounted in a Zeiss 

Crossbeam instrument. All SEM images herein display the secondary electron signal. 



 

48 

6. Behaviour observed at the device surface 
6.1 Chapter introduction 

As discussed in chapter 2.5, RRAM devices generally demonstrate structural 

transformations as a result of operation. Some changes, such as those observed with 

transmission electron microscopy, occur within the active layer.[61,135,136] Other 

changes are more readily observed on outer surfaces using techniques such as optical 

microscopy and AFM.[29,40,50] 

I began this project operating devices normally and observing the most pronounced 

changes. Techniques that require a relatively simple setup, such as optical microscopy 

and AFM, offer a quick means of qualifying resistance switching phenomena. Thus, an 

appropriate foundation for developing an understanding of device behaviour and the 

underlying phenomena is to look at readily observed effects. Data gathered this might 

then be used to inform further study. 

In this chapter I will introduce measurements made at the device scale, using optical 

microscopy, AFM, CAFM and SEM to investigate the structural deformation observed 

at the surfaces of devices following operation. In addition, I will present XPS results 

indicating that the electrode composition is not consistent with depth and may undergo 

further changes as a result of electrical stress. 

6.2 Normal switching operation 

Typical switching characteristics for a single 100 µm by 100 µm device are shown in 

Figure 6.1. Electroforming requires a voltage just over 7 V, with around 2 V and 3 V 

required for reset and set operations, respectively. The set voltage is lower than that of 

electroforming because resetting does not return the oxide to its initial state, indicating 

the conductive changes are not fully reversed. The reset data demonstrates that the 

current reaches around 5 mA, exceeding the compliance of 3 mA used to prevent hard 

breakdown during forming and setting. As discussed in chapter 2.3, this current is 

believed to promote sufficient Joule heating to induce an increase in 

resistance.[13,137] 

As shown in Figure 6.1b, switching was repeated for five cycles without failure and 

gave a consistent on/off current ratio of two orders of magnitude when reading the 

state with 0.5 V. Notably, attempting to operate the device with sweeps of opposite 

polarity was less successful; devices could be electroformed but not cycled. I did not 

investigate this thoroughly although I speculate that it might be related to the 

asymmetry of the devices; the switching layer covers the bottom electrode, which in 

turn covers the entire sample wafer. This means that the significantly larger bottom 
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electrode may be a better electron source that the top electrode, making operation 

preferential for a positive top electrode bias. In addition, if it is assumed that oxygen 

movement governs device behaviour, then the large switching layer/bottom electrode 

interface might hinder the oxygen migration mechanism when a positive bias is applied 

to the bottom electrode. 

It should be mentioned that the focus of this project was to better understand the 

switching mechanism rather than to study or optimise the electrical parameters. Thus, 

a detailed report on the polarity dependence, cyclability and lifetime of devices will not 

be presented. However, the devices have been cycled up to 150 times with voltage 

sweeps and thousands of times with voltage pulses.[19] My work focuses on changes 

resulting from voltage sweeps using a positive top electrode polarity, although there will 

be some discussion negative polarity and pulsed operation, particularly in chapters 7 

and 8. The sweeps used in this work varied from a few to tens of seconds for an entire 

cycle, unless otherwise stated. Notably, this is longer than the duration of pulses 

sometimes used to quantify device performance, which can have durations in the 

microsecond or nanosecond range.[60] However, it has previously been shown that the 

sweep rate does not effect the switching behaviour of similar SiOx-based devices.[13] 

 
Figure 6.1. Current-voltage curves for normal device operation. (a) A voltage sweep 

of the high resistance, pristine device yields an electroforming current jump around 

7.5 V. This state is retained as the voltage returns to 0 V. Inset – device schematic. 

Note the switch to low resistance is not sharp due to the low sampling resolution, 

0.5 V, between points. (b) Five on/off cycles are shown. In the on state, the reset 

sweep without current compliance induces a switch to the off state around 2 V. In 

the off state, the set sweep produces a switch to the on state around 3 V. The on/off 

current ratio for reading at 0.5 V is around two orders of magnitude, as indicated by 

the grey line. 3 mA current compliance was used for form and set operations. 

6.3 Optical observations of top electrode distortions 

As expected for normal RRAM behaviour, such as in Figure 6.1, I readily observed 

structural changes on devices as a result of electrical operation. Figure 6.2a and b 

demonstrate the appearance of a darkened region on a 100 µm by 100 µm device, 
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following cycling until it became stuck in the high resistance state. Figure 6.2c and d 

demonstrate two further observations of discoloured, stained top electrodes. Again, in 

each case, the device had stopped working properly when the stain was observed. The 

size and shape of the discolouration is variable, yet the colour is similarly dark in each 

instance and the features appear rough. 

 
Figure 6.2. Optical microscope images demonstrating the appearance of 

discolouration on the top electrode. (a) The pristine electrode appears clear of 

staining. (b) Following operation, a large, dark region appears. (c) A stain of a 

similar diameter to the probe used to contact the device. Here, the probe has been 

moved away from the discoloured region, which was found at the point of contact. 

(d) A stain demonstrating a snaking form. 

Resistance switching behaviour appeared not to be possible after stain formation, thus 

I was interested in any correlation between staining and device lifetime. The top 

electrode stains shown so far were found after the device had failed; devices were not 

observed until all electrical operation had finished. However, subsequent observations 

of top electrodes during cycling demonstrated that the stains were dynamic. They grew 

by discrete areas from small regions as more cycles were made, sometimes starting at 

the probe contact point and sometimes growing towards it. 

Figure 6.3 shows the progression of a stain on a 50 µm by 50 µm device. Over the 

course of 146 cycles, a discoloured region appeared on the upper edge of the 

electrode and expanded until it covered the contact point of the probe. Interestingly, the 

stain did not grow continuously with time or cycles. Rather, every few to tens of cycles 

a new area a few to tens of micrometres in diameter would develop, adjoined to the 

rest of the stain, progressing towards the probe. Such behaviour might track the path of 

the current through the device, indicating perhaps the greatest degree of oxygen 

migration or heating, leading to structural deformation. 

The device shown in Figure 6.3 was no longer switchable after 146 cycles, having 

become stuck in the high resistance state. However, moving the probe away from the 

stain revealed that the contact point was an island-like region surrounded by 

discolouration, as shown in Figure 6.3f. Contacting the electrode away from the 
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stained area, it was possible to resume switching until the stain once again 

encompassed the probe contact. Thus, the loss of functionality might have resulted 

from the probe losing electrical contact with the electrode, having become isolated from 

the rest of the titanium nitride by the stain. 

 
Figure 6.3. Optical images showing a stain develop across an electrode, eventually 

reaching the contact point of the probe. (a) Initially, the electrode is clear of the dark 

spots that indicate staining. The dark area on the left hand side of the device is the 

tungsten probe. (b) to (e)  The stain increases in area while the device is cycled, 

until it is no longer operable. (f) With the probe moved away from the stain, a bright 

area of unaffected top electrode can be seen at the point of contact, suggesting the 

probe had become electrically isolated from the device. 

It was not always possible to recover device functionality by moving the probe to 

contact a new region of titanium nitride. In general, when the discoloured region 

seemed to contain the contact point of the probe, the device would be stuck in the high 

resistance state. However, when the discolouration did not reach the probe, if the 

device became stuck it would be in the low resistance state. This suggested that the 

stains were insulating. It is worth noting that this behaviour might be addressed or 

overcome with the use of crossbar devices, which are addressed via contact pads at a 

relatively large distance from the device area. Thus it might be possible to continue to 

electrically stress a stained device without needing to reposition the probe. 

6.4 Atomic force microscopy of top electrode stains 

Considering that stains seemed to isolate probes from devices, it was necessary to 

better understand their structural and electronic nature. I therefore performed optical 

microscopy, AFM and CAFM to study their topography and conductivity, as shown in 

Figure 6.4 for a device that had become stuck in the low resistance state. 
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Figure 6.4a shows an AFM image of a pristine device, the surface of which appears 

smooth. Figure 6.4b shows an AFM image of a stained device, shown optically in 

Figure 6.4c. The optically dark, stained regions appear to correlate with the tallest 

features in the AFM image. These features are up to 200 nm above the surface of the 

top electrode, and appear rough. The electrode is 100 nm thick, thus some of the 

deformations are taller than the electrode is thick. 

 
Figure 6.4. Various images of a stain on a device as a result of cycling. (a) Tapping-

mode AFM topography image of a pristine top electrode. (b) QNM-mode topography 

AFM image of the top electrode stain shown in c. The stain is composed of bubble-

like protrusions taller than the thickness of the top electrode. (c) Optical microscope 

image of the stain. (d) and (e) CAFM topography and current maps, respectively, 

showing the region of the stain indicated by the black box in c. The scan was 

performed with a sample bias of -1.15 V. The smoother area on the bottom half of 

the images corresponds to unstained titanium nitride. Note the tip convolution 

artefact in d; the individual bubbles appear triangular. The CAFM current indicates 

the electrode contains conductive regions, which appear dark, though most of the 

sampling area is not conductive. Interestingly, little current is measured on the 

unstained electrode, despite the device being in a low resistance state. 

In general, the root-mean-square (RMS) roughness is used in discussing AFM 

roughness data.[138] Sometimes, the roughness average is used, though is has a 

different physical meaning. RMS roughness is the standard deviation of the height, 

whereas roughness average is the mean height in a sampled area.[139] The RMS 
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value is more susceptible to very high or low features. Only RMS roughness will be 

discussed in this work, given its common usage in relation to AFM. 

The pristine electrode in Figure 6.4a has a roughness of 2.54 nm. This increases to 

34.5 nm for the stained electrode in Figure 6.4b, although the neighbouring regions, 

those that are not dark in Figure 6.4c, are of a comparable area to the stain. 

Evaluating only the apparently rough, dark area gives a roughness of 28.3 nm, 

whereas the smoother regions give 7.6 nm. It therefore appears that the stained areas 

are parts of the electrode that have become deformed and are much rougher. In 

addition, the unstained areas are slightly rougher than the pristine surface. Electrical 

stress thus appears to roughen intermediate areas along with stained regions. 

In the AFM images of Figure 6.4b and d, the stains seem to be composed of many 

distinct, bubble-like protrusions with diameters from tens to hundreds of nanometres. 

However, the triangular form of the individual bubbles may not be accurate. It is 

unlikely that the features are all of the same shape; rather they may reflect the 

geometry of the scanning tip as a result of convolution. Tips with a triangular pyramid 

apex, such as those used in this work, often have a triangular footprint on tall features 

or if they are blunted, as discussed in chapter 3.2.Figure 6.4e shows a conductivity 

map of the region of top electrode indicated by the black box in Figure 6.4c. Most of 

the sampled area is insulating, but there are many dark, narrow features indicating 

conductivity. The correlation between conductivity and topography is difficult to 

determine, thus three-dimensional plots are more informative. 

 
Figure 6.5. Three-dimensional plots of topography with current overlaid from the 

data in Figure 6.4. (a) and (b) show the same data with 180˚ rotation between 

them. The dark, conductive regions are sparse and small compared to the size of 

the bubble-like features and the stained region. As is particularly evident in b, the 

conductive areas are generally between the bubbles; some conductive areas in a 

are hidden by the bubble topography. 

Figure 6.5a shows a three-dimensional plot of the topography data in Figure 6.4d with 

the current data from Figure 6.4d overlaid. Some small, dark areas are present, 

indicating conductivity. However, these are quite sparsely located. In contrast, rotating 
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the plot by 180˚, as in Figure 6.5b, reveals a denser arrangement of conductive 

regions. In both cases it appears that the tops of the bubble-like features are not 

conductive with the lower, intermediate areas showing conductivity. 

The rotation between the plots in Figure 6.5a and b demonstrates a pattern of 

conductive regions. In general, they are in the same place with respect to the bubble-

like features on which they are situated. Specifically, in Figure 6.5b, the lower edges of 

the bubbles are conductive, so in Figure 6.5a, these regions are hidden by the bubble 

topography. Given the regularity of this feature, it is reasonable to suppose it is an 

artefact rather than a true representation of the conductivity distribution. This may be a 

result of CAFM edge convolution, as discussed in chapter 3.2. Following this, it is 

interesting that most of the less rough region, corresponding to unstained titanium 

nitride, shows no current aside from some small spots. It may be that the CAFM probe 

setpoint was insufficient for good electrical contact with the sample on flat regions. On 

rougher areas, such as the bubbles, the apex topology might be such that the electrical 

contact area is increased or the probe moves closer to the surface. 

I found CAFM measurements were generally prone to transient current artefacts, likely 

due to random telegraph noise from trapping and detrapping defects on the sample 

and probe,[140] combined with apex geometry, contact and Coulombic forces. As a 

result, the location of the measured current did not always persist between scans, 

sometimes appearing in areas that were not previously conductive or disappearing 

from those that were. In order to determine the reliability of the conductive mapping in 

Figure 6.4 and Figure 6.5, I scanned a stained region of the top electrode multiple 

times at different voltages, as shown in Figure 6.6. 

 
Figure 6.6. Three-dimensional CAFM topography with current overlaid, 

demonstrating repeatable conductivity mapping. (a) Control scan without bias 

applied; some small, few-picoamp spots of current are present, like due to random 

telegraph noise. (b) and (c) were taken on the same area as a, ten minutes apart, 

with a sample bias of -1.15 V. The conductive areas are consistent between the 

scans, indicating that their locations are likely to be reliable and non-artefactual. 

Note that the colour scale is the same for b and c so is only shown once. 
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Figure 6.6a shows a stained region scanned without a sample bias as a control 

measurement. Although no bias was applied, some small patches of conductivity with 

very low currents, around 1 pA, are present; these are likely noise. In addition, most of 

the image is slightly a darker contrast than 0 pA, indicating a few-femtoamp current 

over the entire region. Again, this is likely noise or an instrumental offset. Figure 6.6b 

and c show the same area scanned with a sample bias of -1.15 V, ten minutes apart. In 

both images the same locations demonstrate conductivity with currents around five 

orders of magnitude greater than those detected with 0 V applied. Thus, the conductive 

areas persist over time and their presence requires an applied bias. This suggests the 

data is a reliable indicator of the distribution of conductive regions, though the issue of 

tip convolution and poor electrical contact on flat areas may still influence the mapping. 

6.5 Scanning electron microscopy of stained devices 

To better understand the structure of the bubble features, I worked with some 

colleagues to acquire SEM images from stained titanium nitride electrodes. Figure 6.7 

shows a set of six devices of which three have been operated, resulting in staining. The 

stained regions are bright compared to the rest of the electrode, which may result from 

the stain height relative to the surrounding material. However, the electrodes are raised 

features on the switching layer yet they have a darker contrast. This is likely because 

the switching layer is more insulating than the electrodes and so charges under the 

electron beam, becoming brighter in the image. Therefore, it is not clear whether the 

contrast of the stains is due to height or charging. 

 
Figure 6.7. SEM image of stained top electrodes, taken with a 20 keV beam. The 

devices show dark contrast against their surroundings, though three have been 

used and are stained, evidenced by patches of bright contrast. The electrodes likely 

appear darkest because they are the most conductive features present, so less 

charging artefact occurs. There are also some square artefacts around some 

devices, probably resulting from removal of surface material under previous electron 

illumination, reducing charging, as discussed in chapter 3.3. 



 

56 

Figure 6.8a shows an SEM image from a stained region of a device. Note that this is 

not one shown in Figure 6.7. The contrast between the stain and the unstained top 

electrode, as well as the contrast variations across the stain, is clear. Brighter and 

darker areas are present, relative to the unstained electrode. As with my previous AFM 

and CAFM results, the stain appears to be composed of many bubble-like features. 

Figure 6.8b shows a close-up SEM image of the stain shown in Figure 6.8a. The 

brightest parts of the image correspond to the edges of the bubbles, evidenced by the 

adjacency of narrow, dark contrast regions. This is reasonable, given that feature 

edges generally produce bright SEM contrast as secondary electrons more readily 

escape from these regions, increasing the detected signal.[98] Conversely, 

depressions produce dark contrast due to a decrease in the signal. The bright edges 

may indicate the tallest or sharpest parts of each bubble and the dark regions are 

suggestive of depressions between bubbles. 

 
Figure 6.8. SEM images of a top electrode stain, taken with a 5 keV beam. (a) A 

region of top electrode showing stained and unstained areas. The stain is generally 

brighter than the unstained area, though there are some darker regions. (b) Close-

up of the stained region in a. The stain appears to be composed of many bubble-like 

features. For each bubble, there is a bright region that seems to correspond with the 

upper edge, closest to the top of the image. Thus, the geometry of the individual 

bubbles appears to be correlated with one another. 

Interestingly, the positioning of the bright contrast relative to the shape of each bubble 

appears to be correlated. Specifically, the upper edges of the bubbles, closest to the 

top of the image shown in Figure 6.8b, are brightest. Another way of describing this 

observation is to note that thin, dark contrast regions are adjacent to, and generally 

above, the bright contrast. To discern whether this observation was due to the 

orientation of the sample relative to the detector, the sample was rotated by 45˚ and 

180˚ to check whether the correlation of the contrast was maintained. To also check 

that the correlation was not a charging artefact, retaining bright contrast between 
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measurements, the time taken between images was at least five minutes so that any 

accumulated charge would have time to dissipate. 

 
Figure 6.9. Positioning of bubble edges with sample rotation. The red areas 

correspond to the bright contrast shown in Figure 6.8. Adjacent are thin regions of 

dark contrast. Otherwise, the colouring may be considered intermediate contrast. (a) 

Masked SEM image of a stained region, without rotation. The bubble edges point 

upwards. (b) Masked SEM image of a stained region with an anticlockwise sample 

rotation of 45˚. The bubble edges point left, anticlockwise relative to those in a. (c) 

Masked SEM image of a stained region with a sample rotation of 180˚. The bubble 

edges point downwards, opposite to those in a. The changes in edge orientation 

suggest this feature is not an artefact and that the bubble structures have a 

correlated asymmetry. Note the scan area changed between rotations. Thus, a, b 

and c show different regions although they are all contained within the stained 

region shown in Figure 6.8a. (d) Schematic of possible origin of correlated 

asymmetry. For symmetric bubbles, as in i, viewed from above, the bright contrast 

at the top of each bubble would be separated from dark contrast between bubbles 

by a region of intermediate contrast. This would be the case regardless of the 

sample rotation. For asymmetrically correlated bubbles, as in ii, viewed from above, 

bright contrast would be adjacent to dark contrast. This would be true regardless of 

sample rotation, but the orientation relative to intermediate contrast on the bubble 

slopes would rotate with the sample. 

Figure 6.9a, b, and c show a stained region at three angles of sample rotation. In each 

case, the image has been masked such that the brightest areas appear red. To visually 

distinguish these areas clearly, the mask threshold was set at 47% of the maximum 
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intensity. The greyscale images have values ranging from 0, black, to 255, white, 

meaning the masking threshold value was 120. Note that this value was chosen as a 

qualitative means of highlighting edges and is not intended to quantify any 

characteristic of the sample. Adjacent to the red regions are thin, dark areas. 

Otherwise, the contrast may be considered intermediate, as discussed in the caption of 

Figure 6.9. For each angle, it is clear that the bubble edges, defined by the relative 

positions of the masked area and the adjacent thin, dark contrast regions, rotate with 

the sample angle.  

The consistency of the edge positioning in Figure 6.9a, b, and c suggests the bubbles 

have some asymmetry in their geometry, yet their geometries are correlated with one 

another. This is illustrated schematically in Figure 6.9d. When viewed from above, 

symmetric bubbles would show a separation between the bright and dark contrast 

indicating the peaks and troughs of the bubbles, respectively. This would not change 

with the sample rotation. Conversely, the adjacent bright and dark contrast of 

asymmetric bubble edges would rotate with the sample rotation, relative to the 

intermediate contrast of the bubble slopes. 

Given the possible asymmetry of bubble geometry, it is reasonable to suppose that 

each bubble has a steep side and a gradual side, producing dark and bright SEM 

contrast, respectively. This may be considered beside my previous CAFM findings. In 

Figure 6.5 conductive regions were located on the same edge of each individual 

bubble, though this may have been artefactual. However, the correlated asymmetry 

shown in the SEM images does not appear to be an artefact. I now suggest that the 

CAFM feature is not an artefact. Rather, the bubbles are more conductive on one side 

than the other. The conductive regions in Figure 6.5 are generally long and narrow. 

This form is more in line with the shape of the dark contrast in the SEM images of 

Figure 6.9. Therefore, it seems that the steep regions between bubbles are more 

conductive than the gentler slopes opposite them. It should be noted that there is some 

uncertainty in this claim. Although the bubble asymmetry might not be an SEM or 

CAFM imaging artefact, it may be caused by sample tilt. If the sample was not mounted 

completely flat, or if its thickness varied linearly from one side to the other, then a 

consistent tilt angle would be introduced into all features. Such a feature would persist 

with the scan angle, as shown in Figure 6.9, despite being artefactual. 

Given that the surface of the top electrode was certainly deformed, it is reasonable to 

postulate that some change of phase took place in or on the titanium nitride. In 

particular, a separation of more and less conductive regions corresponding to more 

and less conductive titanium nitride phases. However, measurements of material 

chemistry, are necessary to investigate this supposition. 
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6.6 X-ray photoelectron spectroscopy of stained devices 

To better understand the structural chemistry of the devices, I used XPS as it offers 

high surface sensitivity and detailed information on the bonding present in a 

sample.[101] I sampled both pristine and stained electrodes as well as the switching 

layer in order to probe both materials that compose the devices. 

In order to sample only the stained portion of the electrode, the elliptical illumination 

spot was set to a long axis of 30 µm and short axis of 15 µm, smaller than the 200 µm 

by 200 µm device area in order to minimise the possibility of sampling off-electrode 

material. When measuring the SiOx in an electrode-free area, an ellipse with a 300 µm 

long axis and 150 µm was used as the available area was large enough that there was 

little risk of sampling unwanted material. Figure 6.10a shows an XPS survey spectrum 

from pristine and stained top electrodes, along with a spectrum from the SiOx layer, 

taken from a region away from any top electrodes. 

 
Figure 6.10. XPS of pristine and stained devices and of the switching layer. The 

spectra have been normalised to their maximum counts. (a) Survey spectra, offset 

for display clarity, demonstrating the presence of oxygen, titanium, nitrogen, carbon 

and silicon on the devices and silicon and oxygen on the switching layer. 

(b) C1s spectrum, demonstrating that up to 2 eV of shifting may have occurred 

between stained and pristine devices. Notably, no carbon is present on the SiOx. 

The SiOx spectrum, shown in Figure 6.10a, displays evidence of silicon and oxygen, 

as expected. The spectra from pristine and stained devices are similar to one another, 

with no significant differences noticeable. Silicon, carbon, titanium, nitrogen and 
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oxygen appear in on each device. The titanium and nitrogen signals are small in 

comparison to those of oxygen, silicon and carbon. 

Silicon and oxygen signals are unexpected for the measurements on devices as the 

sampling area was smaller than the device area. Given the surface sensitivity of XPS, it 

is unlikely that these signals originate in the active layer below the electrodes. 

Additionally, the electrode surface is not likely to be contaminated to such a large 

extent by silicon or silicon oxide, particularly as the wafer was cleaned before 

measurements were made. It is therefore most likely that there was an instrumental 

error in the alignment of the sampling area and the incident x-rays.  The sampling area 

is selected using an optical camera whereas the x-ray illumination spot alignment is 

operated separately. It is therefore possible that the x-ray beam was not properly 

aligned on the top electrode, sampling the SiOx along with the titanium nitride. 

Sampling misalignment may explain the relatively weak titanium and nitrogen signals 

from the electrode in comparison to those of silicon and oxygen from the SiOx. 

However, another source of oxygen may be the electrode. Sputter-deposited titanium 

nitride can contain oxygen as a result of native oxidation.[141] After a few minutes in 

air, a titanium nitride film 100 nm to 150 nm thick may contain around 5% titanium 

dioxide. This is principally in the first few Angstroms of the surface. Additionally, the 

bulk will be oxidised by oxygen diffusion at grain boundaries. These aspects may 

account for some of the oxygen signal shown in Figure 6.10a. 

The survey spectrum provides information on the sample composition, yet it is difficult 

to discern small changes in the peaks for each element present. Higher binding energy 

resolution measurements are required for inspection and must be calibrated to account 

for shifting in the spectra between samples. Here, the carbon C1s peak was used for 

calibration of inorganic species because carbon is not of analytical interest and is 

generally present on surfaces. 

Carbon is present in the pristine and stained device spectra of Figure 6.10a likely due 

to surface contamination from storage under ambient conditions, alongside residues 

from cleaning with acetone and IPA. However, the SiOx spectrum does not show any 

carbon, despite being cleaned and stored in air before measurements were made. It is 

possible that exposing the sample to a 10-8 Torr vacuum removed any carbon-

containing contaminants that were present. 

As shown in Figure 6.10b, the C1s spectra from the devices are not identical. 

However, the maximum value is located at 286.08 eV in both cases. Although the 

standard C1s binding energy is 284 eV, corresponding to sp2 carbon. Common organic 

compounds such as ketones and alcohols can have binding energies up to around 

287 eV and are more likely to be found on the sample surface than low-oxygen 
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materials such as graphene or graphite.[142,143] The binding energy resolution is 

1 eV, therefore the true peaks may be somewhere between 285.08 eV and 287.08 eV, 

at an energy that was not sampled. Although it is possible that little or no instrumental 

shifting occurred between measurements, this range of possible peak values means 

there may be up to a 2 eV shift between spectra. 

The SiOx C1s spectrum in Figure 6.10b contains no carbon, meaning the binding 

energy scale cannot be calibrated as the devices were. Considering this, I assumed a 

similar shift magnitude might be present between the SiOx and device measurements. 

This may be an overestimate, however. It is also possible that no shifting occurred and 

the peak maximum at 286.08 eV for both device samples is accurate. It is strange that 

no carbon appeared in the SiOx spectrum, even following cleaning in organic solvents. 

This may simply indicate a more effective cleaning of the switching layer than the 

devices, or possibly that the titanium nitride is contaminated to some extent with 

carbon, at least at its surface. This may have occurred during fabrication. 

To understand the extent to which the signal from the active layer contributed to the 

measurement of the top electrode, the silicon and oxygen spectra must be studied. 

Figure 6.11a and b present XPS spectra of the binding energy ranges corresponding 

to silicon Si2p and oxygen O1s, respectively. Figure 6.11a shows that the shape of the 

Si2p spectrum is similar for all samples. Given that the switching layer was fabricated 

as a silicon suboxide, SiOx, a literature search reveals that the two prominent peaks 

likely correspond to Si0, elemental silicon, at around 99.5 eV and Si4+, a configuration 

characteristic of stoichiometric silicon dioxide, around 104.5 eV.[120] The single O1s 

peak at around 533.5 eV in Figure 6.11b indicates that the SiOx may be similar to 

silicon dioxide at the surface.[112] 

Figure 6.11a demonstrates that there is a small depression between 102 eV and 

103.5 eV in the Si2p spectrum from the SiOx relative to those of the devices. 

Alternatively, this difference may be due to a shift of the large peak to higher binding 

energy. However, characteristic titanium silicide peaks occur around 99 eV and 

103 eV.[144] It is therefore possible that this difference, along with the peak around 

99.5 eV, results from titanium-silicon bonding. 

Titanium-silicon bonding may be present in the stained device, should silicon enter the 

electrode during switching. However, the spectra from both devices are similar in this 

region and such bonding should not be present at the surface of a pristine top 

electrode. Therefore it is likely that instrumental binding energy shifts between 

measurements, as discussed above, are responsible for this difference. In addition, 

there does not appear to be any difference in the peak at around 99.5 eV between the 

titanium nitride and SiOx spectra. Given that no titanium was detected in the SiOx, as 
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shown in Figure 6.14a, it is unlikely that this peak corresponds to titanium silicide 

bonding configurations. 

 
Figure 6.11. (a) Silicon Si2p and (b) oxygen O1s spectra from pristine and stained 

devices and SiOx. The spectra have been normalised to the total counts for each 

sample for display clarity. The device spectra appear very similar, but there is 

around 0.5 eV of shift to higher binding energy of the switching layer spectrum 

relative to those of the devices. 

The small Si2p shift between the devices and SiOx of the Si4+ peak around 104.5 eV in 

Figure 6.11a may be due to surface charging and the focus of the x-ray beam. During 

XPS measurements, the surface is necessarily positively charged by the depletion of 

electrons, ejected as photoelectrons.[145] As mentioned in 5, an ion beam was used to 

compensate for this, but charging may still occur for insulating materials such as silicon 

dioxide.[146] When sampling the device, although some x-rays would be incident on 

the SiOx, the beam focus would be on electrode surface, around 100 nm above. When 

sampling the switching layer directly, the x-ray focus would be on SiOx surface. 

Therefore, the incident x-ray flux on the SiOx would be greater when sampling the 

switching layer compared to sampling the device. 

With a greater x-ray flux on the switching layer, relatively more photoelectrons would 

be generated for the same area than when the instrumental focus was on the top 

electrode. The switching layer would therefore be charged to a greater extent, causing 

more photoelectron perturbation and a relatively greater peak shift to higher binding 

energy. However, this does not account for the lack of a shift in the peak at 99.5 eV. It 
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may be that this peak, as it is of a relatively low intensity, represents deeper material 

than the silicon dioxide-like outermost part of the surface, represented by the larger 

peak at 104.5 eV. As such, the 99.5 eV peak would show less charging as it describes 

oxygen-free silicon and is thus more conductive. 

The oxygen spectra in Figure 6.11b show some shifting; notably the maximum of the 

peak around 533.5 eV appears be around 0.5 eV higher for the SiOx than the devices. 

There is also a difference around 530.5 eV. Both spectra taken from the top electrode 

exhibit a small additional peak here, whereas the SiOx sample does not. Given that the 

measurement from the top electrode seems to contain a contribution from the switching 

layer, it may be assumed that the large oxygen peak centred around 533.5 eV is 

correlated with silicon-oxygen bonding, which is present in all three samples. Thus, the 

smaller peak at around 530.5 eV likely characterises the state of oxygen at the surface 

of the top electrode. The peak position is in line with the reported position of peaks 

corresponding to titanium-oxygen bonding.[147,148] Therefore, the shifting in the peak 

around 533.5 eV may be due to differences in the surface focus, as with the Si2p 

spectra in Figure 6.11a. Additionally, these observations indicate that the surface of 

the electrode might be titanium oxynitride rather than titanium nitride. 

There is a difference between the pristine and stained devices of Figure 6.11b in the 

magnitude of the 530.5 eV peak. The stained device shows a greater maximum 

intensity and a small shift to higher binding energy. However, the spectra have been 

normalised to the total counts for each element, so differences in peak intensities may 

not be accurately presented. Data must be processed and deconvoluted to study small 

differences in the spectra, specifically relative intensities and sub-peak positions. 

Given the SiOx O1s spectrum is symmetric about its maximum, it may be modelled with 

a single component. Though this may be a convolution of smaller sub-peaks 

corresponding to different bonds, here this is an unnecessary complication; for the 

purposes of modelling the full SiOx O1s spectrum, it is reasonable to consider all the 

possible components as a single peak. This peak was fitted with a Voigt profile, as is 

typical of XPS data. [149,150] The Voigt lineshape, V, is the product of Gaussian, G, 

and Lorentizan, L, functions, given by 

 

where x are the binding energy values, E the binding energy value for the peak 

maximum, F the peak full width at half maximum and m a mixing factor. m was set to 
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0.65, giving a Gaussian:Lorentzian ratio of 7:13, and the full width at half maximum 

was confined to 1.8 eV. The particular ratio was chosen because it best matched the 

lineshape of the peak data, as shown in Figure 6.12a. The Gaussian component 

accounts for the behaviour of the instrument, for example the response to the sample 

and the x-ray beam profile. The Lorentzian contribution represents the photoelectrons, 

corresponding to the uncertainty in their energy and energy broadening over 

time.[149,151] Given this complexity and only requiring that the SiOx O1s spectrum be 

modelled for use in processing the titanium nitride O1s spectra, the chosen ratio is 

appropriate. 

 
Figure 6.12. Deconvolution of O1s spectra, with normalised standard deviation 

values for noise and residual indicating the quality of the fit. (a) Fitting of Voigt 

profile to the SiOx sample data. (b) and (c) application of the Voigt profile from a to 

the pristine and stained device spectra, respectively. The Voigt model was scaled, 

shifted and duplicated while the width was retained in order to best fit the data. The 

small residual signals indicate that the model is a good fit for the experimental data. 
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To perform a deconvolution of the data, the model peak was applied to the spectra 

from the devices. Assuming the shift in the O1s peak around 533.5 eV between the 

devices and the SiOx is due to surface focus, it is reasonably accounted for by 

adjusting the position and magnitude of the model to best fit the device peaks. 

However, the width was confined to within 0.05 eV of the original value in order to 

maintain the lineshape. For each sample, the fitted peak was then duplicated and the 

duplicate shifted to around 530.5 eV to model the smaller peak. Again, the magnitude 

and position were optimised while the width was confined. 

A least-squares fit was run multiple times in CasaXPS to adjust the peak positions, 

widths and magnitudes according to the confinement parameters such that the residual 

between the data and the fit was minimised.[131] The quality of the fit was determined 

by comparing the standard deviation of the normalised residual to standard deviation of 

a normalised portion of the spectrum away from any peaks. In this way, the residual 

was compared to the noise in the data; the fit was accepted if the residual was of a 

similar magnitude to the noise. The resulting fitted peaks and residuals, distributed 

about zero, are shown in Figure 6.12. Note the residuals are to the same scale as the 

fit and data, showing the true difference. When assessing the fit quality, the maximum 

residual and noise values were used to calculate their normalised standard deviation. 

Following fitting of the Voigt profile model to the experimental data, the O1s spectra 

were scaled by the ratio between the total titanium counts in each sample. Thus, the 

O1s counts were adjusted such that the same relative quantity of titanium was 

measured in each sample. The peak at 530.5 eV may then be compared between the 

pristine and stained devices. To best inspect this peak, the silicon-oxygen bonding 

peak around 533.5 eV was subtracted from the scaled data, as shown in Figure 6.13a. 

Figure 6.13a demonstrates that the difference between the O1s peak at around 

530.5 eV is less pronounced than that shown in Figure 6.11b. Without scaling, the 

maximum peak intensity appeared to increase for the stained device. However, the 

scaled data indicates that the maximum intensity is slightly higher for the pristine 

device. The total counts for the stained device is 3% lower than that of the pristine 

device, suggesting that the surface of the top electrode becomes reduced, losing 

oxygen as a result of electrical operation or staining. Additionally, there is a shift of 

around 0.25 eV to higher binding energy of this peak for the stained device, as was 

also apparent in Figure 6.11b. 

The spectra in Figure 6.13a appear asymmetric about their maxima, with a knee 

around 532 eV. Thus it is reasonable to perform an additional deconvolution of the O1s 

spectra, addressing only the data following subtraction of the silicon-oxygen bonding 

signal. The binding energy range from around 529 eV to 532 eV corresponds to a 
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number of titanium-oxygen bonding configurations.[152] In particular, Ti2+ and Ti3+ are 

found around 530.1 eV and 530.7 eV, respectively. Given these binding energies are 

within the width of the peaks centred around 530.5 eV in Figure 6.13a, two Voigt 

profiles with the same separation, 0.6 eV, were used to fit the data. 

 
Figure 6.13. O1s spectra following subtraction of the silicon-oxygen bonding peak 

and scaling relative to the total titanium counts in each samples. (a) Both devices 

exhibit a single peak around 530.5 eV, shifted around 0.25 eV to higher binding 

energy, with a lower maximum intensity, for the stained device. The total counts for 

the stained device sample are 3% lower than the pristine sample. (b) Second 

deconvolution of the data, demonstrating two components, Ti2+ and Ti3+. The 

stained device shows an increase in Ti3+ relative to Ti2+. Note the residuals are not 

shown, although the values for the normalised residual and noise standard 

deviations are given, indicating the quality of the fits. 

The fitted peaks are shown in Figure 6.13b. The same Voigt profile shape used for the 

silicon-oxygen bonding was used for the titanium-oxygen bonding, with the width 

reduced to 1.35 eV ± 0.05 eV to better allow two peaks to fit the data. The width was 

decreased to account for the reduced range of bond lengths present in Ti2+ and Ti3+ 

configurations relative to all the possible silicon-oxygen bond lengths modelled with the 

wider profile, as discussed in chapter 3.4. The position of the each sub-peak was held 

constant between samples and the area varied to fit the data. The maxima are around 

0.2 eV higher in binding energy than the positions of Ti2+ and Ti3+ reported in the 
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literature. This shift is small and may be accounted for by differences in the sample and 

instrumentation to those used in the literature. Assuming that the fitted peaks do 

correspond to Ti2+ and Ti3+, the data in Figure 6.13b indicates the Ti2+ component 

decreases and the Ti3+ component increases. This suggests the electrode has 

oxidised, which is contrary to the above indication that it is reduced, losing oxygen. 

Thus, the titanium and nitrogen spectra must be studied in order to determine whether 

either of these compositional variations is a valid result. 

The XPS spectra of titanium and nitrogen for the devices are shown in Figure 6.14, 

alongside the spectra of oxidised titanium nitride from ref [153]. These spectra in 

Figure 6.14a and c have been normalised to the same relative titanium counts 

between measurements. The titanium Ti2p spectra demonstrate three clear peaks, 

around 455 eV, 459 eV and 465 eV. Titanium nitride is generally characterised by two 

peaks, at around 455 eV and 462 eV,[153,154,155] although there does not seem to 

be a peak at 462 eV in the data despite the presence of one at 455 eV. However, there 

does appear to be a peak at around 461 eV, indicated by an asymmetry on the higher 

binding energy side of the large peak at 459 eV. The peaks at 459 eV and 465 eV are 

likely to correspond to titanium-oxygen bonding, possibly in oxidised titanium nitride. As 

also indicated by the O1s spectra in Figure 6.12c, this suggests that the surface of the 

electrode is titanium oxynitride rather than titanium nitride. This is reasonable, given 

that the samples were exposed to air, as discussed above, and may account for the 

discrepancy between the expected and observed peaks at 462 eV and 461 eV. 

The titanium spectra shown in Figure 6.14a appear to show a small shift for the 

stained device of around 0.25 eV to higher binding energy of the peak centred around 

459 eV, the position of which corresponds to oxidised titanium nitride.[153] This is 

similar to the shifts observed in Figure 6.11 and is within the inter-sample shift range. 

However, for a titanium oxynitride sample, TiN1-xOx, the higher the binding energy of 

this peak, the closer to 1 the value of x would be. Thus, if the shift is real then it implies 

that the stained sample is oxidised in comparison to the pristine sample. 

Figure 6.14c shows the Nitrogen N1s spectrum characterising the nitrogen at the 

surface of the electrode. These spectra have been normalised to the same relative 

titanium signal. The main peak is at 397 eV, corresponding to nitrogen in titanium 

nitride.[147,156] There may also be a small feature around 400 eV corresponding to 

oxidised nitrogen.[157] As with the Ti2p spectra in Figure 6.14a, there may be a small 

shift of around 0.25 eV to higher binding energy for the stained sample. Again, this 

might indicate the surface of the top electrode is oxidised. 
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Figure 6.14. Ti2p and N1s XPS spectra from the surface of the pristine and stained 

electrodes, normalised to reflect the same relative titanium signal in each sample. 

Oxidised titanium nitride Ti2p and N1s spectra from ref [153] are shown for 

comparison, demonstrating a good agreement of the data with the literature. (a) 

Ti2p spectra, demonstrating little difference between the two samples. There 

appears to be a shift of around 0.25 eV to higher binding energy for the stained 

device. (b) Ti2p spectrum from ref [153], showing a similar shape to a. (c) N1s 

spectra, also demonstrating little difference between the sampled aside from a shift 

of around 0.25 eV. (d) N1s spectrum from ref [153], showing a similar shape to c. 
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The observations on the titanium and nitrogen signals may be considered along with 

those from the oxygen spectra. All the peak shifts for the stained electrode are to 

higher binding energies, indicating oxidation of the surface. However, this is 

contradicted by the measured decrease in oxygen. This discrepancy may be a result of 

the surface morphology of the titanium nitride. As discussed in chapter 6.4, this surface 

is roughened as a result of electrical operation, which might effect the XPS 

measurement. This is illustrated schematically in Figure 6.15. 

 
Figure 6.15. Schematic illustration of the effect of surface roughening on 

photoelectron detection. (a) For a flat surface, only photoelectrons escaping normal 

to the sampling plane are detected. These may include those originating in the 

surface and in the upper part of the bulk, depending on the photoelectron mean free 

path in the material. Photoelectrons with other trajectories are either not detected or 

do not escape the sample. (b) For a rough sample, photoelectrons that would have 

previously had a steep escape angle may be detected as they are now travelling 

normal to the sampling plane. In contrast, some of those that previously would have 

been travelling normal to the sampling plane are now emitted and at angle and are 

not detected. Additionally, some photoelectrons originating in the upper part of the 

bulk or lower part of the surface may now not escape the sample, even if they are 

moving perpendicular to the sampling plane. Thus, the measurement becomes 

more surface-sensitive with roughness. 

In general, the photoelectron detector in XPS instruments is most sensitive to emission 

normal to the sampling plane. For a smooth sample, as in Figure 6.15a, 

photoelectrons originating in the surface or upper part of the bulk may be detected, 

although those escaping at too shallow an angle may not. Conversely, as shown in 

Figure 6.15b, rough samples increase the detection probability for those 

photoelectrons that would have had a shallow escape angle from a smooth surface. 

This is because they would instead travel closer to the normal of the sampling plane. 

However, some that had detectable trajectories from a smooth surface may have a 

lower probability of being detected. Additionally, some originating in the bulk or in the 
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lower part of the surface may have too short a mean free path, around 4 nm in titanium 

nitride,[158] to escape the rough surface. Thus, the surface sensitivity of the 

measurement is increased. 

Given the influence of surface morphology on XPS measurements, the data in Figure 
6.13b may not indicate a change in surface composition. Rather, they might reflect the 

roughened surface. As such, any variations in the electrode surface composition may 

not be reliably measured by comparing the spectra from the surface. However, the 

study of sub-surface material might be more suitable for analysis. 

6.7 Attempted depth profiling of the top electrode 

Having found that the morphology of the stained top electrode surface excluded a 

reliable analysis of compositional changes, I reasoned that depth profiling with the XPS 

instrument might be a more suitable approach. Using ion milling to remove material, 

spectra can be acquired from sub-surface sample material and processed to compose 

a profile of compositional changes with depth. In addition, changes on the surface of 

the top electrode are often attributed to processes occurring in the switching layer 

below, or at the interface between the top electrode and the active 

layer.[13,159,160,161] This approach may also provide information on such 

compositional variations. 

For consistency, the same sampling parameters were used for depth profiling as for the 

measurements in chapter 6.6. The argon beam energy was set to 3 keV, with the 

milling area set to a 2 mm wide square in order to cover the full x-ray illumination area 

and avoid artefacts from sampling the edge of the milled square. The sample was 

milled 32 times, providing 33 sets of spectra for the depth profile.  

Figure 6.16a shows XPS survey spectra comparing the first and last measurements 

taken in a depth profile on a pristine device. These spectra demonstrate the presence 

of titanium, nitrogen, oxygen, carbon and argon. There is little signal from silicon in 

Figure 6.16b, suggesting relatively less of the SiOx was sampled than in the 

measurements of chapter 6.6. Comparing the spectra of Figure 6.16a and Figure 
6.10, the titanium and nitrogen signals are enhanced. This also suggests improved 

alignment of the sampling area on the top electrode. The signal from carbon is 

expected at the surface due to contamination and disappears by the final layer of the 

depth profile, as demonstrated in Figure 6.16a. Argon is present as a result of the 

milling process, by which ions are implanted into the sample as material is 

removed.[162] 
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Figure 6.16. Surface and final layer XPS depth profile spectra from a pristine area 

of top electrode. (a) Normalised survey spectra, offset for display clarity, indicating 

an increase in the nitrogen content and decrease in the oxygen content of the 

titanium nitride by the final layer. In addition, there is not a significant contribution 

from silicon. (b) Si2p spectra, normalised to the maximum counts in the surface 

spectrum, demonstrating that a small amount of silicon is present at the surface but 

none appears to be present in the final layer. 

A key feature of the spectra in Figure 6.16b is that there is not any silicon in the final 

layer, indicating the depth profile did not progress all the way through the top electrode 

to the active layer below. This is likely due to time constraints or poor alignment of the 

optical camera, x-ray beam and milling beam; each time I attempted this measurement 

I did not observe an increase in the silicon signal before the experimental session 

ended. As a result, I did not perform depth profile measurements on a stained top 

electrode. This would be of interest for follow-up work to better understand the 

processes occurring in and on the top electrode as a result of switching. 

There are notable differences between the surface and final layer in the signals from 

titanium, nitrogen and oxygen in Figure 6.16a, suggesting the bulk composition is 

different to the surface. Figure 6.17 shows the spectra of the Ti2p region from each 

measurement in the depth profile. Notably, at the surface there are three peaks, around 

455.5 eV, 459.5 eV and 465 eV. In the bulk, there are two distinct peaks, at 455.5 eV 

and 461 eV. The transition between the two spectral shapes occurs over the first few 

layers, with intermediate layers showing no peak at 465 eV and less-pronounced peaks 

at 455.5 eV and 461 eV than subsequent layers. 
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The surface Ti2p spectrum is similar to that of Figure 6.14a, with peaks at around 

459.5 eV and 465 eV suggesting oxidised titanium nitride, or titanium oxynitride. As the 

depth profile progresses to the bulk, these peaks diminish and lower binding energy 

peaks around 455.5 eV and 461 eV become dominant, characteristic of titanium 

nitride.[158] This supports the notion that the surface of the electrode is oxidised and 

confirms that the bulk is titanium nitride, as expected. This is supported by previous 

reports of atmosphere-exposed titanium nitride surfaces growing a 4 nm thick native 

oxide.[158] 

 
Figure 6.17. Ti2p depth profile spectra from a top electrode. The spectrum at the 

surface is different from the bulk, in which the peaks at 459 eV and 465 eV have 

decreased and those at 465 eV and 461 eV have increased. This suggests a 

transition from oxidised titanium nitride, or titanium oxynitride, to titanium nitride. 

In Figure 6.17, the spectra appear similar to one another, aside from those of the 

surface and second layers. Therefore, there should be a depth at which the 

composition becomes steady. Figure 6.18 shows the overlaid spectra from titanium, 

nitrogen and oxygen for the first eight levels, including the surface. In each case, the 

spectrum appears to reach a steady state after six to eight measurements, indicated by 

the grey boxes. The titanium tends from a titanium oxynitride signal toward a titanium 

nitride signal with peaks at lower binding energies. The single nitrogen peak increases 

and shifts to a slightly higher binding energy. The oxygen signal decreases and the 

single peak shifts by around 0.5 eV to higher binding energy. 

The nitrogen spectra in Figure 6.18b demonstrate shifting from around 397 eV to 

397.5 eV with increasing depth. This positioning is in agreement with the surface 

spectra presented in Figure 6.14b, so it may be assumed that this peak correlates with 

titanium nitride, in agreement with the literature.[147,156] There may also be a small 

feature at around 400 eV, corresponding to oxidised nitrogen,[157] although this is not 

very prominent. In addition, this feature does not appear to shift with increasing depth 

although it does increase in magnitude as the larger peak increases. 
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Figure 6.18. XPS depth profile spectra demonstrating the top electrode bulk 

composition reaching a steady state. (a) Ti2p spectra, showing the transition from 

titanium oxynitride to titanium nitride. (b) N1s spectra, demonstrating an increase in 

the nitrogen signal. (c) O1s spectra, demonstrating a decrease in the oxygen signal 

and a shift by around 0.5 eV to higher binding energy. In each case, the grey box 

highlights the depth at which the spectra have become steady. The spectra have 

not been normalised and the raw data is shown. 

Considering the XPS findings from 6.6 and 6.7 in relation to the earlier CAFM and SEM 

observations in 6.4 and 6.5, a clearer description of electrode staining may be 

presented. The CAFM data indicated that the bubble edges on stains were conductive 

and the SEM data indicated that the bubbles appear to have a correlated asymmetry. 

Combining these observations, I suggested that the asymmetry and conductivity are 

related, possibly as a result of compositional variations across each bubble. The XPS 

data indicate that the surface of the electrode oxidised relative to the bulk titanium 

nitride. Notably, titanium oxynitride is less conductive that titanium nitride.[163] Thus, it 

may be that the staining exposes regions of conductive material below the relatively 

less conductive electrode surface and it is these small areas that show a current in 

CAFM. 

The suggestion that the top surface of the titanium nitride is relatively insulating might 

imply that achieving good electrical contact with the tungsten needle of the probing 

station was difficult. However, this was not the case as switching was generally 
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successful when contacting devices in this manner. Such a conflict in the data might be 

a result of differences between the needle and CAFM probe contact properties. Firstly, 

the needle contact area would be much larger, around 80 µm2, compared to around 

30 nm2 for the probe. This would increase the likelihood of the needle making good 

contact somewhere in this area. Secondly, I controlled the needle motion by hand 

whereas the probe was operated through software and piezoelectric controllers. The 

force applied by the needle would therefore be significantly greater than that of the 

probe. Given also that the needle was composed of tungsten and so was harder than 

the platinum/iridium-coated probe, the likelihood of the needle scratching the electrode 

surface would be quite high. This would remove some of the less conductive surface, 

allowing the needle to make good contact with the exposed titanium nitride below. This 

might be a reason why, as observed in 6.4, very little current was observed with CAFM 

on the unstained regions of a stained top electrode, yet re-contacting these areas with 

the tungsten needle could restore device functionality. 

6.8 Chapter summary and conclusions 

In this chapter I have looked at changes occurring at the device surface as a result of 

resistance switching. In particular, I have presented observations on the stains that 

appear on the top electrode following device operation. 

Optical microscopy allowed me to determine that surface staining was always present 

on used devices. In some cases, the stain was relatively small, of a similar diameter to 

the needle probe footprint. In other cases, the stain was much larger, sometimes 

covering the majority of the electrode. In all cases, devices eventually stopped 

functioning properly. Sometimes, this was because the needle used to stress the 

device seemed to lose electrical contact with the device when in physical contact with 

the stain. 

Microscopic measurements indicated that staining changes the surface of the titanium 

nitride electrode. AFM and CAFM showed that the entire electrode surface becomes 

rougher and the conductivity of the device is restricted to the edges of the bubble-like 

features that compose the stains. In some places, the surface is distorted by a greater 

magnitude than the thickness of the electrode. SEM also revealed an edging effect, 

correlated with the topography of the bubbles. The CAFM results additionally indicated 

conductive regions on stains were small and located in the depressions between 

bubbles. It is therefore reasonable to suppose that staining might displace the tungsten 

needle of the probing station from good contact with the electrode. Specifically, the 

tallest points of the bubbles are not conductive. Thus, if the needle rests on top of them 

it may be isolated from the small conductive areas exposed below the deformed 

surface. 
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XPS results showed that the surface of the top electrode is initially titanium oxynitride 

and that the bulk is titanium nitride. This variation in composition may be correlated 

with the CAFM and SEM results, suggesting that the surface distortions and 

conductivity variations characterising staining are related to the exposure of more 

conductive titanium nitride. This likely occurs as a result of a morphological change in 

the electrode or material below, although there is not enough data to speculate on 

what, specifically, this change might be. 

As discussed in 2, features similar to the stains I have presented are seen in many 

resistance switching devices and are often attributed to the release of 

oxygen.[29,31,69,70]. In fact, it has been shown for SiOx that ionised oxygen molecules 

are dissociated from the active layer and released from the device during 

operation.[135] If oxygen is mobilised within the device, then it is likely to escape 

through the surface that is exposed to the environment. The scale of the stains that I 

have shown may therefore be explained by the motion of and Coulombic repulsion 

between mobile molecules as they move through the top electrode, causing 

deformation. 

The data I have presented so far support the supposition of oxygen migration 

governing resistance switching, evidenced by the dynamic changes occurring at the 

surface of the top electrode. However, this evidence is indirect. There is a lack of 

information on the processes occurring in the switching layer itself, where oxygen 

dissociation should occur. In particular, my spectroscopic data is insufficient to draw 

any conclusions on the compositional changes occurring as a result of switching. 

As mentioned in 6.7, I was unable to successfully depth profile through the top 

electrode and into the switching layer. Therefore, I was not able to acquire data 

correlating the effects seen at the surface of the device with processes occurring in the 

SiOx. In light of this, I reasoned that examining the active layer directly might provide 

further insight into the behaviour observed at the device surface. 
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7. Switching layer structure and transformations 
7.1 Chapter introduction 

In this chapter I will present observations on the structural changes occurring on the 

switching layer surface and in its bulk as a result of electrical operation when using a 

tungsten needle rather than a titanium nitride electrode. I use optical microscopy, AFM 

and CAFM to demonstrate that the contact point of the needle becomes deformed and 

that there are delocalised changes at the switching layer surface, indicating a highly 

energetic process. In addition, I use XPS to demonstrate that oxygen is lost from 

particular bonding configurations SiOx under electrical stress, producing a more silicon-

rich material. 

To directly study the active layer of a device, the top electrode must be removed. 

However, this would require chemical or mechanical processes that may affect the 

active layer. Top electrodes also function as a map; locating regions of interest is 

extremely difficult without them. Notably, the majority of the sample wafer surface is 

electrode-free SiOx. I reasoned that addressing this surface with a tungsten needle 

might be a suitable approach; rather than using the deposited top electrodes, the 

needle would behave as a mobile electrode. Although this would involve an electrode 

material with different contact and electrical properties to the titanium nitride studied so 

far, removing the needle after switching would provide access to the active layer. 

7.2 SiOx surface and adjusted switching parameters 

I began looking at pristine SiOx, before stressing electrically, to better understand the 

starting material. As discussed in 2.3, it is often reported that resistance switching is 

facilitated by the presence of structural defects and inhomogeneities in the switching 

layer. Features of this nature might provide nucleation sites for structural changes 

under electrical stress. They may be well-defined, such as crystalline grain boundaries 

or dislocations,[51,137,164,165] or less well-defined, such as density variations and 

clustering in amorphous materials.[14,53,166] 

Figure 7.1a shows an optical image of the sample where the SiOx is exposed. It 

appears almost featureless with some small blemishes. The SiOx is very thin, 37 nm, 

and optically transparent, so these spots might be present in the layers below rather 

than at the surface. The AFM image in Figure 7.1b demonstrates that, at higher 

magnification, the surface appears bumpy. This seems reasonable for a suboxide, as it 

should be amorphous.[119,167] Such a material would lack long- or short-range order 

and this appears to be the case in Figure 7.1b. 
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The smallest features in Figure 7.1b are around 10 nm in diameter, likely the 

resolution limit of the AFM probe. Although the surface of the active layer appears 

rough with these bumps, their height varies by around 4 nm over 4 µm2. Figure 7.1c 

presents roughness data with a mean value of 0.21 nm, indicating the SiOx is actually 

relatively smooth. 

Columnar features have been observed in SiOx as a result of sputtered 

fabrication.[168,169] In addition, column edges show enhanced conductivity and exhibit 

switching behaviour.[14] This is likely due to electron-trapping defects, such as intrinsic 

oxygen vacancies, that allow trap assisted tunnelling conduction.[13,32,51] It is likely 

the tops of columns produce the bumpy surface structure observed in Figure 7.1b. As 

discussed in 2.3, resistance switching in SiOx may rely on the defects associated with 

intrinsic microstructures such as columns. 

 
Figure 7.1. Pristine SiOx surface. (a) Optical image; the surface appears smooth. 

(b) Tapping-mode AFM image. The surface has a z range of 4 nm and a grainy, 

lumpy appearance as a result of sputter deposition. (c) From a selection of sample 

areas, the RMS roughness of SiOx is 0.21 nm, with a standard deviation of 0.17 nm. 

Note some data points appear to indicate a roughness of 0 nm, although the lowest 

value is 10-5 nm. 

To study the switching properties of the SiOx with a tungsten needle top electrode, a 

new surface location was chosen for each attempt at electroforming and cycling. In 

addition, the areas local to the surface blemishes shown in Figure 7.1a were avoided. 

The tungsten needles of the semiconductor parameter analyser probe station have a 

nominal few-micrometre circular footprint, so are large relative to the size and 

distribution of bumps on the active layer surface. Assuming these features correlate 

with the top of an intrinsic columnar microstructure, the footprint size should ensure 

that a needle addressing the active layer would contact a large number of preferential 

switching sites. 

The parameters for switching with a titanium nitride top electrode, as in Figure 6.1, 

were not suitable for switching with a tungsten needle. In particular, electroforming was 
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successful in around 10% of attempts, compared to over 90% with titanium nitride. As 

shown in Figure 7.2, sweeping the voltage as high as 20 V, higher than the typical 7 V 

to 8 V used, often did not produce the electroforming current jump. Rather, the field 

capacitively charged the device. 

As indicated in Figure 7.2, the increasing half of the voltage sweep corresponds to a 

slightly higher current than on the decreasing half. This suggests that, as the field 

increases, charge is injected into the device. However, no electroforming occurs. 

Rather, as the voltage returns to 0 V, further charge injection is inhibited so the current 

is lower. In a device with a titanium nitride top electrode, lower applied fields would 

induce electroforming. The work functions of titanium nitride and tungsten are generally 

reported between 4 eV and 5 eV, so differences of around 1 V in the switching 

parameters would be expected.[170,171] However, the voltages reached with the 

tungsten needle in Figure 7.2 are significantly greater than those required with titanium 

nitride. Therefore, using a tungsten needle appears to modify the device behaviour to a 

greater extent than would be expected for a change of electrode material. 

 
Figure 7.2. Current-voltage curves for switching attempts with a tungsten needle. 

No electroforming occurs. Rather, there is some capacitive charging of the switching 

layer. This is evidenced by the lower current when the voltage returns to 0 V, 

indicated by the arrows. 

It is reasonable to suggest that the electrical contact made to the SiOx by a deposited 

electrode is better than that of a tungsten needle. The controlled environment required 

for device fabrication ensures that surfaces are clean when they make contact 

whereas, in general, surfaces that are exposed to air are oxidised and contaminated. 

However, the poor switching properties with a tungsten needle are unlikely to be due to 

surface contamination, as the sample and needle were cleaned before measurements 

were made. Thus, oxidation of the needle and the switching layer are the most likely 

causes for the observed behaviour. 

Native oxidation of SiOx surfaces occurs for samples stored in air, such as those in this 

work. Unstable or weakly bound surface groups are replaced over time with 
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atmospheric oxygen-hydrogen ions. These split as their oxygen incorporates into 

silicon-oxygen-silicon bonding structures. Over time, this drives silicon atoms from the 

bulk to the surface, growing an oxygen-rich native oxide layer under the continued 

incidence of ions on the surface.[172,173] This layer is insulating, imposing a barrier 

that increases the field strength required for switching. 

7.3 SiOx switching with a tungsten needle: cratering 

To perform structural studies on the SiOx, observable switching-related changes were 

required. However, this was hindered by the lack of success in switching with a 

tungsten needle. There was no apparent correlation between the area chosen and the 

electroforming success rate, suggesting that effective contact between the probe and 

sample was difficult to achieve. Therefore, I employed an exploratory approach, using 

a selection of voltage sweep ranges and current compliances, as well as a variety of 

contact locations on the switching layer. 

Generally, larger fields were required with a needle than with a titanium nitride 

electrode. As a result, I was concerned that I might overstress the oxide and cause 

device failure through hard dielectric breakdown. This occurs through a combination of 

charge injection, defect generation and Joule heating when the device is in a low 

resistance state.[21] These processes are driven by the applied electric field and can 

result in catastrophic material deformation.[174] 

Instantaneous implementation of current compliance should prevent breakdown-

induced device failure, regardless of the applied field. However, implementation is not 

instantaneous because the semiconductor parameter analyser must measure the 

resistance, determine the current and then decide whether the applied voltage must be 

reduced in order to reduce the current. Thus, the current will likely exceed the limit for 

some time. For the voltages used in normal operation, the unrestricted current may not 

damage the device. At higher voltages, such when switching with a needle, damage 

and failure becomes more likely. I therefore used lower current compliances to account 

for the overshoot in the current. 

Figure 7.3a demonstrates successful cycling with a tungsten needle. The oxide was 

formed, reset, set and reset again. For electroforming and setting, the voltage was 

swept from 0 V to 20 V. For the first reset, the voltage was swept to 6 V. The first 

attempt at a second reset, which is not shown, was not successful. The voltage was 

then swept to 20 V, resulting in a reset and device failure. This was evident as no 

current jumps were observed when trying to set after the second reset. The current 

compliances were 100 µA and 1 µA for form and set, respectively. During resetting, the 
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current reached around 50 mA. The voltages and compliance values were chosen 

empirically, in this case producing four distinct switching events. 

 
Figure 7.3. Switching SiOx directly with a tungsten needle. (a) Positive needle 

polarity. Electroforming and set operations used sweeps of 0 V to 20 V with 

compliances of 100 µA and 1 µA, respectively. The first reset used a sweep to 6 V, 

reaching a current of around 50 mA. The second reset operation caused the device 

to fail into a state of low resistance. (b) Negative needle polarity. Forming occurred 

just before -16 V. In contrast to a, the pre-forming current is constant with increasing 

voltage and is relatively large, around 1 µA. The current compliance of 10 mA for 

this sweep was higher than those used for the positive operation in a. 

Interestingly, the on state following forming at 100 µA compliance in Figure 7.3a 

appears to be around an order of magnitude lower in resistance than that of the set at 

1 µA. This is evident in the currents of around 50 mA and 0.5 mA for the first and 

second resets, respectively. Such compliance-dependent resistance in RRAM devices 

has previously been attributed to variations in the size of the conductive region formed 

in the active layer.[175,176] 

Following the cycling shown in Figure 7.3a, the oxide was significantly deformed. As 

demonstrated in Figure 7.4a, a crater-like feature was present at the point of contact. 

Surrounding this were many orange spots, although fewer were present closer to the 

crater. Crucially, the area covered by the crater and spots is much larger than the 

footprint of the tungsten needle. Thus, the effect of the electrical stress is not confined 

to the point of contact. 
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I also attempted switching with a negative tungsten needle polarity. Electroforming was 

around half as successful as with a positive-polarity, but the SiOx could not be reset or 

cycled. I speculate that the reason for this is similar to that discussed in chapter 6.2, 

that it is easier to inject electrons from the bottom electrode and migrate oxygen with a 

positive top electrode bias. In addition, the energy barrier at the tungsten/SiOx interface 

might by rectifying, further hindering operation with a negative top electrode bias. An 

example of negative electroforming is shown in Figure 7.3b. Note the compliance is 

10 mA. This is high in comparison to those for a positive polarity in Figure 7.3a. Such a 

high value was chosen to explore cratering, given that cycling was not possible. 

 
Figure 7.4. Images of SiOx following electrical stress with a tungsten needle. 

(a) Optical image of a crater and associated orange spots following switching with 

positive needle polarity. (b) Optical image of a crater, with no orange spots, 

following forming with negative needle polarity. (c) Tapping-mode AFM image of the 

area indicated by the white square in a. (d) Tapping-mode AFM of the area of the 

white square in b. In both AFM images, the tallest points of the craters are more 

than 500 nm above and the lowest points more than 100 nm below the SiOx 

surface, the colour of which is indicated by the white lines on the scale bars. 

For the negative electroform in Figure 7.3b, the current stays relatively consistent at 

around 1 µA before jumping to the compliance level. This is in contrast to positive 

operation, in which the current is initially lower, around 10 pA, and gradually increases 

before the jump. This suggests that negative charge is more readily injected from the 

needle, but dissipates rather than being stored, as observed with a positive voltage in 

Figure 7.2 and Figure 7.3a. 
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As shown in Figure 7.4b, switching with a negative needle polarity produced a crater-

like feature, similar to Figure 7.4a, at the point of probe contact. However, no orange 

spots were present in the surrounding area. This suggests that the appearance of 

spots may depend on the switching polarity whereas the crater is produced regardless 

of the field or current polarity.  

Figure 7.4c and d present AFM images of the craters shown optically in Figure 7.4a 

and b. Both are tall in comparison to the 37 nm thick SiOx, with maximum heights are 

around 500 nm and 1 µm above the oxide surface for positive and negative bias, 

respectively. These are hundreds of nanometres greater than the height of the stains 

observed on titanium nitride electrodes, such as in Figure 6.4. Crucially, however, the 

craters also extend down to around 300 nm below the SiOx surface. Similar behaviour 

was not observed on devices with a titanium nitride top electrode and indicates that the 

cratering has affected both the bottom electrode and the silicon dioxide layer that 

separates it from the silicon substrate. The lateral extent of the cratering and orange 

spots suggests a very energetic process. Cratering may thus be a distinct phenomenon 

from the deformations observed on normal devices at lower operational voltages. 

Given the extreme depth penetration and surface modification of cratering, it is possible 

that the active layer is shorted with material from the tungsten needle or bottom 

electrode. In fact, this material migration may extend through to the thermal SiO2 layer 

on the sample substrate. 

It is clear from Figure 7.3 that the maximum reset current is higher during operation 

with tungsten needle than a normal device, such as in Figure 6.1. For a normal device 

reset, the current reaches around 5 mA, slightly above the 3 mA compliance level. 

However, for the device operated with a tungsten needle, the maximum is around 

50 mA, an order of magnitude higher. This supports the notion that cratering is related 

to the large fields and currents and may indicate hard dielectric breakdown rather than 

normal resistance switching behaviour. 

On devices with a titanium nitride top electrode, such as in Figure 6.3, the staining is 

confined to the electrode. However, the orange spots shown in Figure 7.4 are not 

localised to the needle contact point. In addition, the region roughly 15 µm diameter 

surrounding the contact point contains fewer orange spots than more distant areas. 

Radial damage features have previously been associated with heating effects in 

resistance switching devices,[174] so the spot-free area may indicate that greatest 

heating during switching is local to the contact point. 

It should be noted that the data in Figure 7.3a was the only case that a reset was 

possible after electroforming with a tungsten needle. It is not clear which switching 

operation caused the cratering and it may have been gradual. However, given that the 
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negative polarity switching in Figure 7.3b caused a similar deformation in a single 

event with current in the milliamp range, it may have been the second reset in Figure 
7.3a that caused cratering. It is also possible that this material transformation process 

is sufficiently powerful to displace the needle, causing it to lose contact with the 

switching location. 

The cratering shown in Figure 7.4 is more destructive than might be expected for 

normal devices that operate for hundreds of cycles. As such, a more informative study 

could focus on less pronounced changes in the switching layer. Electroforming 

produces the greatest change in resistance that a device will normally undergo. Hence, 

the most pronounced changes in the SiOx structure should occur during this step. 

Smaller deformations than craters would provide an insight into the switching process, 

more in line with normal device operation. Studies of such features, following only an 

electroforming step, would also eliminate the risk of a performing destructive reset 

process and the needle would not need to remain in place. 

7.4 SiOx switching with a tungsten needle: bubbles 

To study whether electroforming without causing cratering was possible, a set of 

voltage sweeps with different current compliances were used and the probe contact 

point subsequently assessed for optically visible changes. Although some structural 

changes should occur below the optical limit, this assessment provided a means of 

quickly determining whether or not a location had undergone extreme deformation, 

uncharacteristic of normal switching behaviour. 

 
Figure 7.5. Electroforming of the SiOx with a tungsten needle, using a variety of 

current compliances. Measurements finished at the maximum voltage, without 

sweeping back to 0 V. The mean forming voltage is 11.7 V, with a standard 

deviation of 1.1 V. 

Figure 7.5 shows the variation in the forming voltage for sweeps with a tungsten 

needle. A variety of ranges were tested, applying the voltage only until its maximum 

value was reached. This was done to minimise stress on the oxide by reducing its 
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duration once compliance had been reached. The mean forming voltage was 11.7 V, 

with standard deviation of 1.1 V. The point of forming is defined as the value half way 

between the data points before and at which compliance is reached. This is around 5 V 

greater than with a titanium nitride top electrode. 

 
Figure 7.6. Orange spots on the SiOx surface following electroforming with a 

tungsten needle. (a) Optical microscope image. The contact point is indicated by the 

white arrow. There are fewer spots local to this point than further away. 

(b) Tapping-mode AFM image of a region containing orange spots. Many tall, 

bubble-like features are visible, though the interstitial regions appear flat. 

(c) Tapping-mode AFM phase map of the region in b, showing small features in the 

regions that appear flat in b. (d) Three-dimensional plot of the data in b. 

(e) The same plot as in d, with the phase data from c overlaid. Features between 

the bubbles are clearer. The upper half of the image shows many intact bubbles 

whereas the lower half contains many burst bubbles and their residual menisci. 

Neither d nor e have scale bars as they are shown in b and c, respectively. 

Following electroforming, there were always optically visible changes on the surface of 

the SiOx. In some cases there was a large breakdown crater, although not often for 

current compliances below 1 mA. Otherwise, there was no apparent correlation 

between the compliance and the size of the features at the contact point. In cases that 

did not exhibit cratering, a dark region a few micrometres in diameter was generally 

present. These observations may indicate that contact between the tip and sample was 
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inconsistent and not easily controlled. This supports the notion that switching behaviour 

depends greatly on the contact properties, as discussed in 7.3. 

Figure 7.6a shows an optical microscopy image of an area of SiOx after electroforming. 

There is a dark spot at the needle contact point, surrounded by a spread of orange 

spots covering an area around 50 µm in diameter. This is large in comparison to the 

few-micrometre needle footprint, again suggesting, as in 7.3, that the effect of electrical 

stress is not confined to the contact point. The region closest to the dark spot has fewer 

orange spots than more distant areas, similarly to Figure 7.4a. Again, this may be a 

thermal effect local to the point of contact. 

Figure 7.6b shows the AFM topography for a region of Figure 7.6a that contains 

orange spots. They are up to 200 nm in height and are generally up to a few 

micrometres in diameter. Notably, some spots are taller than the thickness of the 

switching layer. The regions between the spots appear flat in the topography image, 

although the cantilever phase image in Figure 7.6c suggests that there are some 

features. These are likely not clear in the topography data because their height is 

significantly smaller than the tallest features. As such, they do produce an easily 

observed height contrast in the colour mapping of the data. 

As discussed in chapter 3.2, the cantilever phase data informs on topography, mostly 

due to variations in the tip-sample contact area.[81] This helps emphasise changes in 

the surface slope without being sensitive to height, so is suitable for simultaneously 

studying features with very different heights. However, the phase is sensitive to sample 

composition as a result of, for example, variations in the adhesion and viscoelastic 

properties of the sample.[177] This convolution between topographic and chemical 

information means quantifying phase data is only suitable for very flat surfaces. 

Therefore, on an uneven surface such as in Figure 7.6b, the phase is only suitable as 

a qualitative measure. However, for completeness, the scale bar is shown. 

To better inspect features of significantly different heights simultaneously, the phase 

data may be overlaid on the topography. Figure 7.6d shows a three-dimensional AFM 

map of the data in Figure 7.6b. In contrast, Figure 7.6e shows the same topography 

with a phase overlay, giving the image its colour contrast. Figure 7.6d and e show that 

the orange spots have a bubble-like appearance. As indicated by the phase data in e, 

around half of the imaged region contains intact bubbles whereas the remaining area 

contains circular features that resemble menisci, perhaps residual from burst bubbles. 

As with the bubbles, the menisci vary in diameter, from hundreds of nanometres to a 

few micrometres. It is also evident from the phase data that there is a change in the 

SiOx surface morphology in the regions between bubbles and menisci. 
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Figure 7.7a and b show a comparison of pristine SiOx and the area between bubbles. 

Small bumps around 10 nm wide, similar to those in Figure 7.1, are present on the 

pristine surface. However, in the bubbled region, these features are not apparent. In 

this case, there are raised regions up 100 nm in diameter. In both images the height 

range is less than 10 nm, although the RMS roughness of the surface increased from 

0.21 nm to 0.96 nm following electrical stress. 

 
Figure 7.7. AFM images of SiOx surface changes following electroforming with a 

tungsten needle. (a) QNM-mode topography map of pristine SiOx, showing 

characteristic bumpy structure. (b) Tapping-mode image of a region between 

bubbles such as those in c. The surface is rougher than pristine SiOx. (c) Tapping-

mode image of orange bubbles, which appear unbroken. (d) Contact-mode image of 

orange bubbles, which appear to have burst, likely due to contact with the scanning 

probe. Thus, only residual menisci appear and are larger than the individual bubbles 

in c. It may be that some bubbles merged before or during bursting, or the menisci 

have merged afterwards.  

Figure 7.7c and d demonstrate the difference in AFM images of the bubbles made in 

tapping and contact modes, respectively. Notably, the bubbles were not measurable 

with contact mode; only menisci appeared. This indicates that bubbles may have burst 

and was true of all contact-mode measurements of the bubbles. Thus, the probe may 

cause bursting. Notably, each meniscus in d appears to cover a larger area than the 

individual bubbles in c. This is in contrast to Figure 7.6e, in which the menisci and 

bubbles measured in tapping mode are similar in diameter. This suggests that contact 
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mode scanning might move bubbles around on the surface, causing them to merge 

and burst. 

 
Figure 7.8. QNM mode AFM of orange bubbles on the SiOx surface following 

forming with a tungsten needle. (a) Topography map, indicating the intact bubbles 

are around 100 nm tall. There are also some menisci present in the surrounding 

area. (b) Adhesion map, indicating that the tops of bubbles are less adhesive and 

edges more adhesive than the surrounding material. (c) Deformation map, 

indicating that the tops and edges of the bubbles are deformed more than the 

surrounding material. The edges are deformed to a greater extent, as indicated by 

the brighter contrast than on top of the bubbles. (d) Energy dissipation map. The 

tops and edges of the bubbles dissipate more energy than their surroundings. The 

edges of the bubbles also dissipate more energy than the tops. Note that energy 

dissipation is given in eV rather than Joules. This is because the keV scale is more 

appropriate for presentation, whereas the values in Joules would be around sixteen 

orders of magnitude lower. 

I also studied the orange bubbles in QNM mode, to probe their mechanical properties, 

as shown in Figure 7.8. QNM mode is similar to tapping mode in that the probe 

oscillates to and from the sample. Unlike in tapping mode, however, it also makes 

contact, pressing into the surface in order to collect force-distance spectra. In contrast 

to contact mode, however, the probe does not move laterally while in contact. Bubbles 
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were observed in QNM mode, which suggest that lateral movement while in contact, 

corresponding to shear force, might burst bubbles. The compressive force applied in 

QNM mode does not appear to cause bursting, though. 

Interestingly, the appearance of the bubbles in QNM mode, as in Figure 7.8a, is 

different from tapping mode, as in Figure 7.7c. Surface nanobubbles have previously 

shown different footprint areas when measured with tapping and QNM modes.[178] 

This appears to be due to the contact force of QNM, whereas tapping does not involve 

contact, as suggested above. This may mean that, on the bubbles but away from their 

edges, compressive QNM measurements at each pixel elicit the same response. Thus, 

each pixel gives a similar value, leading to apparently flat surfaces on the tops of 

bubbles. In contrast, the lack of contact in tapping mode may mean a more rounded 

appearance is observed, as the bubbles are not compressed.  

The QNM measurements in Figure 7.8 demonstrate the bubbles are more flexible than 

their surroundings. The data, extracted from force-distance measurements, show 

reduced adhesion but increased deformation and energy dissipation on the bubble 

tops. The decreased adhesion may indicate a restorative force from the compressed 

bubble, pushing the AFM probe away from the surface as it retracts. The increased 

deformation and energy dissipation also suggest that the bubble surface is displaced 

by the AFM probe during the tip-sample interaction, with the cantilever not storing 

energy in its flexing during approach. 

The scans in Figure 7.8 indicate increased adhesion, deformation and energy 

dissipation at the edges of bubbles. This may be due to increased contact area 

between the tip and sample at feature edges, increasing the cohesive forces but also 

causing the surface to appear softer. This is because the probe may slip down the side 

of the bubbles, inducing a measurable height change. However, given that the tops of 

bubbles are flexible, the edges should also demonstrate flexibility. However, increased 

adhesion at the edges conflicts with decreased adhesion on top. It is possible that the 

edge of the bubble deforms as the tip retracts. Thus, rather than providing an additional 

restorative force to the cantilever, as occurs on top of the bubbles, they may deform 

outward as the tip retracts, pulling on it and so increasing the adhesion. 

As discussed above, contact-mode AFM measurements appear to cause bubble 

bursting. Further evidence is shown in Figure 7.9. The image was taken following AFM 

measurements on an area of containing bubbles. Some areas have been highlighted, 

as they appear to show linear gaps and trails in the bubbles. These may correspond to 

the areas scanned with AFM, traced out as the probe moves bubbles to the edges of 

the scan. Shear forces may therefore move bubbles around, if not bursting them. 



 

89 

 
Figure 7.9. Optical microscopy images indicating that the AFM probe may move 

bubbles around. (a) Image of an area of SiOx containing orange bubbles, after AFM 

measurements have been made. (b) The same area as in a, but here some linear 

features are highlighted as they seem to indicate that bubbles have been dragged 

by the AFM probe. 

Orange bubbles generally covered large areas densely enough to be visible by eye. 

However, cleaning the sample between measurements removed them. Subsequent 

inspection of the regions that had contained bubbles indicated that the switching layer 

surface retained evidence of the electrical stress. Figure 7.10b shows the residual 

markings on the switching layer following cleaning, in contrast to a pristine surface, 

shown in Figure 7.10a. There is a clear, snaking pattern of bright areas with some 

small dark spots present. The dark spots likely correspond to the needle contact point, 

as noted earlier in Figure 7.6a. 

 
Figure 7.10. Observation of surface marking where orange bubbles were present 

before the sample was cleaned. (a) Pristine region of SiOx, demonstrating that no 

snaking features are present, although there are some small light and dark spots. 

(b) Snaking patterns on the surface of the SiOx following the removal of orange 

bubbles using ultrasonication in organic solvents. Note that the images in a and b 

are not of the same region. 

QNM topography, deformation and Young’s modulus measurements from the area 

containing snaking features in Figure 7.10b are shown in Figure 7.11. Two forms of 
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feature are present with distinctly different heights. Raised bumps of up to around 

160 nm in height are shown in Figure 7.11a. The individual bumps appear to be 

clusters of smaller features, giving them a bubble-like appearance. Snaking patterns 

around 10 nm in height also appear, branching across the scan area, and are shown 

more clearly with the reduced height scale Figure 7.11b. These have a similar form to 

the white pattern shown in Figure 7.10b and may be the same feature. The 

deformation and Young’s modulus measurements in Figure 7.10c and d, respectively, 

show that both the snakes and the bumps are softer than the surrounding SiOx. 

Additionally, the bumps are softer and deform more than the snakes. 

 
Figure 7.11. QNM mode AFM images of the features observed on a region of SiOx 

following the removal of orange bubbles by sample cleaning. (a) Topography map 

showing tall features of up to 160 nm and, less clearly, snaking features with much 

lower heights. (b) Topography map with the data scaled to better distinguish the 

snaking features. They are up to around 10 nm in height and spread across most of 

the scanned region, joining one another in many locations. (c) Deformation map, 

indicating that the taller features are deformed by around 10 nm relative to the 

surrounding material. The snakes deform a few nanometres more than their 

surroundings, but the contrast is not as pronounced as for the taller features. 

(d) Young’s modulus map, indicating that both bubble-like and snaking features are 

softer than the surrounding material. The bubbles also appear to be softer than the 

snakes. 
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The bubbles and snakes in this chapter may be considered alongside observations 

made on the roughness of stained top electrodes in Figure 6.4. Bubbling and snaking 

features appear to be delocalised, distinct from the dark spots that appear at the 

contact point of the tungsten needle. Notably, the entire titanium nitride electrode 

surface appeared to be roughened as a result of electrical operation. However, as 

discussed in 2.3, a filamentary region much narrower than the electrode should govern 

switching. Thus, electrical stress appears to cause deformations that are not confined 

locally to the filament for both a deposited electrode and a needle probe. 

The structural changes discussed in this section may indicate compositional changes 

within the active layer. As discussed in chapter 2.5, bubble-like features are commonly 

seen in resistance switching devices and are thought to be related to oxygen release 

from the active layer.[10,40,70,179] Additionally, as discussed in 6.7, the titanium 

nitride electrodes are deformed following electrical stress. These deformations might 

result from compositional changes within the switching layer, although the observations 

made so far in this chapter do not provide a direct insight into such changes.  

7.5 XPS of electroformed SiOx 

To probe compositional changes in the SiOx, I performed XPS depth profiles on pristine 

and electroformed regions showing orange bubbles. Notably, when attempting to study 

small features, the alignment of the XPS instrument was unreliable. In particular, 

spectra from small features were not as expected. For example, spectra from top 

electrodes tens of micrometres wide would contain only silicon and oxygen signals. 

This was likely due to an offset between the optical camera, used for selecting the 

sampling location, and the incidence of the x-ray beam. As such, sampling single 

electroform features was likely to produce unreliable data.  

To account for instrumental misalignment, I reasoned that probing an area containing 

many features might be practical. If the area was much larger than the x-ray 

illumination spot then the measurement should sample multiple features. Although 

there would be significant background signal from the interstitial material, a dense-

enough population of features might produce a measurable combined effect. 

The largest x-ray illumination spot available was an ellipse with a long axis of 400 µm 

and a short axis of 200 µm. The sampling area was therefore a region of oxide greater 

than 500 µm by 500 µm, around 1 mm2, containing a high density of electroformed 

spots in a grid-like pattern of roughly 30 µm intervals. These were generated with a 

tungsten needle, applying voltage sweeps from 0 V to 25 V. To prevent overstressing 

and damage, 100 µA current compliance was used. 
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As discussed in chapter 7.4, cleaning the sample removed the orange bubbles. 

Therefore, the sample was not cleaned for XPS measurements. However, after the 

sample was loaded into the 10-8 Torr vacuum of the measurement chamber, the orange 

bubbles were no longer present. This became evident when I tried to locate the region 

of interest optically to select the sampling area. This suggests that the surface tension 

of the bubbles was insufficient prevent their rupture at high vacuum pressure. 

Fortunately, I located the region of interest relative to other noted surface features. 

 
Figure 7.12. Survey and C1s XPS spectra of pristine and formed oxide, normalised 

and offset to best display and compare the peaks. (a) Survey spectra. As expected, 

silicon and oxygen are present. There appears to be less carbon on the pristine 

sample than the formed sample, likely because the formed sample was not cleaned. 

(b) C1s spectra showing carbon in both samples. Note the pristine spectrum here 

has been rescaled to best compare the data. 

Figure 7.12a shows a comparison of survey spectra from the surface layer of pristine 

SiOx and a region that contained orange bubbles. Silicon and oxygen are present, 

although the spectra look very similar at this binding energy scale. The main difference 

is the presence of carbon on the formed sample, likely because it has not been 

cleaned. The C1s spectrum in Figure 7.12b indicates that there may be a shift of up to 

around 1 eV between the two samples. However, given the resolution of the binding 

energy scale, as discussed in chapter 6.6, the true shift may be from 0 eV to around 

3 eV. 
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Figure 7.13 demonstrates Si2p and O1s spectra from the pristine and electroformed 

samples. As in Figure 6.11, the SiOx surface spectrum suggests a similar composition 

to stoichiometric silicon dioxide, evidenced by the large peak around 104 eV in the Si2p 

spectrum. For both the Si2p and O1s spectra, the main peak narrows and shifts by 

around 1 eV to lower binding energy in the formed sample. This is within the 

instrumental shift range discussed above. However, in the Si2p spectrum, the smaller 

peak around 100 eV, corresponding to elemental silicon, does not appear to have 

shifted by as much. Rather, its intensity has decreased relative to the larger peak at 

around 103 eV. This suggests the binding energy shift is due to the surface becoming 

oxygen-rich, rather than an instrumental shift. Additionally, the O1s peak intensity 

increased, suggesting the surface has become oxidised. However, the shifting of the 

large peaks to lower binding energy contradicts oxidation, as it usually characterises a 

reduction process.[101] 

 
Figure 7.13. Surface Si2p and O1s XPS spectra, normalised to reflect a fixed total 

silicon signal between each sample. (a) Si2p spectra, showing a shift and narrowing 

of the higher binding energy peak following electroforming. (b) O1s spectra, also 

indicating a shift of the spectrum to a lower binding energy and a narrowing of the 

peak following electroforming. 

The shifts shown in Figure 7.13 may result from decreased dipole charge across the 

oxygen-rich surface layer. This dipole is caused by charge accumulation at the surface 

of insulators during XPS, perturbing photoelectrons during emission. This decreases 

their kinetic energy, so their measured binding energy is increased.[180] The 

electroformed sample is more conductive, thus the charging effect should be reduced 

and the peaks shifted to lower binding energy. However, the shifts are larger than 
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expected for this effect. Further analysis is needed to discern other possible causes, 

assuming the shifting is not instrumental. 

 
Figure 7.14. Si2p and O1s depth profile spectra from pristine and formed SiOx, 

stacked to best display the changes with depth. The spectra have not been 

normalised. (a) Pristine Si2p spectra, demonstrating a gradual decrease in the high 

binding energy peak and associated increase in the low binding energy peak. 

(b) Pristine O1s spectra, showing a gradual shift to lower binding energy. 

(c) Formed Si2p spectra, demonstrating a gradual decrease in the high binding 

energy peak and corresponding increase in the low binding energy peak, similarly to 

a. The change from the first to second layer is the most pronounced change 

between neighbouring levels. (d) Formed O1s spectra, showing a gradual shift to 

lower binding energy, similarly to b. As in c, the change from first to second layer is 

the most pronounced. 

Figure 7.14 shows all Si2p and O1s depth profile spectra for each sample. In Figure 
7.14a and c, the Si2p peak around 104 eV decreases in intensity with depth and 

appears to shift to lower binding energy, while the peak at around 100 eV increases in 

intensity. The 104 eV peak likely corresponds to silicon dioxide-like Si4+, suggesting 

that the surface is more oxygen-rich than the bulk and so should be more insulating. 

This may contribute to the high voltages required to electroform the oxide, as 
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discussed in 7.2, 7.3 and 7.4. The O1s spectra in Figure 7.14b and d show a single 

peak shifting to lower binding energy with depth. This also indicates reduced oxygen 

content in the bulk relative to the surface. These observations support the supposition 

in chapter 6.6 that the Si2p peak between 99 eV and 100 eV represents elemental 

silicon inclusions below the silicon dioxide-like surface and so demonstrates less 

charging. 

Notably, for the formed sample in Figure 7.14c and d, the Si2p and O1s peaks from 

the surface layer are shifted to a lower binding energy relative to the subsequent level. 

Following this, the peaks shift to lower binding energies, as in the pristine spectra in 

Figure 7.14a and b. The difference in the intensity of the surface layer and subsequent 

layer spectra for the formed sample is also greater than between any other two 

consecutive Si2p or O1s spectra. This is interesting, as the measurement parameters, 

including sample area, were the same for each measurement. The signal intensities 

should show more gradual changes with depth. 

Figure 7.12a demonstrates that there is more carbon present on the formed than the 

pristine sample. The low surface layer Si2p and O1s signals in Figure 7.14c and d 

may thus be due to carbon contamination that is removed by the ion milling. Another 

cause of signal reduction could be poor focusing of the x-ray beam due to an 

instrumental error in the autofocus. As discussed in chapter 6.6, if the beam is not 

focused at the surface, then fewer photoelectrons will be generated and thus their 

incident intensity at the detector will be reduced. 

As demonstrated in 7.4, SiOx is deformed by electrical stress, increasing the surface 

roughness. This may have at least two possible effects. Firstly, the x-ray beam focus at 

the surface may be poor, decreasing the number of photoelectrons generated. This 

may be conflated with the instrumental focus discussed above, as roughness can 

cause poor surface focus. Secondly, the geometry of a rough surface effectively 

increases the surface thickness, as illustrated in Figure 6.15. Over the course of a 

depth profile, ion milling would smooth the surface, reducing these effects. This 

appears to happen by the fourth layer for the formed sample, where the peaks around 

104 eV for the Si2p and 533 eV for the O1s reach maximum intensity. This contrasts 

with the pristine sample, in which the surface layer shows the largest intensity for these 

peaks. 

Poor focus, surface roughness, contamination, dipole charging and instrumental 

shifting may all contribute to the shifting and intensity variations between the pristine 

and formed SiOx spectra in Figure 7.13 and Figure 7.14. Thus, comparing the surface 

composition before and after electroforming may be limited to a discussion of these 

issues rather than compositional effects. However, the sample bulk may be more 
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informative because variations in roughness and contamination should be removed or 

reduced by ion milling. Dipole charging and instrumental shifting might still occur but 

the former may be analytically relevant and the latter accounted for with a suitable 

binding energy scale calibration. 

To study changes in the switching layer bulk, it is necessary to determine at which 

sampling layer the bulk has been reached. Figure 7.15 shows the same data as in 

Figure 7.14 with the spectra overlaid rather than stacked. As indicated by the grey 

boxes, the spectra appear to stabilise by the thirteenth layer for the pristine sample and 

the fifteenth layer for the formed sample. It is therefore appropriate to compare the 

fifteenth layer for each sample, to ensure they have received the same dose of x-rays 

and argon ions. 

 
Figure 7.15. Si2p and O1s depth profile XPS spectra, showing the same data as in 

Figure 7.14, but overlaid. The data have not been normalised. (a) Pristine Si2p 

spectra. (b) Pristine O1s spectra. (c) Formed Si2p spectra. (d) Formed O1s spectra. 

Note that the first measurements in c and d, the red lines indicated by the red 

‘(surface)’ text, are closer to the bulk measurements than the subsequent spectrum, 

labelled ‘surface’ in black. The grey boxes indicate the stabilisation of the spectra 

with depth. In a and b, the spectra appear stable by the thirteenth layer. In c and d, 

the spectra appear to stabilise by the fifteenth layer. 
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Figure 7.16 shows the Si2p and O1s spectra from the fifteenth layer of the depth 

profile. There appears to be a small shift for each pair of spectra, with the spectra for 

the formed sample moving by around 0.2 eV to lower binding energy relative to the 

pristine sample. It is possible that this shift is instrumental, as this is within the range 

discussed previously. 

 
Figure 7.16. Si2p and O1s spectra of the sample bulk, defined as the fifteenth layer 

from Figure 7.15. The spectra have been normalised to reflect a fixed total silicon 

signal. (a) The Si2p spectra have similar shapes, although there appears to be a 

shift to slightly lower binding energy for the formed sample. (b) The O1s spectra 

have similar shapes, although there is a shift of around 0.5 eV to lower binding 

energy for the formed sample. 

The C1s spectra in Figure 7.12b indicated up to 3 eV of shifting might have occurred 

between measurements. However, no carbon was present in the bulk. It is not 

appropriate to calibrate bulk spectra using surface measurements, given the artefactual 

convolutions that have been discussed. However, the ion milling process introduces 

argon into the sample. As a noble gas, argon is inert so would not readily bond with 

atoms in the sample.[181] It should be mentioned that argon does form an oxide, 

though this does not occur under milling conditions.[182] Thus, implanted argon should 

provide a suitable means of calibrating bulk spectra. 

Figure 7.17 shows the argon Ar2p spectra from the pristine and formed samples. 

There does not appear to be a shift between the samples. The energy resolution of the 

measurements is relatively low, so the true peaks may be at energies that were not 
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sampled. However, the similarity in the shapes of the two spectra suggests that this 

may not be the case and that there has been no instrumental shift. 

 
Figure 7.17. Argon Ar2p spectra from the pristine and formed sample bulks. The 

spectra have not been normalised. The maxima appear to be aligned in the binding 

energy scale. Additionally, the spectra seem to have similar shapes. This may 

indicate that there has been no instrumental shifting between the measurements. 

Rather than an instrumental shift, another cause for the shifting shown in Figure 7.16a 

could be preferential removal of oxygen by argon sputtering, as discussed in chapter 

3.4, leading to a reduction of the oxide as a result of depth profiling,[121] although this 

has also been argued against in the literature.[120] However, this effect should be 

comparable between samples, so would not introduce an inter-sample shift. It is 

therefore reasonable that the shift resulted from changes to the bulk composition, as 

expected for an electroformed oxide. 

To better understand how the shifting observed in Figure 7.16a describes 

compositional changes, the spectra must be deconvoluted to discern contributions from 

particular bonding configurations. Figure 7.18a and b show Si2p XPS spectra of the 

switching layer in the pristine state and after electroforming, respectively. The spectra 

have been fitted with five components. Each is separated by around +1 eV in binding 

energy, corresponding to the increasing oxidation state of silicon, in agreement with the 

literature.[40,112] Nominally, in order of increasing silicon-oxygen coordination, these 

are elemental Si0, the sub-oxides Si1+, Si2+ and Si3+ and the silicon dioxide-like Si4+. As 

discussed in chapters 3.4 and 6.6, each component may be modelled by a single Voigt 

profile. A Gaussian:Lorentzian ratio of 1:1 was used because it was the best fit for the 

rising edge of the spectrum at around 99 eV. The full width at half maximum of the sub-

peaks was 1.35 eV ± 0.25 eV and the shifts 1 eV ± 0.3 eV from the Si0 position. The 

allowed range on the shifts accounted for variations in previously reported binding 

energies of the components and thus their expected positions. The allowed range on 

the width accounted for variations in bond length between components, with higher 

silicon-oxygen coordinations typically showing broader peaks.[117] 
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Figure 7.18. Bulk Si2p XPS spectra from the pristine and formed active layer. 

(a) Pristine Si2p spectrum, showing the presence of five component configurations. 

(b) Electroformed Si2p spectrum, showing decreases in the suboxide (Si1+, Si2+, 

Si3+) and oxide (Si4+) contributions, with a corresponding increase in elemental 

silicon inclusions, Si0. The residual and noise normalised standard deviation values 

are given, indicating that both sets of fitted sub-peaks are of a high quality. 

Figure 7.18a demonstrates that the SiOx is mainly composed of the suboxides Si1+, 

Si2+ and Si3+. Combined with the relatively small contribution from Si4+ and large 

contribution from elemental Si0, this highlights the non-stoichiometric, silicon-rich nature 

of the switching layer. In addition, the suboxides suggest that the material should be 

amorphous, as crystalline silicon or silicon dioxide should be characterised by single, 

sharp Si0 or Si4+ peaks, respectively.[183] 

Following electroforming, as shown in Figure 7.18b, the film is reduced. This is 

demonstrated by the decrease of between 0.1% and 4.7% in contributions from the 

oxidised silicon components Si1+, Si2+, Si3+ and Si4+ and an 7% increase in elemental 

silicon, Si0. The largest contribution to the spectrum in Figure 7.18a is Si3+. As 

discussed in 7.2, this is a configuration that has been correlated with dangling bond 

defects and intrinsic interfaces in SiOx.[40,112]. Such interfaces may be located 

between the columns whose tops were observed with AFM in Figure 7.1. It has also 

been suggested that the asymmetric configuration of the oxygen atoms in Si3+ 

predisposes them to electric field-induced dissociation. Interestingly, Si3+ shows the 

greatest decrease of all the components, 4.7%, following electrical stress. Thus, it 

appears that this configuration is preferentially reduced under electrical stress. This 
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supports the suggestion that the intrinsic structure of the active layer favours field-

driven oxygen dissociation. 

 
Figure 7.19. Bulk O1s spectra from the pristine and formed active layer. 

(a) Pristine O1s spectrum, demonstrating oxygen in bridging and non-bridging 

configurations at around 532.2 eV and 532.8 eV, respectively. (b) Electroformed 

O1s spectrum, showing a decrease in the presence of non-bridging configurations 

relative to bridging, silicon dioxide-like configurations. There is 7% decrease in the 

total oxygen content of the film. The residual and noise normalised standard 

deviation values are given, indicating that both sets of fitted sub-peaks are of a high 

quality. 

Figure 7.19a presents the O1s XPS spectrum of pristine SiOx, showing the presence 

of two components. Voigt profiles with a Gaussian:Lorentzian ratio of 11:9 and width of 

1.45 eV ± 0.05 eV were used to fit the data, with an inter-component shift of 0.6 eV ± 

0.25 eV. The lower binding energy component around 532.2 eV is commonly attributed 

to bridging oxygen in tetrahedral silicon dioxide bonding arrangements.[112,184,185] 

However, the tetrahedral Si4+ contribution in Figure 7.18b is only 4.2%, and such 

bonding is characteristic of crystalline silica.[183] Given the large, non-crystalline 

suboxide contributions shown in Figure 7.18a, it may be that the peak at 532.2 eV 

corresponds to oxygen bridging two silicon atoms whose bonds do not necessarily 

have a tetrahedral arrangement. The higher binding energy peak at 532.8 eV is less 

well reported. However, it seems likely that such a peak might correspond to non-

bridging oxygen defects such as interstitial oxygen and peroxy linkages or radicals, 

which are often reported at higher binding energy than bridging components.[184-187] 
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As shown in Figure 7.19b, the contributions change by 24.1% in favour of bridging 

oxygen following electroforming. Normalising the data to fixed total silicon intensity in 

each sample, there is also a 9% decrease in total oxygen, indicating its loss from the 

film. Accounting for this, the total bridging contribution increases by around 25% and 

the total non-bridging decreases by 70%. Thus, predominantly non-bridging 

configurations appear to lose oxygen. In addition, after accounting for the total oxygen 

loss, these data also suggest that some non-bridging oxygen might be converted to 

bridging oxygen. Notably, it has been suggested from simulation results that non-

bridging oxygen, particularly peroxy linkages, migrates readily in amorphous silicon 

dioxide under electron injection, such as might occur due to electrical stress.[135] As a 

result, superoxide ions, O2
-, are released from the material. This model is supported by 

the O1s results presented here. 

The apparent loss of oxygen from the SiOx supports earlier suggestions that structural 

deformations occur during switching as oxygen is released. In particular, deformations 

of the top electrode and the active layer, as discussed in chapters 6.8 and 7.4, 

respectively. Regarding the bubbles discussed in chapter 7.4, oxygen may accumulate 

in them until being released when disrupted by an applied force, such as an AFM 

probe. 

The stoichiometry, x, of the SiOx may be calculated from XPS data. The most 

appropriate method should be the lineshape fitting method, because it excludes 

instrumental sensitivities, requiring only the Si2p measurement data.[188] It should be 

noted, however, that this method relies on the suitability of the fitting parameters used 

to obtain the component concentrations. 

The lineshape fitting method requires the relative component intensities, Sin, from the 

Si2p spectrum, each multiplied by its own silicon/oxygen ratio. n defines the silicon 

oxidation state, where n = 1 corresponds to Si0 and n = 5 to Si4+. These ratios are 

described by the relation (n–1)/2, thus the stoichiometry, x, may be calculated using 

 
The stoichiometry of the pristine SiOx, according to Equation 11.1, is 0.83. In the 

electroformed sample this value is 0.73, a decrease of 12%. Although this change is 

likely to be real, the values might be inaccurate if oxygen was preferentially removed 

from the active layer during depth profiling with argon, as discussed previously in this 

chapter and in chapter 3.4. Furthermore, the observations on Figure 7.18 and Figure 
7.19, and thus the difference in stoichiometry, might be an underestimate of the 

localised stoichiometry change for a single electroform. The XPS sampling area was 
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large in comparison to each needle contact point. It is therefore reasonable to suppose 

that the change to the film as a whole is not very pronounced, whereas the local 

changes at the contact point may be much more pronounced than those measured. 

7.6 Chapter summary and conclusions 

In this chapter I have looked at changes to the switching layer as a result of resistance 

switching. These included the appearance of bubbles and spots on the surface and a 

reduction of the SiOx. 

Firstly, I attempted to switch the oxide directly but found this was more difficult than 

with a titanium nitride top electrode. However, switching was possible, although the 

standard current compliance of 3 mA resulted in extreme material deformation, visible 

optically. I found that reducing the compliance reduced the extent of the structural 

changes. In general, resetting the switching layer in this manner was not possible. 

I used optical microscopy to determine the degree of structural change induced with a 

reduced current compliance. This included large and delocalised distributions of orange 

bubbles, along with dark spots at the contact point of the tungsten needle. I also found 

the bubbles were removed by solvent cleaning, leaving snaking surface features. 

Using AFM, I determined that the orange bubbles could readily be burst and moved 

around on the surface of the active layer. The instability of the bubbles made them 

difficult to measure, though it would be an interesting piece of follow-up work to try and 

study them with other techniques. Additionally, both the bubbles and the snaking 

features were softer than the surrounding material. The bubbles appeared softer than 

the snakes, producing a restorative force when compressed. The pristine SiOx was 

bumpy on the nanoscale, suggesting an intrinsic columnar microstructure, and became 

rougher following electroforming. 

My XPS results indicated the pristine SiOx surface is oxidised in comparison to the 

bulk, which contains a larger proportion of elemental silicon inclusions and Si3+, a 

configuration that has been correlated with intrinsic columnar microstructure and may 

promote oxygen dissociation under electrical stress. Additionally, electroforming 

reduces the SiOx, removing oxygen and increasing the proportion of elemental silicon 

present in the bulk. These results support a correlation between electrical stress, 

oxygen release and structural deformation. 

In this chapter, I have presented studies of areas of the switching layer that are large 

relative to the expected local changes occurring at the point of contact during 

electroforming. In particular, conductive filaments in RRAM devices are generally 

believed to have diameters of a few to tens of nanometres.[32,189-191] Although my 

data so far enables a discussion of structural and compositional changes resulting from 
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switching, discerning the extent of localised changes, such as filaments, is not feasible. 

This particularly limits the discussion of stoichiometric changes. Therefore, further 

study of the area local to the point of contact should be informative. In addition, the 

cause of bubble delocalisation from the needle contact point is not clear. Further 

investigation of local changes might also provide some insight into this phenomenon. 
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8. Localised structural and conductive changes 
8.1 Chapter introduction 

In this chapter I will present results that demonstrate a correlation between structural 

deformation and conductivity changes on the nanoscale, at the positions of individual 

electroform locations on the SiOx. Using CAFM, I will then demonstrate that these 

locations may be mechanically etched to reveal a three-dimensional conductive 

structure in the bulk. Following this, I will discuss some of the issues that this 

tomography method faces, namely that the effect of the measurement process on the 

probe, and thus the data obtained, cannot be disregarded. 

As shown in 7.4, dark spots were typically present on the active layer at the point of 

contact when electroforming directly with a tungsten needle. These spots varied in size 

from a few to tens of micrometres. They were also not removed by ultrasonication in 

organic solvents and persisted in vacuum environments, so were more robust than the 

orange bubbles discussed in the same chapter. I used AFM to locate and probe these 

features. The tip and region of interest were not always well aligned, so the most 

straightforward means of locating the point of contact was to scan a large area at a low 

resolution while applying a bias. Thus, the region of interest should show up as a 

conductive spot, or group of spots, in a large, otherwise-insulating area. 

8.2 Structural changes at the point of probe contact 

Figure 8.1a and b present topography and current maps of a tungsten needle contact 

point following electroforming. There is a roughly circular deformation present, 

composed of many bubble-like, raised points. Additionally, at the centre of the feature 

there is a large depression that appears smoother than its surroundings. The raised 

and depressed areas extend above and below the surface by more than the thickness 

of the SiOx. Notably, this feature is very rough, with an RMS roughness of around 

70 nm. 

Figure 8.1b demonstrates conductivity at the point of contact. However, it is not 

homogeneous across the deformation, appearing in small spots, lines and curved lines. 

There are some larger areas but they are small relative to the whole feature. Figure 
8.1c shows the current map overlaid on a three-dimensional topography plot. The 

conductive patches are situated between the bubble-like protrusions that compose the 

deformation. As discussed in chapter 3.2, conductivity between bubbles may be an 

artefact of tip wear. However, it may indicate compositional variation, as suggested in 

chapter 6. The bubble-like features of Figure 8.1 are likely of a similar origin to those of 
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Figure 6.8, where a top electrode was present. Specifically, both are composed of 

smaller, bubble-like protrusions and are induced by electrical stress. 

 
Figure 8.1. CAFM images of oxide deformation at the point of contact of the 

tungsten needle. (a) Topography map. (b) Current map of the feature in a. 

(c) Three-dimensional plot of the data in a, with the current map in b overlaid. The 

deformation appears to be composed of many smaller bubbles. In places, they are 

taller than the thickness of the switching layer, over 100 nm. Additionally, some 

areas are depressed to a similar extent. Small conductive regions are present and 

appear to be confined to the areas between the bubbles. 

The heights of the protrusions shown in Figure 8.1 are greater than the thickness of 

the switching layer: hundreds of nanometres, in comparison to 37 nm. This suggests 

either an upthrusting of material from below or an expansion of the SiOx. In either case, 

the mechanical properties of the deformation might be different to those of pristine 

material. In particular, if the SiOx has expanded then the deformation may be softer or 

more compressible. 

Figure 8.2 presents an AFM force-distance spectrum of a bubble-like protrusion from 

the SiOx deformation at the probe contact point. The cantilever spring constant was 

nominally 0.1 N/m, in agreement with the gradient of the spectrum on pristine SiOx, as 

is also shown. The approach curve on the bubble overshoots the SiOx gradient around 

0.2 µm. This implies that, as the tip presses into the bubble, the force on the cantilever 

does not increase as much as it would do for the same vertical movement on pristine 
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SiOx. Interestingly, this occurs at around the same height as the bubble, suggesting 

sufficient force has been applied to compress it. 

 
Figure 8.2. Force-distance spectrum of a bubble-like protrusion from the 

deformation on the active layer shown in Figure 8.1c. The probe approached from a 

setpoint more negative than -0.96 V, not contacting the sample, to a more positive 

setpoint. In total, the controller moved the probe vertically 2 µm, pressing the tip into 

the sample and bending the cantilever. The dotted line demonstrates the gradient of 

the spectrum on pristine SiOx. There is an approach overshoot around -0.2 µm, also 

inset, and the spectrum is not a straight line after this until around 1 µm. These 

features indicate that the AFM tip is encounters a flexible material. The retract data 

demonstrates adhesion as the tip is moved away from the bubble, although this is 

not distinguishable from that observed on pristine SiOx. 

The maximum gradient of the approach curve in Figure 8.2 occurs just after the 

overshoot at 0.2 µm, as the curve tends towards a similar gradient to the pristine SiOx. 

This suggests the bubble bears a restorative force against the probe motion. Following 

this, both approach and retract are non-linear and deviate to a lower gradient than that 

of the pristine SiOx. This indicates the deformed material is softer than pristine SiOx, as 

the force from the surface on the cantilever increases more slowly as the separation 

becomes more positive. Notably, adhesion is evident in the retract curve, as the 

separation becomes negative with the tip pulling away from the bubble. The force 

becomes negative for around 0.5 µm. However, this part of the spectrum was not 

different to that of pristine SiOx. Therefore, it appears that the bubble does not deform 

significantly away from the surface, only inwards with the downward probe motion. 

Given the observations on the XPS data in 7.5, it is appropriate to consider surface 

distortions in relation to oxygen movement. Electroforming reduces the oxygen content 

of the switching layer, so mobile oxygen is likely to leave through the surface, straining 

the oxide matrix as it migrates. This strain may cause topographical distortions at the 

surface as mobile species build up. In particular, as discussed in 6.8, Coulombic 

repulsion between charged oxygen molecules might be a factor in the deformations 
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extending beyond the thickness of the switching layer. With sufficient accumulation the 

oxygen may be released, leaving bubble-like, flexible features. Notably, following 

electrical stress, transmission electron microscopy has been used to observe voids at 

the interface between the active layer and the top electrode.[135] It is therefore 

reasonable to suggest that deformation of the switching layer under electrical stress is 

responsible for top electrode deformations such as those discussed in 6.7 and 6.8. 

These observations suggest the morphological changes reported herein result from 

mobile species causing the switching layer to expand, rather than material from below 

being upthrust. In particular, the features in Figure 8.1 are compressible and elicit 

restorative behaviour when compressed, as shown in Figure 8.2. This behaviour 

should be characteristic of an flexible surface with a less dense interior or internal void. 

Figure 8.1 is useful in addressing the suggestion in 7.5 that the SiOx stoichiometry 

calculations might be underestimates due to the small area of needle contact relative to 

XPS sampling. I found the mean area of deformations at the contact point to be around 

24 µm2. With 30 µm separation between neighbouring electroforming points, each point 

would be in an area of 900 µm2. This ratio is around 0.026, giving an adjusted 

stoichiometry decrease of 468% and oxygen loss of 346%. These values are not 

realistic. Therefore, it is likely that the regions surrounding the electroform spots, where 

orange bubbles and snakes were present, also contributed to the measured 

stoichiometry change. 

I may now consider why, when electroforming with a tungsten needle, the orange 

bubbles discussed in 7.4 were not localised to the point of contact. Notably, they did 

not appear when using a negative needle polarity, suggesting polarity-dependent 

formation. In addition, I have shown in 7.5 that switching with a positive needle bias 

causes oxygen to be lost from the SiOx. I therefore assume that a positive bias drives 

oxygen toward the surface of the switching layer and that some of this occurs away 

from the needle contact point. 

For a tungsten needle stressing the SiOx, the electric field is strongest at the contact 

point. Here, the field may provide accumulated ions with sufficient kinetic energy to 

rupture the surface, producing larger deformation features such as that shown in 

Figure 8.1. Further from the contact point, where the field is weaker, ions may have 

less energy and instead produce orange bubbles and smaller features such as the 

snakes and spots shown in Figure 7.10 and Figure 7.11. However, these features 

were observed more than 50 µm from the contact point, a large distance for a solely 

field-driven effect. Therefore, I suggest that, although bubble formation appears 

polarity-dependent, the current is also crucial to this phenomenon. 
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The deformability of silicon oxide increases with temperature, in turn reducing the 

breakdown field strength.[192] Thus, switching with a tungsten needle might produce 

sufficient Joule heating in the SiOx to both enable surface deformation at large 

distances from the needle and reduce the voltage required for breakdown-like effects 

such as oxygen loss. The latter of these might be responsible for the appearance of 

bubbles on the surface of the switching layer. It should be noted that this argument is 

speculative and incomplete. It does not account for the orange bubbles disappearing in 

a vacuum of 10-8 Torr. In addition, it does not provide insight into bubble composition, 

as I was unable to perform spectroscopic measurements on them. 

8.3 Reducing the size of the observed surface deformations 

The conditions I have used so far for electroforming the SiOx with a tungsten needle 

have not been optimal, resulting in surface features much larger than individual 

filament sizes quoted in the literature.[14,48,189,193] Furthermore, I applied slow 

voltage sweeps over tens of seconds, longer than the duration of the short pulses often 

used to operate high-endurance RRAM devices.[66,166,194-196] As discussed in 7.3, 

current compliance is not implemented immediately, so the current likely exceeds it. 

Despite trying to account for this with lower current compliance levels, I observed large 

deformations at the point of contact, possibly caused by excess Joule heating from 

current overshoot. However, this approach allowed me to induce distinct structural 

changes from which I could study the switching mechanism. This may be likened to a 

worst-case scenario in which the device is intentionally pushed towards dielectric 

breakdown by overstressing the active layer. 

Structural changes should be considered with respect to device failure and lifetime. 

Large deformations are inherently bad for performance so should be limited or 

prevented. Field-driven oxygen migration is unavoidable if, as is established, it is 

required for the resistance of the active layer to change. However, as mentioned in 8.2, 

deformation and breakdown of silicon oxide are more likely with increasing 

temperature, so it is reasonable to suppose that heating effects induce significant 

material transformation. In this case, limiting the energy input during switching is 

necessary, in particular by limiting current and thus Joule heating. 

As mentioned, an alternative to voltage sweeps with current compliance is voltage 

pulses, either with or without current compliance.[194] By controlling pulse duration, the 

energy input to the device may be controlled; a pulse with a similar duration to the 

electroforming process, tens of nanoseconds,[194,196] significantly reduces the total 

current in the filament. This is because electrical stress is, ideally, removed 

simultaneously to the drop in device resistance, preventing damaging current 

overshoots and breakdown. Thus, I investigated whether using voltage pulses rather 
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than sweeps in this work might reduce the feature size at the point of contact, 

producing changes in the SiOx more in line with those expected and observed in other 

devices. 

To explore whether voltage pulses reduced the feature size at the point of contact, a 

colleague electroformed the SiOx with a tungsten needle, using either +20 V or -20 V 

pulses for 60 ns without current compliance. Although these voltages are higher than 

those normally used in switching, they were required to overcome the insulating 

surface barrier, as discussed in 7.2 and 7.4. Following electroforming, the contact 

points were not optically visible and were best located using CAFM, similarly to 8.2. To 

locate spots, I made a note of sample features near to the needle location, for example, 

nearby top electrodes or blemishes. 

Figure 8.3 shows CAFM conductivity and QNM energy dissipation maps for the point 

of contact after pulse biasing. The energy dissipation data for each pixel in the images 

shown in Figure 8.3a and b was generated during the QNM-mode scans by averaging 

five consecutive force-distance spectra at the same location. As discussed in 3.2, the 

difference between approach and retract curves of a force-distance spectrum may be 

integrated to obtain the energy dissipated by the AFM cantilever during the interaction, 

giving information on the flexibility of the surface. As mentioned in the caption of Figure 
7.8, the energy dissipation data is given in keV because this scale is more suitable for 

reading than the value in Joules. 

The CAFM scans in Figure 8.3c and d were made with a sample bias of -5 V. A 

negative polarity was used to prevent anodic oxidation of the oxide.[135] Notably, this 

is a high voltage relative to the 0.5 V typically used for reading a device state. 

However, the resistance of the spots, once formed, was below 200 Ω in each case. 

Given that the resistance of the CAFM probe was around 2.5 kΩ, the applied voltage is 

mainly dropped across the probe, such that the bias across the formed location is only 

around 0.4 V. 

Conductive regions are present for both bias polarities and are correlated with the 

appearance of surface distortions that are more flexible than the surrounding material. 

The surface deformations shown here are significantly smaller than those presented in 

the previous two chapters. For both the positive and negative pulse polarity, the lateral 

dimensions of the features are around 0.5 µm and heights around 40 nm. Crucially, this 

is roughly equal to the thickness of the switching layer and comparable to observations 

made with transmission electron microscopy of distortions in SiOx-based devices.[135] 

The small size of the features, relative to that of Figure 8.1, suggests the oxide was 

subjected to less stress by pulsing than sweeping. In addition, no other surface 
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features such as orange bubbles or snakes were observed; the structural change was 

confined to the small bubbles shown in Figure 8.3. 

 
Figure 8.3. AFM images of the SiOx surface following pulsed electroforming with a 

tungsten needle. (a) and (b) energy dissipation mapped onto topography for positive 

and negative needle polarities, respectively. In each case, the feature is softer than 

the pristine material, evidenced by increased energy dissipation (red) compared to 

the surroundings (green). The dispersed points of high dissipation (red) around the 

central feature in b are likely debris produced during surface deformation. This 

material is not present in the CAFM image so was likely loose, being measured 

during the energy dissipation scan but removed during by the tip-sample contact of 

CAFM. (c) and (d) CAFM current mapped onto topography for positive and negative 

needle polarities, respectively. Conductive regions appear on and off the feature. 

Note CAFM and QNM measurements were made separately. 

The colour mapping in Figure 8.3a and b shows surface flexibility, with pristine SiOx as 

baseline. Negative values indicate the surface flexed more than the pristine material, 

with less energy being stored in the spring of the AFM cantilever. Conversely, positive 

values indicate the surface became harder. The correlation of red areas with raised 

surfaces features indicates the switching layer deformed, producing bubble-like, flexible 

protrusions. Both stress polarities resulted in oxide expansion; this was correlated with 

increased local conductivity, as evidenced by purple spots in the current maps of 

Figure 8.3c and d. The material softened more under a positive than negative bias, 

dissipating around 60 keV compared to 15 keV more than the pristine surface in the 

AFM tip-sample interaction. In addition, negative bias also produced hardened regions, 

dissipating around 15 keV less than pristine SiOx; the cantilever stored more energy in 

harder areas. 

It is notable that both positive and negative bias produced bubbles. For the former, this 

might be explained in part by field-driven movement of oxygen to the top surface. 

However, under negative bias, oxygen should be driven to the bottom interface. I would 
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therefore expect that, if a distortion appears at the top surface under negative bias, it 

would be a projection of oxygen accumulation at the bottom interface. Thus, the top 

surface deformation should be wider and flatter under negative bias than under positive 

bias, but this is not the case in Figure 8.3. 

Given that switching in my devices is unipolar, oxygen movement may be dominated 

by thermal effects.[197] There is current in both polarities and the surface deformations 

in Figure 8.3a and b have a similar size and appearance. Thus Joule heating, rather 

than the electric field, may be responsible for oxygen diffusing to and escaping from the 

top surface and causing deformations. This may be a different situation to that of 

bipolar devices in which switching and surface distortions are dominated by field 

effects. 

The current maps in Figure 8.3 were consistent over multiple scans. This indicates a 

stable conductive pathway in the active layer, rather than an artefact. However, in both 

Figure 8.3c and d, two conductive regions are adjacent to the bubble, closely spaced 

with similar shapes. This may indicate a tip artefact rather than a true feature shape. 

Therefore, I suppose that the topography measured with CAFM, at least here, is not 

reliable and that the current maps are qualitative indications of the presence of 

conductive pathways. It is possible that the measured size of the conductive regions is 

an overestimate due to convolution with the scanning tip. 

8.4 Collecting three-dimensional conductivity information  

The features in Figure 8.3 demonstrate a correlation between the change in 

morphology of the switching layer and the presence of a conductive pathway. However, 

they provide no insight into the three-dimensional structural and electrical changes that 

might occur within the active layer. Previously, detailed information on the size and 

shape of conductive regions within switching materials has been obtained from 

transmission electron microscopy studies of extrinsic systems [189,198] along with 

intrinsic devices exhibiting bipolar or surface-confined switching.[57,199] Such 

measurements are difficult in unipolar, bulk-switching intrinsic systems, principally due 

to poor electron microscopy contrast between conductive, oxygen-depleted regions 

and surrounding oxide. This is true of SiOx-based systems,[200] though some progress 

has been made recently, demonstrating that there is some change in the silicon-

oxygen coordination locally to the conductive region, as discussed in chapter 

2.6.[61,135] It is therefore of interest to study the effect of electrical stress below the 

surface of the switching layer. 

As mentioned in chapter 2.6, Celano et al used CAFM to study conductivity variations 

in extrinsic RRAM systems, namely copper-doped aluminium oxide.[189] They used a 
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hard, boron-doped, single-crystal diamond probe to etch the sample while measuring 

current. By pressing the tip into the surface and scanning continuously, sample 

material is gradually worn down as data is captured. Continuous recording produces a 

data set mapping current in three dimensions. 

My devices were intrinsic, yet I reasoned that this conductance tomography method 

might be useful for studying filamentation. In addition, the method is in its infancy and 

might find use in a broad range of applications across materials science, particularly in 

the study of electronic devices. Although I hoped to better understand the switching 

mechanism in my samples, I also wanted to determine whether I might be able to 

contribute to developing the methodology. 

Previous measurements were performed under vacuum conditions to prevent exposure 

of the etched surface to the atmosphere.[201] This helps in preventing oxidation of 

exposed material but it requires a more complicated setup than normal CAFM. This 

might prevent researchers from attempting measurements, particularly as many CAFM 

systems are not vacuum-capable. Further in the interests of accessibility, I used a 

piece of free medical imaging software, 3D Slicer,[129,130] for data processing. I also 

used boron-doped, diamond-coated silicon probes, as they are less expensive and 

more readily available than single-crystal diamond probes. 

To probe filamentation in SiOx, voltage pulses of up to ±20 V were firstly applied 

directly to the surface with a tungsten needle. Current compliance was set below the 

normal value of 3 mA as an additional means of reducing stress on the oxide. The 

resulting surface features were then located similarly to those in chapter 8.2. The 

parameters were adjusted to induce etching once a region of interest had been found. 

The experimental process is shown schematically in Figure 8.4. 

As shown in Figure 8.4a, the point of contact was located with 2 V applied to the 

sample relative to the CAFM probe, which was held at ground. This was a high enough 

voltage to locate conductive regions and low enough to not damage the sample or 

change the state of the formed location; as discussed in chapter, 8.3, most of the 

voltage would be dropped across the CAFM probe as it had a significantly greater 

resistance than the filament. A series resistance of 178 kΩ was also used to reduce 

transient charging and discharging of defect states in the sample,[202] along with 

further reducing the electrical stress to the filament during measurement. During 

etching, the bias was reduced to 50 mV. The maximum current measured in the 

filaments was around 450 nA, corresponding to saturation of the detector. The true 

current might have been greater than this. 

 



 

113 

 

 
Figure 8.4. Schematic of conductance tomography. (a) Filaments are located with 

CAFM using a low setpoint voltage. Due to relatively small electrical contact area at 

a low setpoint, and thus low contact force, a high bias is applied. (b) Once the 

filament is located, the setpoint is increased, pushing the probe tip into the sample 

surface. The electrical contact area increases with setpoint as the contact force 

increases,[86] so the bias is lowered. (c) and (d) as the region is scanned, a current 

map is acquired. With repeated scanning, a trench is etched. Displaced material 

accumulates at the edge of the scan region. A set of current maps is produced. 

These may later be rendered into a tomographic image. (e) Eventually, the probe 

reaches the bottom electrode. (f) The final current map corresponds to a scan of the 

conductive electrode. 

As shown in Figure 8.4c to f, continued scanning of the same area with a constant 

setpoint produced a set of two-dimensional current maps as material was scraped from 

the SiOx surface. Eventually, a trench was etched and the current mapping became or 

approached lateral saturation. The number of slices obtained for each sample location 

varied greatly, most likely as a result of variations in tip geometry, scan size and tip 

velocity. Note that a fresh probe was used for each measurement to ensure that it was 

clean and conductive. 
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Each slice of each tomogram was composed of 256 scan lines, with 256 samples per 

line. This gave a maximum lateral resolution between 3.1 and 7.0 nm, depending on 

the image size. The true scan resolution was dependent on the apex geometry, the 

local work function of the sample and the pressure applied by the probe.[203] Although 

the radius of curvature of the diamond-coated CAFM probes was nominally 100 nm, 

the most prominent point of the tip should be an apex of a single nanodiamond. It is 

this point that will dominate the conduction of current.[204] This means the electrical 

contact might be confined to a few square nanometres whereas the mechanical 

contact, and thus topographical resolution, is tens of nanometres in diameter. 

Following etching, I scanned the residual trench to determine how deep the probe had 

progressed and thus the vertical distance represented by the data. Figure 8.5a 

demonstrates a trench where it can be seen that the etching area is not square and 

extends vertically by around 95 nm, beyond the thickness of the active layer. This 

suggests firstly that lateral drift should be considered when examining the rendering of 

the filament. In addition, the vertical axis of the data set must be calibrated to best 

represent the thickness of the active layer. 

 
Figure 8.5. Trench produced as a result of performing a tomography measurement. 

(a) CAFM topography image, demonstrating the trench is not a cuboid volume, 

despite the sampling area being square. This indicates there was some drift in the 

measurement. (b) Cross-sections through a, demonstrating the trench extends 

around 95 nm below the SiOx surface. This suggests the measurement continued 

into the bottom electrode and so scaling of the final data must account for this. The 

aspect ratio of the cross-sections presents the trench with very steep sides. For 

comparison, a profile is shown with a distance:height aspect ratio of 1:1, showing 

that the true profile has shallow sides. Also, the SiOx/titanium nitride interface is 

indicated at -37 nm, demonstrating that the trench is around 1 µm wide at this point. 

The sloped sides of the trench, demonstrated in Figure 8.5b, show that the etch area 

becomes narrower with depth. This is likely due to the CAFM tip geometry convoluting 
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the edge of the trench, as well as producing a sloped side during etching. This 

suggests the resulting three-dimensional profile of the filament might not be accurate 

because the etch area becomes laterally confined. However, as indicated in Figure 
8.5b, the trench is around 1 µm wide at the SiOx/titanium nitride bottom interface. Thus, 

filaments narrower than 1 µm should be accurately represented at least to the interface 

with the bottom electrode, although at much greater depths the shape of the trench 

would convolute the current map. 

 
Figure 8.6. Depth scaling and cropping for a tomogram, corresponding to the trench 

in Figure 8.5. The maximum trench depth from the SiOx surface is 95 nm, so the 

height scale is set to this. Darker regions indicate conductivity. The white boxes and 

small coloured spots are software controls, indicating perimeters of the cropped 

volume. (a) The full data volume shows a large conductive region in its lower half. At 

the base, this region appears roughly square, likely indicating conductivity resulting 

from etching into the bottom electrode. (b) Cropping the volume laterally shows the 

internal conductive structure. At roughly a third of the depth, the conductive area 

appears to reach its maximum width and remain consistent for the remaining depth. 

(c) Cropping from the bottom of the volume to leave 37 nm removes most of the 

large conductive area corresponding to the bottom electrode. However, there is 

some drift, also evident in Figure 8.5a, that might have occurred prior to reaching 

and then while etching the bottom electrode. (d) Cropping to 28 nm starts reducing 

the cross-sectional area of the conductive region and reveals some lateral detail. 

This should indicate that the vertical bounds of the volume now correspond to the 

conductive filament. Thus, the height of the remaining volume may be set to 37 nm. 

Following data acquisition, I used 3D Slicer to stack the current map slices, producing a 

three-dimensional data set of current in the active layer. I then rendered the volume 

and compared the number of slices with the total etch depth from the measurement of 

the trench. In each case, the measurement progressed more than 37 nm vertically, into 

the bottom electrode. The etch rate of titanium nitride should be different to silicon 

oxide, although I was unable to successfully perform the appropriate calibration 
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measurements. As a result, I scaled the number of slices in each measurement by its 

depth to give estimated slices thicknesses between 0.07 nm and 0.3 nm. I then 

inspected the volume to determine the depth at which the bottom electrode seemed to 

appear, assuming this would be where the filament cross-sectional area was largest 

and the current maps became consistent with depth. Considering these two 

observations together, I cropped the data to best show the expected volume 

corresponding to the filament, with little or no bottom electrode present, and rescaled 

the height accordingly. An example of this process, corresponding to the trench in 

Figure 8.5a, is shown in Figure 8.6. 

Following cropping, I exposed the conductive filament within the bulk insulating 

material by thresholding the data at around 75 pA to remove the background noise. 

This produced a solid, three-dimensional rendering of the filament within the switching 

layer, as shown in Figure 8.7. I also applied an anisotropic diffusion filter to the data 

volume. This is commonly done during image processing to smooth noisy data,[205] in 

particular with medical images.[206] Briefly, this filter scales the data by its differential 

in one or more dimensions.[207] My data was filtered only in the z-direction, through 

the active layer, to reduce noise and smooth the transition between slices while 

preserving lateral data features in each slice. The effect of filtering may be seen 

between the unfiltered data in Figure 8.7b and the filtered data in Figure 8.9a. The 

filament rendering in the filtered case is much smoother and the structure more readily 

observed than for the unfiltered data, in which the detail is less clear. 

I refer to this technique as conductance tomography. This is because it is a 

tomographic method generating data that maps conductance in three dimensions. I do 

not suggest that the true conductance, the inverse of resistance, is measured. Rather, 

the measurements indicate the extent to which an otherwise insulating sample volume 

demonstrates conductance. Scaling the data by the inverse of the applied voltage 

would give the conductance, although this would appear similar to the current because 

the voltage is constant.[208] 

It is important to note that the CAFM measurements undertaken in this chapter do not 

measure only the current; rather, they measure the connectedness of the exposed 

sample to the bottom electrode. If there is a very highly conductive layer present that is 

not connected, unless by tunnelling, to the bottom electrode, it will not be visible using 

this technique. There is therefore an inbuilt asymmetry in these measurements. This 

means that, if it were possible to perform conductance tomography starting from the 

bottom electrode, the three-dimensional conductive profile of the sample might appear 

different to a profile starting from the surface. 
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Figure 8.7. The application of different threshold levels to the structure shown in 

Figure 8.9. (a) No thresholding applied. No structure is visible in the volume due to 

background noise. (b) Removing the noise floor at 75 pA reveals the internal 

structure. (c) Raising the thresholding to around 50 nA reduces the clarity of the 

rendering as data at the edge of conductive regions is removed. (d) Thresholding at 

100 nA removes much of the definition of the filament as more internal regions are 

removed. (e) Thresholding to leave current close to 200 nA produces a very unclear 

image. Here, only data close to the maximum current is shown, showing the core of 

the conductive region. 

8.5 Conductance tomography results 

I performed this conductance tomography on a pristine SiOx sample, as shown in 

Figure 8.8. There are no conductive regions present in the volume, except near the 

base, where the bottom electrode has been exposed. This also indicates that the 

process of pressing into the surface with a hard, conductive probe does not induce the 

formation of a conductive pathway. In Figure 8.8 to Figure 8.12 I have included a 

selection of corresponding current map slices, none of which have had any 

thresholding or filtering applied. I did this in order to demonstrate the raw conductivity 

data. In all tomographic renderings in this chapter, conductive regions are shown in 

beige and the surrounding, insulating oxide is shown in blue. 

800 nm

37 nm

(a) (b)

(c) (d) (e)
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Figure 8.8. Conductance tomography of pristine SiOx. (a) Near the bottom of the 

etch, a conductive region appears, corresponding to the exposure of titanium nitride 

by the CAFM tip. The height of the conductive region is large, extending slightly into 

the SiOx. This may due to tunnelling current as the SiOx between the tip and bottom 

electrode thins. The conductive region does not extend over the entire 

measurement area. This may be a result of tip wear, the accumulation of insulating 

debris or an inhomogeneity in the titanium nitride thickness. (b) to (e) cross-sections 

through the SiOx, showing the emergence of the bottom electrode. The data were 

composed of 206 slices with a lateral pixel resolution of 3.1 nm. 

Figure 8.9a displays a tomographic rendering of the conductivity slices for a filament 

formed with +20 V at a current compliance of 0.1 µA. Interestingly, contrary to some 

suggestions in the literature,[11,49] this filament does not have a conical shape but is 

instead tubular. It is also evident that there are lateral variations in the current within 

the filament, possibly a reflection of the intrinsic columnar structure of the SiOx, as has 

been discussed in chapters 2.3, 7.2 and 7.5. Figure 8.9b to e show cross-sections 

depicting the internal structure of the filament. These reveal that the current varies 

across the filament, with the most conductive regions located toward the centre. There 

are also some regions in which no current flows. This suggests that the filament has an 

internal structure following a group of closely located pathways through the SiOx. 

Therefore, rather than being a single filament it is possible that a highly localised group 

of filaments have clustered together. It has previously been suggested that multiple 

filaments may compete to bridge the active layer.[11,137,209] However, it is not 

possible to distinguish one filament from another in the case in Figure 8.9a, so the 

single conductive pathway shown may indicate only a single filament.  
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Figure 8.9. Rendering of a filament formed with +20 V at a current compliance of 

0.1 µA. (a) The filament has a tubular shape that reflects an underlying columnar 

structure. (b) to (e) cross-sections through the switching layer, showing the internal 

filament structure, with clear lateral variations in current at different depths. Note 

there is some drift evident in the cross-sections that is likely instrumental and 

caused by the large forces applied to the sample during scanning. As a result of the 

drift, the filament intercepts the edge of the scan region, causing a flattening of its 

lower edge. The rendering in (a) has been shown from an angle that best displays 

the columnar structure rather than the drift. The data were composed of 474 slices 

with a lateral pixel resolution of 3.1 nm. 

 
Figure 8.10. Rendering of a filament formed with -20 V at a current compliance of 

0.1 µA. (a) The shape is more conical than for the positively formed filament in 

Figure 8.9a, yet there is still an underlying structure that might reflect the intrinsic 

columnar structure of the SiOx. (b) to (e) cross-sections showing the lateral 

variations in the current at different depths into the SiOx. The data were composed 

of 224 slices with a lateral pixel resolution of 3.1 nm. 

Figure 8.10 presents CAFM measurements of a filament electroformed with -20 V at a 

current compliance of 0.1 µA. As the rendering shows, the filament shape is more 

similar to the conical models in the literature than that in Figure 8.9a. Again, there is an 
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underlying columnar structure. It also appears that the conical shape is composed of 

multiple outer conductive pathways surrounding the main body of the filament. As 

noted for the positive filament in Figure 8.9, it is possible that the structure is a 

collection of closely packed, smaller filaments that are bunched around a preferential 

pathway through the oxide. As shown in Figure 8.10b to e, the filament has an internal 

structure in which some regions are more conductive than others. Interestingly, 

although Figure 8.10a and b show that the central region is the most conductive near 

the top of the filament, Figure 8.10d and e demonstrate that, toward the base of the 

filament, it is actually the outer region that carries the greatest current. 

 
Figure 8.11. Rendering of a filament formed with +12.5 V at a current compliance of 

1 mA. (a) Near to the bottom electrode, there is a branching of the growth, resulting 

in a pair of filament peaks. Only one of these bridges the entire active layer, 

however; the second is likely the appearance of the bottom electrode. (b) to (e) 

cross-sections through the SiOx, showing the emergence of the bottom electrode 

and its convergence with the main growth pathway. Again, the internal, 

inhomogeneous structure of the filament is evident. The data were composed of 513 

slices with a lateral pixel resolution of 3.9 nm. 

Figure 8.11 shows a filament formed with 12.5 V and current compliance of 1 mA. It 

has a more conical structure than that of Figure 8.9. There also appears to be a small 

second peak adjoining the main filament, with the pair of growths originating from a 

larger, roughly square region. However, this second peak is most likely the appearance 

of the bottom electrode during etching, angled away from the horizontal due either to 

uneven electrode deposition or a scanning artefact. Notably, there is again a 

correlation between conductivity and the columnar structure of the SiOx. Figure 8.11b 

to e show cross-sections through the filament, highlighting the gradual appearance of 

the electrode and its eventual saturation of the entire scan area. Interestingly, in Figure 
8.11d the centre of the filament appears to show a lower current than its surroundings. 

In addition, the conductive region appears to be split into distinct regions of higher and 
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lower conductivity. This might be related to the appearance of the bottom electrode, 

which should be more conductive than the filament. 

It has been suggested that filamentation might not involve the generation of a single 

conductive pathway, as mentioned above. Instead, structural inhomogeneities in the 

switching layer may present many alterative routes for growth.[11,137,209] Thus 

filaments might ‘compete’ to bridge the switching layer, with only a single filament in the 

end shorting the electrodes. This behaviour has previously been confirmed in extrinsic 

devices.[71,197] Below, I present findings that support the suggestion of multiple 

filamentation in intrinsic systems. 

Figure 8.12 demonstrates an observation of multiple filaments from electroforming with 

a voltage of -16 V at a current compliance of 1 µA. It is clear that, aside from the main 

filament that bridges the SiOx, there are a number of additional growths extending by 

various degrees through the oxide. Figure 8.12b to e highlight the gradual appearance 

of multiple filaments through the film and their convergence as the CAFM tip 

approaches the bottom electrode. The internal structure of the conductive pathway is 

evident here, with higher-conductivity regions appearing more centrally in the filament. 

 
Figure 8.12. Rendering of a filament formed with -16 V at a current compliance of 

1 µA. (a) There appear to be at least three constituents to the filament, although the 

smallest of these is only a few nanometres tall. The main filament is very straight, 

although it becomes broader as it approaches the bottom electrode. Note that a 

slice has been removed due to high levels of noise that saturated the scan area. 

(b) to (e) cross-sections through the filament, showing the appearance and 

convergence of multiple filaments. The data were composed of 116 slices with a 

lateral pixel resolution of 7.0 nm. 

The presence of multiple filaments, as shown in Figure 8.12, suggests that many 

partial filaments may be produced during electroforming. I have only observed those 

that occur locally to the main filament, yet it is possible that other, more distant 

locations in the film between the electrodes would experience some, perhaps 



 

122 

incomplete, filament growth during electroforming. This may be particularly true of 

devices with larger top electrode areas than the footprint of the tungsten needle that I 

used. It is reasonable to speculate that only a single filament completes its growth 

across the active layer, as the electric field will collapse once the electrodes are 

shorted. At this point there should be no further field-driven growth of secondary 

filaments. However, with cycling, electrical stress may further develop competing 

filaments when a voltage is applied across a device in a high resistance state. It is also 

possible that some growth paths are not suitable for filamentation if they do not 

propagate through the full oxide thickness. This might allow conductive regions to grow 

some way into the active layer but not to fully bridge it. 

The filaments shown in this chapter are large compared to predictions of nanometres to 

tens of nanometres.[14,48,189,193] Furthermore, successful resistance switching 

behaviour has been observed in devices with smaller cross-sectional areas than the 

filaments shown in this chapter.[32,48,193,210] It is also of note that conductive 

regions at the SiOx surface, with sizes of the order of tens of nanometres, have been 

observed.[202] 

It has been suggested that filament size is dependent on the magnitude and duration of 

the applied bias.[209] Additionally, increased filament conductance has been attributed 

to filament thickening as a result of increasing operational voltage.[12] The relatively 

high fields that I used, combined with the time taken for the onset of current 

compliance, even with a short pulse, may have broadened the filaments produced in 

this work. 

Although a more detailed investigation is required, an interesting aspect of the 

filaments that I have shown is that their lateral sizes all appear similar, in the order of 

hundreds of nanometres, despite the application of different electroforming voltages 

and current compliances. Given the apparent presence of multiple conductive 

pathways, it may be that filaments continue to grow laterally as these paths converge, 

until the applied bias is removed, either instrumentally or by shorting the electrodes. A 

further consequence of this may be that the observed shape of the filaments is not 

representative of their shape at the time of forming. Notably, the power dissipation in 

unipolar devices is relatively high, which may explain the much smaller filaments 

observed using transmission electron microscopy in bipolar systems.[199] 

8.6 The effect of measurements on the scanning probe 

An aspect of conductance tomography that is particularly relevant to data reliability is 

that the process is likely to affect the probe. In particular, I would expect that loose 

debris accumulates on the probe and that the apex become blunted, or obscured by 



 

123 

debris, altering its footprint and conductivity. Additionally, diamond-coated probes have 

a larger apex than uncoated silicon probes. It is therefore of interest to determine the 

reliability of the current mapping shown throughout chapter 8.5. 

 
Figure 8.13. SEM images of unused CAFM probes. (a) Top-down view of a silicon 

cantilever with a silicon tip, mounted on a silicon chip. (b) Side-view of the tip in a. 

Inset – close-up of the apex, demonstrating its sharpness. The apex is not well 

defined and appears to be narrower than the resolution of the image, possibly below 

10 nm. (c) Side-view of a platinum/iridium-coated silicon tip, for comparison. Inset – 

close-up of the apex demonstrating that it is less sharp than the uncoated probe in 

a. It appears to have a radius of curvature of tens of nanometres. (d) Side-view of a 

diamond-coated silicon tip. Inset – close-up of the apex, demonstrating that it is less 

sharp than both those in b and c. Its radius of curvature is above 100 nm, with 

smaller grains of around 50 nm diameter present. 

To discern the effect of the conductance tomography method on the scanning probe, 

and the apex geometry, a colleague performed SEM on used and unused probes. 

Using a 3 keV electron bean, we looked at the probes from above and from the side, at 

45˚. Images of unused probes are shown in Figure 8.13. The diamond-coated probe is 

not as sharp as the uncoated or metal-coated silicon probes, which have nominal radii 

of curvature of 8 nm and 20 nm, respectively.[91,92] The diamond-coated probe has a 
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radius of curvature around 150 nm.[211] This suggests that diamond-coated probes 

could not resolve topographical features less than 100 nm wide, though the electrical 

resolution should be much finer. 

As discussed in chapter 8.4, the radius of curvature of the probe is not a good indicator 

of the electrical contact area as the current is generally dominated by the most 

prominent point on the apex.[203] For a diamond-coated probe, this might be a vertex 

of an individual nanodiamond particle. In Figure 8.13d, the apex of the probe appears 

to be a cluster of grains around 200 nm in diameter. This cluster tapers to tens of 

nanometres, so the lateral resolution should be below 50 nm. However, the smallest 

features of the current maps in chapter 8.5, such as in Figure 8.10b to e, were around 

20 nm in diameter. This indicates either that the probe resolution was insufficient to 

resolve smaller features or there were no smaller features present. 

 
Figure 8.14. SEM images of used diamond-coated CAFM probes. (a) Top-down 

view of a used probe, showing some debris near the apex. (b) Side-view of the 

apex, showing the accumulated debris. However, the apex is still visible and its 

geometry is retained. Inset – close-up of the apex. (c) Top-down view of a used 

probe tip, showing debris accumulation from the apex to the base of the tip. 

(d) Side-view of the apex, showing the accumulation of debris around the tip. Again, 

the apex is still visible despite the debris. Inset – close-up of the apex. In both b and 

d the apex radii are around 100 nm, with individual grains of smaller diameters 

present. This suggests that there is no significant change to the apex in comparison 

to an unused probe, as in Figure 8.13. 
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Figure 8.14 shows two used diamond-coated probes. Material has accumulated on 

each probe but has not obscured either apex or reduced their sharpness compared to 

the unused probe in Figure 8.13d. Thus, the probes should still be sharp and 

conductive, providing reliable current maps. These results suggest that using diamond-

coated rather than single-crystal diamond probes should not inhibit the tomography 

technique. In particular, the probe should not be damaged during measurements and 

so its resolution should be consistent throughout. Additionally, the lateral resolution in 

current mapping should be sufficient to discern details in the filament structure down to 

tens of nanometres. 

To better compare my tomography results to those in the literature, I also attempted 

measurements using single-crystal diamond probes. Notably, it has been suggested 

that diamond-coated probes are not suitable for tomography due to the risk of abrupt 

breakages and blunting.[204,212] As shown above, this was not to the case with my 

measurements, so I was interested in determining whether single-crystal probes might 

produce any improvements in data reliability or accuracy. Figure 8.15a and b show an 

unused single-crystal diamond probe. The apex appears to be sharper than that of a 

diamond-coated probe, so the topographical resolution should be greater. However, 

these measurements do not inform on whether there would be any difference in the 

spatial resolution of the current. 

 
Figure 8.15. SEM images of an unused single-crystal diamond CAFM probe. 

(a) Pristine probe on a nickel cantilever. i, close-up of the apex of the tip, 

demonstrating a radius of curvature of tens of nanometres. ii, close-up of a 

diamond-coated probe, as in Figure 8.13d, for comparison. There is an apparent 

edge enhancement of the secondary electron signal on both tips. The single-crystal 

probe appears to have the sharper and smoother apex. (b) Top-down view of the 

probe in a, demonstrating the apex sharpness. 

Interestingly, when attempting to perform conductance tomography with single-crystal 

diamond probes, I found that it was not possible to etch more than a few nanometres 

into the SiOx. In general, the first one to two hours of measuring would produce a 
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trench but this would not become deeper than around 5 nm, even when leaving the 

process to continue overnight or for several days. In some cases, such long 

measurements would not produce any noticeable depression of the surface. This 

seemed to occur regardless of the scan rate, tip velocity, size of the scan area, setpoint 

and applied voltage. The only factor that I could discern as having a notable effect on 

the process was the scan resolution. Scans with 256 lines and 256 samples per line 

etched the surface by a few nanometres whereas those with more lines did not. This 

might be due to overlapping paths taken by the probe, resulting in small amounts of 

material being removed and subsequently moved around, obstructing further etching. 

For large areas, where overlapping paths should not occur, the inter-path spacing 

might be great enough to prevent sufficient material from being removed to produce a 

deep trench. 

 
Figure 8.16. SEM images of single-crystal diamond CAFM probes after use in 

conductance tomography measurements on SiOx. (a) Side-view of a used probe, 

demonstrating debris accumulation. The apex is obscured, either by debris or 

blunting. Inset – full view of the tip, showing the distribution of debris. (b) Top-down 

view of the tip in a. (c) Side-view of a used probe. The apex appears damaged, 

resulting in multiple protrusions. Inset – full view of the tip, showing that the debris 

here is confined to the region close to the apex. (d) Top-down view of the probe in 

c, demonstrating multiple apexes as a result of crater-like damage. 

Figure 8.16a to f show two used single-crystal diamond probes following attempted 

tomography measurements on SiOx. It can be seen here that the effect on the probes 
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is much more pronounced than for the diamond-coated probes in Figure 8.14. In 

particular, neither apex remains unchanged following measurement. In Figure 8.16a 

and b, the probe appears to have accumulated significant debris or become blunted, as 

the apex is not visible. In Figure 8.16c and d, the probe has also accumulated debris, 

although in this case the apex is still visible. However, there appears to have been 

some damage, resulting in a crater with a number of apparent protrusions, each less 

sharp than the pristine probe in Figure 8.13d and Figure 8.15ai. 

 
Figure 8.17. Current-voltage spectra of single-crystal diamond probes on the stage 

and on a gold surface. (a) Spectrum taken on the CAFM stage, demonstrating that 

the system resistance is around 10.5 kΩ. There is a small oscillation present in the 

data, likely artefactual from the CAFM feedback. (b) Spectra taken on a gold film 

before and after an overnight etching measurement. A 1.06 MΩ series resistance 

was placed between the gold and the CAFM stage to allow greater voltages to be 

reached before the current saturated at around 450 nA. Thus, the artefactual 

oscillation is no longer apparent. Although the data before and after are similar, 

there is a reduction of around 7 kΩ in the resistance as a result of the etching 

process. 

I further studied the effect of conductance tomography on single-crystal diamond 

probes by performing current-voltage measurements before and after etching, to 

ascertain whether their conductivity had changed. A setpoint of 0.5 V was used for 

current-voltage spectra and the etching was performed overnight with a setpoint of 0 V. 

The data are shown in Figure 8.17. Before etching, the probe showed a linear 

character, according to Ohm’s law,[43] with a small oscillation of the signal, evident in 

Figure 8.17a. The oscillation is likely to be an artefact from the feedback system 

attempting to keep the probe in a fixed position. However, the linear trend may be used 

to calculate the system resistance, 10.5 kΩ. To alleviate the oscillations, the 

measurements were repeated with an additional series resistor of around 1 MΩ.  In 

addition, a gold film deposited on a glass slide was used for the contact point, as it 

provided a much smoother surface than the stage. This produced more consistent 

measurements and allowed a greater voltage sweep range before the current saturated 
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the detector at around 450 nA. The same setup was used for the post-etching 

characterisation. 

Figure 8.17b demonstrates that the pre- and post-etch resistance profiles of the probe 

are very similar; it is difficult to distinguish differences in the data. However, the total 

resistance decreases by around 7 kΩ following etching, which is about 70% of the 

initial value of the system resistance. It is unlikely that any component of the 

measurement system, other than the probe, changed measurably in resistance during 

the etching process. Notably, the 66 individual measurements of resistance before the 

etching gave a mean value of 1.06 MΩ with a standard deviation of 174 Ω. The 66 

post-etching measurements gave 1.06 MΩ with a standard deviation of 116 Ω. These 

deviations are small relative to the total resistance and also to the 7 kΩ change in 

resistance. Thus, the system was stable, suggesting that it was the probe resistance 

that changed. Given that CAFM current is proportional to tip-sample contact area, it is 

possible that the damage to the probe increased the size of the apex.[86] This may 

indicate that blunting or debris accumulation produced a flatter surface, or that multiple 

apexes were created, similarly to the probes shown in Figure 8.17. 

It is interesting that my measurements with single-crystal diamond probes were not 

successful and that diamond-coated probes were more robust than previously 

reported.[204,212] This certainly suggests that further investigations must be made on 

the process and instrumentation of the conductance tomography method. Surely 

variations in the sample material, probe geometry and composition, microscope and 

atmosphere must all influence the efficacy of a measurement. In addition, it is difficult 

to consider that single-crystal probes should be so much less successful than diamond-

coated probes. It is possible that my methodology was either inconsistent or 

inappropriate for both probes; again, further investigation of this behaviour is essential. 

Considering my discussion in chapter 8.4 on developing the tomography process to 

facilitate accessibility, my method successfully addressed this goal. I was able to probe 

four conductive filaments under ambient conditions using diamond-coated probes. 

Additionally, 3D Slicer provided a suitable, cost-free platform for data processing and 

presentation. I have also shown that the diamond-coated probes are not damaged 

significantly by the etching process, thus they should produce consistent data 

throughout. In contrast, the single-crystal diamond probes were not suitable for etching 

and became severely damaged. 

Given the success of my method, I suggest that it is suitable for conductance 

tomography and is more accessible than previous approaches. However, it is not 

without limitation and is not definitive. Although etching under ambient conditions 

facilitates the process, it does expose the surface to the possibility of undesirable 
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chemistry, namely oxidation and contamination. However, it may improve heat 

dissipation as the tip scratches across the sample and so might help preserve the 

features of interest and the shape of the probe apex. Single-crystal diamond probes 

were not suitable in my work, but they have proven efficacy and should not be ruled 

out. Conversely, I did not observe any breaking or blunting of diamond-coated probes, 

but it is surely possible for them to be damaged. It may be that the appropriate probe 

should be chosen for the sample under investigation. 

8.7 Chapter summary and conclusions 

In this chapter I have shown some of the features at the contact point following 

electroforming with a tungsten needle. I also demonstrated that their conductivity 

extends through the switching layer as a filament. Additionally, I have proven the 

efficacy of a novel method that enabled me to present, for the first time, a rendering of 

a filament in an intrinsic RRAM device. 

Using pulsed stresses, rather than sweeps, I was able to reduce the size of 

deformations occurring at the point of contact. With AFM and CAFM, I studied the 

structure of these features, showing that they are conductive and flexible when formed 

with either a positive or negative needle polarity. Additionally, a negative polarity 

caused some surface hardening. 

Following this, I was able to use conductance tomography to produce tomographic 

images of intrinsic conductive filaments in oxide RRAM devices. Additionally, I was 

able to demonstrate success with modifications to the method previously used for 

CAFM tomography, indicating that the process may be refined further to improve 

practicality. 

My results in this chapter confirm the filamentary nature of conductive pathways in an 

intrinsic oxide RRAM device. The inhomogeneous oxide structure, discussed in chapter 

7, is reflected in the shape and internal structure of the conductive filaments. Thus, I 

have demonstrated for the first time that the formation process follows the intrinsic 

columnar structure of the amorphous material. I have also demonstrated 

experimentally for the first time that filament formation does not always follow a single 

pathway in an intrinsic device and that several filaments may grow simultaneously in a 

device. 

8.8 Recent and similar work 

It should be made clear that some recent publications appear to conflict with the claims 

that I have made in chapter 8. In particular, in 8.5 I claimed to demonstrate the first 

CAFM tomography results for an intrinsic switching material. Notably, this work was 

published in published in October 2015.[213] However, it should also be noted that, 
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more recently but prior to the submission of this thesis, similar work has been 

presented. Specifically, Celano et al published an article in August 2016 demonstrating 

CAFM tomography measurements on intrinsic hafnium dioxide-based switching 

devices.[201] As shown in Figure 8.18, these results show the shape of the conductive 

filament, although very little internal structural detail is apparent. 

In chapter 8.6 I showed results suggesting that single-crystal diamond probes might not 

be the most suitable CAFM probes for use tomography on all sample materials. 

However, more recently than my work and prior to the submission of this thesis, a book 

has been published that conflicts with my findings. In particular, the authors suggest 

that single-crystal probes are the most appropriate for use in CAFM tomography.[214] 

They show probes before and after use, but there is no evidence of damage. It should 

be noted that their measurements were performed in a vacuum system and not on 

SiOx, which might explain the differences in our findings. 

Both matters are noteworthy, though they should not affect the validity of my 

discussion. The novelty of my work is in demonstrating the first CAFM tomography 

measurements of filaments in an intrinsic switching material, along with evidence for 

multiple filamentation. In addition, I have contributed to the method by demonstrating 

success with a technique more readily accessible to researchers without access to 

vacuum CAFM systems and expensive software. 

 
Figure 8.18. Recent example of CAFM tomography in an intrinsic switching 

material, reproduced from [201]. Similarly to earlier results on extrinsic switching 

devices,[189] the shape of the filament is very clear. However, little internal 

structural detail is apparent. 
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9. Project summary conclusions 
9.1 Summary 

In this report, I have presented data on the structural changes occurring in SiOx-based 

RRAM devices under electrical bias. I began at the device scale and progressed to the 

scale of individual filaments. Firstly, I studied the changes occurring on the device 

surface, then the switching layer directly. Following these investigations, I studied the 

point of contact and finally explored a methodology for examining the changes 

occurring within the SiOx. 

My studies indicated that oxygen is lost from the switching layer under electrical stress. 

This produces filamentary conductive pathways, switching the device into a low 

resistance state. The oxygen likely progresses along correlated, intrinsic, structural and 

compositional defects, finally reaching the SiOx surface to produce bubble-like 

distortions. These in turn deform the top electrode, rupturing the surface and causing 

staining. 

9.2 List of novel achievements 

In chapters 6, 7, and 8 I presented novel work relevant to the field of resistance 

switching in oxides and also to the use of CAFM in performing tomography. In 

summary, my contributions to the fields are: 

1. The observation that top electrode stains can isolate the needle probe from 

electrical contact with top electrode. 

2. A demonstration, with CAFM, that the bubble-like structure of stains on the 

surface of the top electrode is correlated with conductivity variations, particularly 

between bubbles. 

3. Showing, with a combination of CAFM, SEM and XPS, that the surface of the 

top electrode is ruptured during staining, exposing the more conductive, bulk 

electrode material. 

4. A demonstration, optically, that deformation occurs on the surface of the 

switching layer when using a mobile top electrode, both locally to the electrode 

and at greater distances from it. 

5. Noting that there is not a well-defined dependence of the surface deformation 

size on the applied voltage and current compliance, though short voltage pulses 

and relatively low compliances reduce the size. 

6. A confirmation, by XPS, that oxygen is lost from the bulk of the switching layer 

as a result of electroforming. 
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7. Support, from XPS, for the model of oxygen migration from peroxy linkages in 

silica-based devices. 

8. Showing, by conductance tomography with CAFM, that the structure of 

conductive filaments in SiOx-based devices conforms to the intrinsic columnar 

structure of the active layer. 

9. A confirmation, by conductance tomography with CAFM, that multiple 

filamentary growth pathways can be present in an electroformed intrinsic 

switching device. 

10. A confirmation of the feasibility of a conductance tomography method that is 

more practicable than previous methods. 

11. A demonstration, by SEM and CAFM, that diamond-coated CAFM probes might 

be more robust than single-crystal diamond CAFM probes for conductance 

tomography measurements, at least for some sample materials. 

9.3 Conclusions 

My work demonstrates the crucial role of oxygen in resistance switching for silicon 

oxide-based RRAM devices. This is coupled with structural changes on a scale that 

implies an inherent limitation on functionality. Namely, that oxygen migration, when 

poorly controlled, can cause extreme deformation of the switching material. However, it 

is possible to impose measures that limit such damage, though it seems impossible to 

altogether remove morphological changes from the switching mechanics. Surely, 

device engineering is well placed to overcome this issue through novel fabrication 

methods and improved switching control systems. 

I have shown that the intrinsic microstructure of the active layer is important in the 

formation of filaments. This does not appear problematic, though it does again imply 

that engineering approaches may be an ideal means of exploiting fabrication processes 

in order to optimise filament growth and operation. Filaments may be large, however, 

and this is an issue for downscaling devices. Confinement of the filamentary volume 

might be possible through engineering approaches, though this may best be achieved 

through microstructural control. 

My findings on conductance tomography demonstrate that the method is applicable to 

intrinsic systems, as well as being practical in ambient conditions with unconventional 

probes and software packages. This suggests a huge scope for methodological 

development in the near future. I hope that, at some point and in some form, it 

becomes a common method, used and understood by many researchers and 

applicable in many fields of research. 
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9.4 Suggestions for further work 

I will outline here a number of areas explored in this work that suggest further 

opportunities for investigation. 

The switching discussed in this report was all performed using two-terminal 

measurements. While these are typically used in characterising resistance switching 

devices, the probes introduce lead and contact resistances that can affect the voltage 

applied to the device. In addition, the overshoot in the instrumental current compliance 

is difficult to manage, introducing a significant unknown into the electrical operation. 

One means of circumventing these issues would be to use instead four-point probe 

measurements. Rathen that applying a voltage and measuring the current with the 

same two probes, a current may be sourced while a different probe pair measures the 

resulting voltage. Notably, this has been done across devices, as in ref [54], where a 

constant current produces voltage spikes resembling the behaviour of biological 

neurons. Conversely, if the probing is performed on one electrode of the device then it 

might be possible to extract information on the interface between that electrode and the 

switching layer; as the interface properties change with device state, the conduction 

laterally across the electrode might be modified. For example, variations in the defect 

concentration at the interface might introduce some charge trapping under an applied 

current, creating a transient in the measured voltage. 

In chapter 6.7, I mentioned that I was unable to use XPS to perform depth profiling on 

used devices. It would be interesting to further pursue this, as a compositional analysis 

of a full set of device layers might give further insight into the fate of the oxygen that 

migrates from the switching layer. Perhaps a different instrument should be used, as I 

found the spectrometer that I used to be limited in its sampling alignment and bookable 

time. To my knowledge, there is a facility in Newcastle, called Nexus, which supports 

XPS studies for researchers funded by Engineering and Physical Sciences Research 

Council grants. 

The orange bubbles discussed in chapter 7.4 did not persist in the vacuum 

environment of the XPS chamber, preventing an analysis of their composition. 

However, some techniques, notably Raman spectroscopy and matrix assisted laser 

desorption/ionisation mass spectrometry, are suitable for use in ambient conditions. 

Both approaches use laser illumination to generate sample information so there is a 

possibility that the bubbles would be disrupted by the relatively high energy of the 

incident photons. However, if the laser power may be tuned or spatially dispersed 

through focusing, it might be possible to operate below the threshold level required to 

burst the bubbles. 
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Focused ion beam milling and secondary ion mass spectroscopy depth profiling might 

be applicable to studying changes in the electrodes and switching layer as a result of 

electrical stress. Both of these techniques have a greater lateral resolution that XPS 

and so might be useful in further correlating structural changes with variations in 

composition. However, their instrumentation requires a vacuum, so they may not be 

suitable to further study of the orange bubbles, just to more robust features. 

The issues arising in relation to the conductance tomography method in chapter 8.6 

certainly require further investigation. The technique has the scope to become a 

powerful tool in study electronic devices, though the understanding of the influence of 

the measurement on the data must be better understood. This is not only relevant for 

understanding the current literature, but also for enabling more researchers to work 

with the method. In particular, studies must be carried out to determine the 

controllability of the etch rate, the consistency of measurements made with the same 

parameters and the influence of the probe type, instrument and local environment. 

9.5 Impact statement 

This work is important to the field of resistance switching as it improves our 

understanding of the mechanics of the switching process. In particular, the 

demonstration that oxygen migration is crucial for device performance indicates that 

steps must be taken toward the development of devices in which problematic oxygen 

loss may be minimised. In addition, the correlation between the intrinsic microstructure 

of the switching layer and the form of the filaments grown within it is significant. This 

observation indicates that the device fabrication process must be tailored to optimise 

the starting materials, such that the repeatability, efficiency and reliability of switching 

operation are enhanced. Furthermore, filaments may be large, as shown, which must 

be taken into account by the RRAM community. Although the filaments shown in this 

work may be oversized, the stresses used to produce them are not hugely dissimilar to 

those used in many literature reports. With the technological drive to produce smaller 

devices, fine control of filament size must be implemented in order to maintain device 

functionality at small scales. 

The work presented here on conductance tomography is significant because, to some 

extent, it contradicts the established views on the technique. This indicates that there is 

much development yet to be made in the field, but also that the scope of the method is 

broad and may be applied to many systems. Further investigations must be made in 

order to bring the technique to a level at which it becomes a commonplace lab 

procedure, yet the community must be aware that a critical, exploratory and inventive 

approach is necessary. 
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