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Abstract

Electron transport through organic molecules is a process fundamental to life and

plays a central role in the emerging field of molecular electronics. This thesis

presents an investigation of electron transport through molecular systems from the

perspective of full counting statistics. An extension of a Markovian counting statis-

tics framework to a non-perturbative setting is presented which allows for an exact

treatment of the phonon bath. This framework is applied to a theoretical photocell

device inspired by the photosystem II reaction centre. It is demonstrated that the

asymmetric coupling of excitation and charge transfer states to a structured spectral

density rather than a smooth low energy background has the effect of reducing the

output current along with an associated reduction in the current fluctuations. The

insights gained from this are discussed in terms of design principles for pigment-

protein complexes used in nano-electronic devices and their relevance for biological

function in vivo. Finally, the asymmetric coupling of excitation and charge transfer

states to their vibrational environment is investigated more closely through the dy-

namics of a dimer model and the effect of the output current statistics of a prototype

photocell.



Impact Statement

The contents of this thesis have the potential to be of beneficial use in areas both

inside and outside of academia.

The immediate impact of the results in this thesis will be inside academia. The

novel non-perturbative method for electron counting statistics presented in Chapter

3 will be applicable to studying electron transport through molecular junctions and

solid-state nano-electronic devices, as well as for gaining new insights into photo-

synthetic electron transport processes. The proposal of applying counting statistics

methods to photosynthetic electron transfer in Chapter 4 may inspire new exper-

iments on bio-molecular electron transfer systems that complement spectroscopy,

and lead to a more complete picture of the role quantum effects have in photosyn-

thesis in particular. Finally, a deeper understanding of electron transfer in photo-

synthetic reaction centres based on the study in Chapter 5 could stimulate the con-

struction of novel artificial photovoltaic devices based on design principles found in

Nature. The impact will be brought about by disseminating the work in academic

journals.

Over the long term, the design of more efficient photovoltaic devices could

have a huge impact on our ability to generate clean electricity and therefore greatly

impact the state of the climate and environment. Furthermore, a better understand-

ing of electron transport through nano-scale systems may lead to the commercial

development of novel electronics that could make its way into a range of devices.

The contribution of this thesis towards these goals is very much incremental and

will require a large amount of further work to develop the ideas put forward here.

Public outreach projects, in part based on the work in this thesis, have also had
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an impact in raising the idea of interdisciplinarity within the sciences among school

children and adults. In the future, problems in the traditional fields of physics,

chemistry and biology will overlap more and more with each other and it is im-

portant that the next generation of scientists understand the importance of gaining

some understanding of all these areas. The application of quantum physics to bio-

logical systems was a particularly interesting topic to engage the general public for

maximum impact.
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Chapter 1

Introduction

Photosynthesis is the solar energy conversion process found in plants, algae and

certain bacteria [1]. It begins with the capture of energy from sunlight by light-

harvesting antennae proteins. These antennae transport the energy on ultra-fast time

scales to a specialised pigment-protein complex called the reaction centre where a

charge separation event is initiated. Here the energy is converted to an electrochem-

ical form and stored across a membrane in a similar way to a battery. This stored

energy is then used to synthesise ATP and ultimately create food for the organism

[1].

These photosynthetic energy and charge transfer processes are of interest to

physicists for several reasons. Primarily, the observation of population oscilla-

tions in the 2D electronic spectra of light-harvesting antennae [2, 3, 4, 5, 6] and

the photosystem II reaction centre [7, 8] indicates the influence of quantum me-

chanical effects on energy transfer and primary charge separation. Since these pro-

cesses occur at physiological temperatures and in contact with a noisy environment

it is surprising that quantum coherence lasts long enough to have any effect on

the electronic dynamics. Thus far, research has mostly focused on energy transfer

and the possible vibrational contribution to the long lasting electronic coherences

[9, 10, 11, 12, 13, 14]. Although there have been some experimental studies on pho-

tosynthetic reaction centres demonstrating similar vibrational influence on electron

transport [7, 8], the zero oscillator strength of charge transfer states in the reaction

centre makes it difficult to study charge separation in the same way [7]. Charge
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transfer states have different properties to excited states [15] so the insight gained

from the study of light-harvesting antennae does not necessarily carry over. One

of the goals of this research is to achieve a deeper understanding of these pigment-

protein complexes in order to inspire the design of artificial photovoltaic devices

built on similar principles [16, 17, 18, 19].

Beyond spectroscopy, it is also possible to measure the electron conduction

and photocurrent through photosynthetic proteins by incorporating them into elec-

tric circuits. The current through immobilised layers of photosystem I [20], photo-

system II [21, 22, 23] and bacterial reaction centres [24] has been measured exper-

imentally. More interesting however are measurements of the photocurrent through

individual photosystem I [25, 26] and photosystem II [27] units which may open up

new possibilities to study the electronic dynamics of charge separation in photosyn-

thesis.

Moving slightly away from biological systems, there is also great interest in

gaining a deeper understanding of molecular electron transport for the design of

novel nanoscale electronic devices [28, 29] such as diodes, switches and transistors.

Molecular junctions can exhibit a much richer behaviour than similar semiconductor

based devices in part due to the strong interaction between electronic and vibrational

components of the molecules [28].

Having access to the current through an individual reaction centre or a molecu-

lar junction could allow for measurement of the current fluctuations and higher order

moments of the current at a single system level. The moments contain dynamical

information about the electron transfer and crucially, don’t depend on the ability of

charge transfer states to interact with light. The theory of full counting statistics

[30, 31, 32, 33] provides a framework with which to generate these moments of the

current. It was originally developed in the optics community for photon counting

[34] but was later applied to electron transfer through mesoscopic condensed matter

systems such as quantum dots [32] and nano-electromechanical systems [35]. The

theory has already been applied to electron transfer through molecular junctions in

the presence of a discrete vibrational mode [36, 37, 38] but not yet to charge transfer
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through photosynthetic reaction centres. Generating the full counting statistics in

this latter case involves certain challenges related to the vibrational environments

found in biomolecular systems. The vibrational degrees of freedom often contain

many discrete modes which may be non-Markovian in nature and strongly coupled

to the electronic dynamics. Since the counting statistics of electron transport was

first applied to solid state mesoscopic systems, the present theories may not be suit-

able for application to these vibrational environments.

The work in this thesis will attempt to address this issue and hopefully take a

step towards a deeper understanding of the effect of the vibrational interactions on

charge separation in organic molecules, in particular in the photosystem II reaction

centre.

The rest of this thesis is arranged as follows. Chapter 2 provides an overview

of the theoretical tools used to carry out the research presented later on. We dis-

cuss the theory of open quantum systems with regard to both perturbative and non-

perturbative approaches. In particular, the theories used for calculations are pre-

sented in more detail along with a discussion of their respective limitations. The

theory of Markovian electron counting statistics is also outlined. We show the ap-

proximations used in arriving at a typical counting statistics setup consisting of a

system weakly connected to leads.

The signatures of quantum coherence displayed in the current fluctuations for

a simple toy model are presented in Chapter 3. We follow this with the development

of a non-perturbative method of electron counting statistics. We demonstrate the ap-

plication of this method using a molecular dimer system and comparing the results

to a perturbative approach. Some features of the effect of vibrational dynamics on

the current statistics are then examined.

Further application of this non-perturbative method is shown in Chapter 4. We

develop a photocell model based on the photosystem II reaction centre and compare

the non-perturbative method to a Markovian treatment of the counting statistics.

Characterisation of the output current from the perspective of both the mean and

fluctuations is used to investigate the effect of different vibrational environments on
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photocell performance.

Chapter 5 focuses on the increased reorganisation energy of charge transfer

states relative to excitation states. Firstly, the effect of this asymmetry is investi-

gated for the dynamics of a dimer model with parameter regimes of two different

charge separation pathways in the photosystem II reaction centre. Then the perfor-

mance of a photocell model incorporating this reorganisation energy asymmetry is

investigated in terms of the output current statistics.



Chapter 2

Theory of Counting Statistics in

Open Quantum Systems

The theoretical tools necessary for a full appreciation of the research presented in

this thesis are outlined below. The systems of interest are organic molecules such as

photosynthetic pigment-protein complexes which undergo excited state energy and

charge transfer dynamics. Generally the aim is to obtain equations describing the

dynamics of the electronic degrees of freedom under the influence of a vibrational

environment. For electron counting statistics, a description of the coupling of elec-

tronic degrees of freedom to fermionic reservoirs is also required. Firstly the theory

of open quantum systems is outlined concentrating on the various approximations

used in later chapters. In particular, the second order Born-Markov master equa-

tion and the hierarchical equations of motion are discussed. The theory of electron

counting statistics is then derived from a Markovian master equation which sets the

scene for an extension of this framework into a non-perturbative setting in the next

chapter.

2.1 Open Quantum Systems Approaches
In the quantum mechanical description of molecular charge and energy transfer

processes there are too many degrees of freedom involved to carry out an exact

calculation of the full system dynamics. Open quantum systems approaches are

useful for these types of problems as they allow us to approximate the effect of
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many environmental degrees of freedom on the dynamics of a relevant system of

interest [39]. Typically we partition the total system so the Hamiltonian can be

written

H = HS +HB +HSB (2.1)

where HS is the isolated system Hamiltonian, HB is the Hamiltonian of the isolated

environment or ’bath’ and HSB describes the interaction between the two. The in-

teraction between the system and environment allows energy exchange as well as

the emergence of correlations between the sub-systems. Consequently, the reduced

system dynamics becomes dissipative and is no longer fully coherent. For a general

quantum system with the Hamiltonian given in Eq. (2.1) the Liouville-von Neu-

mann equation for the total system density matrix W (t) in the Schrödinger picture

is

Ẇ (t) =−i[H,W (t)] (2.2)

In order to obtain an equation of motion for the reduced density matrix ρ(t) =

trB{W (t)}, we can follow various schemes utilising different approximations de-

pending on the parameters of the system under study. The resulting equations fall

broadly into two categories: (i) Markovian: memory-less environment which re-

laxes on time scales much faster than characteristic system time scales. The per-

turbatively derived Lindblad [39] equation uses a Markovian bath approximation.

(ii) Non-Markovian: memory effects come into play such that the system dynamics

depends on the past state of the bath. Generalised master equations [39] derived in

a perturbative way fall into this category as well as non-perturbative theories such

as the hierarchical equations of motion [40, 41] and TEDOPA [42].

In the following the fundamental constant h̄ will be set equal to 1 to simplify

the notation.

2.1.1 Description of Electronic and Vibrational Degrees of Free-

dom

In bio-molecular systems, the electronic degrees of freedom interact with nuclear

motions of the molecules themselves as well as those of the surrounding protein
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Figure 2.1: Photosynthetic pigment-protein complex. Protein alpha helices are shown in
green while chromophores (pigments) are coloured differently.

or solvent environments [43]. The intra-molecular motions can have a particularly

strong influence on the electronic system since their energies are often larger than

the thermal energy such that we require a full quantum mechanical description to

properly capture their behaviour. They can also be on resonance with electronic

energy gaps which enhances coherent energy exchange between the electronic and

vibrational degrees of freedom. A photosynthetic pigment-protein complex is pre-

sented in Fig. 2.1 showing chromophores held in a specific arrangement by the

surrounding protein.

We will generally be interested in the movement of electronic energy and

charge density through bio-molecular systems. It therefore makes sense to con-

centrate on the electronic degrees of freedom as our system of interest in an open

quantum systems framework. We can describe these systems in the single excited

state manifold using the Hamiltonian

HS = ∑
i

εi|i〉〈i|+∑
i6= j

Ji j(|i〉〈 j|+ | j〉〈i|) (2.3)

where the state |i〉 represents a localised state of the system, either a single excited

state of a chromophore or a charge transfer state. εi is the energy of state |i〉 while

Ji j is the coupling between states |i〉 and | j〉. Coupling between excitation states

originates from dipole-dipole interactions while coupling between excited states

and charge transfer states depends on wavefunction overlap [15]. The ground state

of the system at zero energy is implicitly included in the Hamiltonian above. Ex-
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HOMO HOMO

LUMO LUMO

ground state excitation state charge transfer state

Figure 2.2: Representation of ground, excited and charge transfer states in terms of
occupation of the HOMO and LUMO for neighbouring chromophores. The type of
state depends on the occupation of the highest occupied molecular orbital (HOMO) in the
ground state configuration and the lowest unoccupied molecular orbital (LUMO) for neigh-
bouring chromophores shown here as two level systems. Electrons are represented by solid
circles and holes by empty circles.

cited states are formed by the transition of an electron from the highest occupied

molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) of

the chromophore. In this case the electron and hole are localised on the same chro-

mophore. Charge transfer states involve a separation of the electron and hole across

different chromophores. This is represented schematically in Fig. 2.2. We will not

explicitly model the various possible configurations of electrons and holes on each

chromophore for the ground, excited and charge transfer states. This type of mod-

elling has previously been applied to photosystem II reaction centre models [44, 45]

but increases the size of the state space of the system and adds complexity to the

problem. Instead we will treat the charge transfer states as localised electronic states

as in Refs. [46, 47]. This type of model has successfully been used to reproduce

experimental spectra.

We will treat the nuclear motions as the degrees of freedom of our bath. In

order to understand their effect on the electronic system, we first need to construct a

description of these vibrations. We consider a bosonic bath formed of independent

normal modes [43] with the Hamiltonian

HB = ∑
q

ωq

(
b†

qbq +
1
2

)
(2.4)

Using a general form of the interaction Hamiltonian HSB = ∑ j Vj⊗B j, we can com-
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pletely describe the influence on the electronic system using a correlation function

of the bath coupling operators C j j(t) = 〈B j(t)B j(0)〉B = trB{B j(t)B j(0)B0} where

B0 is a reference state of the bath. Notice that we have used the auto-correlation

function C j j(t) since only independent, uncorrelated baths coupled to localised elec-

tronic sites will be considered throughout the rest of this thesis. The subscripts on

the correlation function will also be dropped to simplify the notation. For a bosonic

bath the interaction takes the form B = ∑q gq(b†
q+bq) [43] such that the correlation

function can be expressed

C(t) =∑
q

g2
q[(1+nq(ω))e−iωqt +nq(ω)eiωqt ]

=
1
π

∫
∞

0
dωJ(ω)[coth

βω

2
cosωt− isinωt] (2.5)

where n(ω) = (eβω − 1)−1 is the Planck distribution for inverse temperature β =

1
kBT . The function J(ω) is known as the spectral density, which quantifies the cou-

pling strength of the bath frequency continuum to the electronic system. It has the

general form

J(ω) = π ∑
q

g2
qδ (ω−ωq) (2.6)

Typically in bio-molecular systems such as photosynthetic pigment-protein com-

plexes the effect of the vibrational environment is well described by combinations

of Brownian oscillator spectral densities

JD(ω) =
2λDΩDω

ω2 +Ω2
D
, (2.7)

Jq(ω) =
2λqω2

q γqω

(ω2−ω2
q )

2 + γ2
q ω2 (2.8)

The Drude spectral density JD(ω) describes a low frequency phonon bath having

reorganisation energy λD and cutoff frequency ΩD, in general originating from in-

teractions with slow protein motions and the solvent environment [48]. Jq(ω) de-

scribes interaction with a discrete vibrational mode q with frequency ωq, reorgani-

sation energy λq and damping constant γq. Usually the full spectral density will be
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a summation of several components J(ω) = JD(ω)+∑q Jq(ω).

A useful property of these spectral densities is they can be decomposed into

sums of exponential functions [49]. For the Drude spectral density in Eq. (2.7) the

correlation function can be expanded as

CD(t) = c(0)D e−ΩDt +
∞

∑
k=1

c(k)D e−νkt , (2.9)

where c(0)D = ΩDλD(cot(βΩD
2 )− i), c(0)D = 4λDΩD

β

νk
ν2

k−Ω2
D

and the Matsubara frequen-

cies νk =
2πk
β

. For the underdamped Brownian oscillator in Eq. (2.8) the correlation

function expansion is

Cq(t) = c+q e−ν+
q t + c−q e−ν−q t +

∞

∑
k=1

c(k)q e−νkt , (2.10)

where c±q =±i
λqω2

q
2ζq

(cot(
ν±q β

2 )− i), c(k)q =−4λqγqω2
q

β

νk
(ω2

q+ν2
k )

2−γ2
q ν2

k
, ν±q =

γq
2 ± iζq and

ζq =

√
ω2

q −
γ2

q
4 .

A further property of the bath is the reorganisation energy λ = 1
π

∫
∞

0 dωJ(ω)/ω

which quantifies the total strength of the system-bath interaction [46].

2.1.2 Perturbative Master Equations

2.1.2.1 The Lindblad Equation

By partitioning the Hamiltonian such that system-bath interaction HSB acts as a

perturbation to the free Hamiltonian H0 = HS +HB, Eq. (2.2) can be transformed

into the interaction picture. This picture adds an implicit time evolution due to H0

on operators O such that Õ = eiH0tOe−iH0t . This puts the focus on the dynamics due

to HSB. The interaction picture Liouville-von Neumann equation is

˙̃W (t) =−i[H̃SB(t),W̃ (t)] (2.11)

Formal integration and substitution back into the original equation of motion gives

˙̃W (t) =−i[H̃SB(t),W (0)]−
∫ t

0
dt ′[H̃SB(t), [H̃SB(t ′),W̃ (t ′)]] (2.12)
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which is still exact but now in a form which lends itself to various approximations

such that it can be simplified into a tractable expression. Tracing over the bath

degrees of freedom to obtain the reduced density matrix ρ(t) gives

˙̃W (t) =−itrB

{
[H̃SB(t),W (0)]

}
−
∫ t

0
dt ′trB

{
[H̃SB(t), [H̃SB(t ′),W̃ (t ′)]]

}
(2.13)

The first term can always be made to equal zero through a redefinition of the system

Hamiltonian leaving

˙̃W (t) =−
∫ t

0
dt ′trB

{
[H̃SB(t), [H̃SB(t ′),W̃ (t ′)]]

}
(2.14)

Assuming the interaction between the system and the bath to be weak and that the

bath is very large such that its state is essentially unaffected by coupling to the

system, we can make the Born approximation [39]. This involves splitting the to-

tal density matrix into the system density matrix and a reference state of the bath

W (t) = ρ(t)⊗B0, and assuming this is valid for all times. This amounts to neglect-

ing all potential system-bath correlations. The equation of motion is now

˙̃W (t) =−
∫ t

0
dt ′trB

{
[H̃SB(t), [H̃SB(t ′), ρ̃(t ′)⊗B0]]

}
(2.15)

At this point an explicit expression for the system-bath interaction is required.

This may take various forms depending on the statistics of the bath and the nature of

its interaction with the system. For now we use a general form H̃SB(t) = ∑i Ṽi(t)⊗

B̃i(t) where the operators Vi act on the system and Bi act on the bath. Inserting this

into Eq. (2.15) and rearranging gives

˙̃ρ(t) = − ∑
i j

∫ t

0
dt ′
[
〈B̃i(t)B̃ j(t ′)〉B

(
Ṽi(t)Ṽj(t ′)ρ̃(t ′)−Ṽj(t ′)ρ̃(t ′)Ṽi(t)

)
+ 〈B̃ j(t ′)B̃i(t)〉B

(
ρ̃(t ′)Ṽj(t ′)Ṽi(t)−Ṽi(t)ρ̃(t ′)Ṽj(t ′)

)]
(2.16)

If the bath can be assumed to relax on time scales much faster than characteristic

time scales of the system, the Markov approximation can be applied [39]. This



2.1. Open Quantum Systems Approaches 23

means 〈B̃ j(t)B̃ j(t ′)〉B ∝ δ (t − t ′) as well ensuring that the future dynamics of the

system density matrix depends only on the current state of the system rather than

past states. This justifies the substitution ρ(t ′)→ ρ(t) in Eq. (2.16). The most gen-

eral form of the second order master equation in the Born-Markov approximation is

then

˙̃ρ(t) = − ∑
i j

∫ t

0
dt ′
[
〈B̃i(t)B̃ j(t ′)〉B

(
Ṽi(t)Ṽj(t ′)ρ̃(t)−Ṽj(t ′)ρ̃(t)Ṽi(t)

)
+ 〈B̃ j(t ′)B̃i(t)〉B

(
ρ̃(t)Ṽj(t ′)Ṽi(t)−Ṽi(t)ρ̃(t)Ṽj(t ′)

)]
(2.17)

The exact form of the correlation functions depends on the nature of the bath (see

Section 2.1.1).

The second order Born-Markov master equation can be expressed in the Lind-

blad form by making the secular approximation [39], which guarantees positive

definite time evolution of the system density matrix. In the Schrödinger picture this

equation is

ρ̇(t) =−i
[
HS,ρ(t)

]
+D[ρ(t)] (2.18)

where the dissipator D[ρ(t)] has the form

D[ρ(t)] = ∑
j

Γ j

[
A jρ(t)A

†
j −

1
2

A†
jA jρ(t)−

1
2

ρ(t)A†
jA j

]
(2.19)

The rates Γ j are associated with the Lindblad operators A j which describe transi-

tions between quantised states of the system mediated by the environment.

2.1.2.2 Modified Redfield Theory

In deriving the Lindblad equation, the whole system-bath interaction Hamiltonian

is treated as a perturbation which restricts the range of validity to the case of weak

system-bath coupling relative to the inter-site couplings Ji j. A variation on this

called Modified Redfield Theory (MRT) [50, 51] treats only the off-diagonal ele-

ments of the interaction Hamiltonian in the system eigenstate basis as the pertur-

bation, making it applicable for a wider range of system-bath coupling strengths in
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certain parameter regimes. Diagonalising the system Hamiltonian in Eq. (2.3) gives

the Hamiltonian in the electronic eigenstate basis HS = ∑a Ea|a〉〈a| where the states

|a〉 represent delocalised excitation and charge transfer states which we will call

excitons. MRT describes population-to-population transfer among these excitons

taking into account strong coupling to the phonon bath. The perturbation Hamilto-

nian is H ′ = ∑a6=b H(ab)
SB |a〉〈b| where the system-bath coupling matrix elements are

given by H(ab)
SB = ∑

N
j=1 Φab( j)Vj and Φab( j) = φa( j)φb( j) is the spatial overlap of

excitons |a〉 and |b〉 at site j. MRT works well for systems in which there are quasi-

localised excitons (ie. when the overlap Φab( j) is small). The transfer rate between

excitons a and b is given by the expression [51]

kab = 2
∫

∞

0
dt exp(iωabt− i(λaaaa +λbbbb−2λbbaa)t−gaaaa(t)−gbbbb(t)+2gbbaa(t))

× (g̈baba(t)− (ġbabb− ġbaaa +2iλbabb)
2) (2.20)

where the exciton reorganisation energies and line broadening functions are given

by λpqrs = ∑ j φp( j)φq( j)φr( j)φs( j)λ j and gpqrs(t) = ∑ j φp( j)φq( j)φr( j)φs( j)g j(t).

φp( j) is the amplitude of exciton p on site j, λ j is the reorganisation energy of site j

and g j(t) is the line broadening function for site j.

The reorganisation energies and line broadening functions depend on the in-

teraction between the electronic system and the vibrational environment defined

through the spectral density J(ω). The general expression for the line broadening

function is [46]

g(t) =
∫ t

0
ds
∫ s

0
ds′C(s′)

=− 1
π

∫
∞

0
dω

J(ω)

ω2

[
coth

βω

2
(cosωt−1)− i(sinωt−ωt)

]
(2.21)

When evaluated for a Drude spectral density the line broadening function has the

form

gD(t) =
c(0)D

Ω2
D

(
e−ΩDt +ΩDt−1

)
+

∞

∑
k=1

c(k)D

ν2
k

(
e−νkt +νkt−1

)
(2.22)



2.1. Open Quantum Systems Approaches 25

while for an underdamped Brownian oscillator the line broadening function is

gq(t) = ∑
+,−

c±q
ν
±2
q

(e−ν±q t +ν
±
q t−1)+

∞

∑
k=1

c(k)q

ν2
k
(e−νkt +νkt−1) (2.23)

The coefficients c(0)D , c(k)D , c±q and c(k)q are the expansion coefficients of the associ-

ated correlation function and are defined in Section 2.1.1. The total line broadening

function for a site coupled to a Drude spectral density and several underdamped

modes is defined g(t) = gD(t)+∑q gq(t). In principle the summations over Mat-

subara frequencies νk in Eqs. (2.22) and (2.23) run to infinity but must be truncated

for practical purposes. A suitable value of k allowing for convergence of the series

must be chosen depending on the temperature.

2.1.2.3 Förster Theory

For regimes in which the inter-site couplings Ji j are weak relative to the system-bath

coupling the theories described above will breakdown. In this case a rate equation

must be derived in which the inter-site coupling is treated as the perturbation. This

perturbation Hamiltonian can be written H ′=∑i 6= j H(i j)
S |i〉〈 j|where the states |i〉 are

localised excited states or charge transfer states. The resulting Förster rates [52, 51]

describe the population transfer between weakly coupled donor and acceptor states

Ki j =
1

2π
|Vi j|2

∫
∞

−∞

dωD̄i(ω)D j(ω) (2.24)

where D̄i(ω) and D j(ω) are the donor “fluorescence” and acceptor “absorption”

line shapes respectively. We must emphasise here that the terms “fluorescence” and

“absorption” line shapes are not used in the strict sense when referring to transitions

between charge transfer states. These states have a zero transition dipole moment so

do not interact with the electromagnetic field. Nevertheless considering the overlap

of these line shapes is a useful conceptual tool, even for charge transfer states, since

it quantifies the energetic overlap of the donor and acceptor states.

The application of Förster theory to excited state charge transfer can be made

more transparent by expressing Eq. (2.24) in terms of the reorganisation energies
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and line broadening functions of the donor and acceptor states which depend on the

spectral density J(ω) and not on spectroscopic quantities [53, 47]

Ki j = 2|Vi j|2
∫

∞

0
dteiωi jte−i(λi+λ j)te−(gi(t)+g j(t)) (2.25)

The reorganisation energies λi and line broadening functions gi(t) are defined in the

previous section. Compared to Marcus or Levich-Jortner theories, which are often

used to describe charge transfer processes, Eq. (2.25) allows a complete quantum

mechanical description of the vibrational environment rather than approximating

some or all of the vibrational modes as classical oscillators [54].

Förster theory can also be generalised to describe incoherent transfer between

weakly coupled delocalised states. A typical scenario would involve two clusters of

chromophores, a donor cluster D and an acceptor cluster A. There is strong coupling

within the clusters such that delocalised states can form, but weak coupling between

the clusters. In this case the electronic coupling between delocalised states in D and

A is a weighted sum of the site couplings Vab = ∑i∈D, j∈A φa(i)φb( j)Vi j. Here the

label a (b) indicates a delocalised state in cluster D (A) while the quantity φk(n) is

the amplitude of the delocalised state k at site n. The reorganisation energies and

line broadening functions for the delocalised states are also weighted sums of the

site quantities described in the previous section.

2.1.3 Hierarchical Equations of Motion

In contrast to the formalisms already discussed, the hierarchical equations of motion

(HEOM) involve a non-perturbative description of the dynamics for the total system

[40]. This allows for treatment of an arbitrary system-bath coupling strength which

means we can use the HEOM to interpolate between perturbative theories valid

in different regimes [41]. This comes at the cost of increased numerical effort in

order to solve the equations and restricts the size of the systems that can feasibly be

studied. The HEOM have been successfully applied to describe excitation energy

transfer in photosynthetic systems [41, 55] as well as electron transfer reactions

[56, 57].



2.1. Open Quantum Systems Approaches 27

Starting from the Liouville-von Neumann equation in the interaction picture,

Eq. (2.11), an exact solution for the reduced density matrix of the system can be

obtained as

ρ̃(t) = Ũ(t)ρ̃(0) (2.26)

where the time propagator Ũ(t) is defined

Ũ(t) = trB

{
T+ exp[−i

∫ t

0
dsL̃I(s)]ρB

}
(2.27)

L̃I(t) is the super-operator describing the system-bath coupling in the interaction

picture and T+ is the time ordering operator. Using the path integral formalism, this

time propagator can be written in terms of the Feynman-Vernon influence functional

FFV [58] which contains terms describing the effect of the bath on the system of

interest

Ũ [q f (t),qi(t)] =
∫ q f (t)

qi(t)
DqeiS[q]FFV [q(t)]e−iS[q] (2.28)

where the influence functional can be written explicitly as

FFV [q(t)] = exp
{
−∑

j

∫ t

ti
dτV×j [q(τ)]Ṽ×j [q(τ)]

}
(2.29)

Vj is the part of the system-bath coupling operator that acts on the system and the

notation V×• = V •−•V † has been introduced. Taking successive derivatives of

the influence functionals and introducing auxiliary influence functionals leads to a

hierarchy of equations containing the nth-tier influence functional

Fn[q(t)] = Π jk(−iṼ×j [q(t)])n jkFFV [q(t)] (2.30)

This scheme relies on an exponential form of the bath correlation functions such

as those applicable for Brownian oscillator spectral densities (see Eqs. (2.7) and

(2.8)). Following on from this, defining the auxiliary propagator

Un[q f (t),qi(0)] =
∫ q f (t)

qi(0)
DqeiS[q]Fn[q(t)]e−iS[q] (2.31)
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leads to the definition of the auxiliary density matrices

σn(t) = Un[q f (t),qi(0)]σ(0) (2.32)

Equations of motion for these auxiliary density matrices then have the general form

σ̇n(t) = [L − n.ν ]σn(t)

+ i
N

∑
j

K

∑
k

V×j σn+
jk
(t)

+ i
N

∑
j

K

∑
k

n jk(c jkVj)
×

σn−jk
(t) (2.33)

The auxiliary density matrices contain information about the state of the bath and

are inter-dependent with the system density matrix ρ(t) = σ0(t). The vector n =

{n10, ...,n1k, ...,n j0, ...,n jk, ...,nN0, ...,nNk} indexes each term k in the exponential

expansion of the correlation function for each site j. The notation n±jk indicates the

vector n with element n jk → n jk± 1. Equation (2.33) is written in a general form

for harmonic baths described by a correlation function that may be composed of the

exponential expansions of an arbitrary sum of independent Drude and underdamped

Brownian oscillator baths [59]. The expansion coefficients c jk appearing in Eq.

(2.33) are defined in Section 2.1.1.

2.1.3.1 Improving Convergence

In principle, the hierarchy of equations extends to infinity, however for practical pur-

poses it must be truncated at some tier Ntrunc giving solutions that have converged

close to the exact results. The number of auxiliary density matrices for a given

truncation level is N = ∑
Ntrunc
n=0

(n+K)!
n!K! where (K + 1) is the number of exponential

terms in the correlation function expansion across all sites [60]. A major limitation

of the HEOM is therefore its numerical cost. Since the number of auxiliary density

matrices increases rapidly with the number of tiers as well as the number of expan-

sion coefficients of the correlation functions, it can be difficult to obtain converged

results for systems composed of more than a handful of sites.



2.2. Electron Counting Statistics 29

Various improvements to the hierarchical equations of motion in Eq. (2.33)

have been made in order to reduce the number of tiers required for convergence. By

rescaling the auxiliary density matrices as σ̃n(t) = (Πknk!|ck|nk)−
1
2 σn(t) [60], such

that the amplitude of auxiliary density matrices at higher tiers decay to zero, less

tiers are needed for convergence. Additionally a Markovian truncation scheme can

be applied by replacing terms proportional to correlation functions in the tier above

Ntrunc by a delta function δ (t) [61]. This reduces the number of Matsubara terms

needed for converged results which is particularly important at low temperatures.

The rescaled equations including the Markovian truncation term Ξ are

σ̇n(t) = [L − n.ν−Ξ]σn(t)

+ i
N

∑
j

K

∑
k

√
(n jk +1)c jkV×j σn+

jk
(t)

+ i
N

∑
j

K

∑
k

√
n jk

|c jk|
(c jkVj)

×
σn−jk

(t) (2.34)

The Markovian truncation term has the form

Ξ =
N

∑
j

∞

∑
k=K

Ψ jkV×j V×j (2.35)

where ∑
∞
k=1 Ψ jk =

2λD−βΩDλD cot( βΩD
2 )

βΩD
+ λ0

2ζ0
(

sin( βγ0
2 )+γ0 sinh(βζ0)

cos( βγ0
2 )−cosh(βζ0)

)+ 2γ0
βω2

0
for a spectral

density consisting of a Drude bath plus an underdamped Brownian oscillator.

2.2 Electron Counting Statistics

Electron counting statistics provides a framework in which to characterise the dy-

namical properties of electron transport systems through the probability distribution

of the number of charges transferred to an collector in a given time period. More

specifically, it is the moments or cumulants of the probability distribution that can

give an insight into the electron transport behaviour. They can provide information

on quantum coherence [62], energy level structure [63] and vibrational environ-

ment [64] which may be inaccessible through other means. A technique originat-
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Figure 2.3: A typical counting statistics setup. A mesoscopic system consisting of several
discrete energy levels and a heat bath is coupled to source and drain leads.

ing from the field of optics [65], the counting statistics of electron transport was

first formulated using a scattering theory approach [30, 31]. It has since been ex-

tended such that the counting statistics can be calculated using both Markovian and

non-Markovian master equation approaches [32, 33, 66, 67, 68]. Finite-frequency

formulations of the theory [69, 33] which can access dynamical system informa-

tion on different time scales have also been developed. Both zero-frequency and

finite-frequency statistics have been measured experimentally in solid state systems

[70, 62, 71, 72, 73]. A typical counting statistics setup involves a mesoscopic sys-

tem attached to source and drain leads which supply and remove electrons from the

system respectively. This is illustrated schematically in Fig. 2.3.

2.2.1 Markovian Theory of Electron Counting Statistics

The starting point for the derivation of the zero-frequency current cumulants is a

Markovian quantum master equation for the reduced density matrix of the system

where the leads have been traced out. The Hamiltonian for the system and leads

will typically take the form of Eq. (2.1) with the fermionic source and drain leads

(See Fig. 2.3) described by HB = ∑α={L,R}∑p εα,pd†
α,pdα,p where d(†)

α,p annihilates

(creates) an electron in the pth energy level of lead α having energy εα,p. The

operators d(†)
α,p obey the fermionic commutation relation [dα,p,d

†
β ,q] = δαβ δpqI The

system-lead interaction has the form

HSB = ∑
α=L,R

∑
p
(Vα,pd†

α,psα +h.c.) (2.36)
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where the strength of the coupling is Vα,p and the operator sα causes a transition

between system energy levels as an electron tunnels into lead α . With weak system-

lead coupling and fast decaying lead correlation functions, use of the Born-Markov

master equation [74, 75] is justified which puts the focus on coherent electron trans-

port within the system. Substituting the interaction Hamiltonian of Eq. (2.36) into

Eq. (2.17) and assuming a constant density of states for the leads [76, 75] we obtain

a master equation of the form

ρ̇(t) =−i[HS,ρ(t)]+
ΓL

2
(1− fL)D(s†

L)+
ΓL

2
fLD(sL)

+
ΓR

2
(1− fR)D(s†

R)+
ΓR

2
fRD(sR) (2.37)

where fα =(eβεα +1)−1 is the Fermi function of lead α and Γα = 2π ∑p |Vα,p|2δ (E−

εα,p) is the rate of transfer to or from lead α . D(s(†)α ) is a Lindblad dissipator de-

scribing the coupling to the leads and having the form given in Eq. (2.19). In the

remainder of this thesis the infinite bias limit [75, 33, 74] is used which ensures uni-

directional transport through the system from the source (L) to the drain (R) lead.

Physically this rests on an assumption that the bias window between the source

and drain leads is larger than other energy scales in the system while analytically

it amounts to setting fL = 1 and fR = 0. A further approximation that can often

be justified based on the details of the system of interest is the Coulomb blockade

regime [32, 33]. The system Hamiltonian can include a term for double occupation

of the system with an energy U , the Coulomb repulsion between the two electrons.

If this energy scale is very large then the state space of the system can be restricted

to the empty state and those states where only a single excess electron is present in

the system.

The master equation for the system dynamics under the influence of the leads

may be written in the form ρ̇(t) =Lρ(t) where the Liouvillian L is a superoperator

describing both the coherent and incoherent dynamical processes of the system.

From here there are several ways to proceed, including the n-resolved density matrix

approach to express the current cumulants in terms of a generating function [33],
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or using the characteristic polynomial of the Liouvillian [68]. Instead, we construct

a recursive scheme using Rayleigh-Schrödinger perturbation theory to generate the

current cumulants to arbitrary order [66, 67]. This makes numerical calculation

much easier compared to the generating function approach which involves repeated

differentiation.

The generator of the system dynamics can be written L = L0 +LJ where the

time evolution of the system between counting transitions is described by L0 and

the incoherent counting transitions are described by the jump operator LJ . Rein-

terpreting the jump operator as a perturbation with exponential parameter eiχ , the

generator becomes

L(χ) = L+∆L(χ) (2.38)

where ∆L(χ) = LJ(eiχ − 1). The current cumulants are obtained from the maxi-

mal eigenvalue λ0(χ) of L(χ) which becomes λ0(0) = 0 and solves the eigenvalue

problem

L(χ)|0(χ)〉〉= λ0(χ)|0(χ)〉〉 (2.39)

|0(χ)〉〉 being the steady state left-eigenvector of L(χ). The eigenvalue can be writ-

ten

λ0(χ) = 〈〈0̃|∆L(χ)|0(χ)〉〉 (2.40)

where the properties 〈〈0̃|L= 0 (steady state right-eigenvector acting on unperturbed

generator) and 〈〈0̃|0(χ)〉〉= 1 (normalisation) were used.

Using the projectors P =P2 = |0〉〉〈〈0̃| (projects onto the steady state subspace

of the system) andQ=Q2 = I−P (projects onto the space orthogonal to the steady

state) the steady state can be written

|0(χ)〉〉= |0〉〉 +Q|0(χ)〉〉 (2.41)

Additionally using L=QLQ the eigenvalue equation can be written

QL(χ)Q|0(χ)〉〉= [λ0(χ)−∆L(χ)]|0(χ)〉〉 (2.42)
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Introducing the pseudo-inverse R = QL−1Q which is well defined since it is per-

formed in the subspace orthogonal to the steady state (more precisely this is the

Drazin group generalised inverse [77]). We then have

Q|0(χ)〉〉=R[λ0(χ)−∆L(χ)]|0(χ)〉〉 (2.43)

which on substituting in Eq. (2.41) gives us

|0(χ)〉〉= |0〉〉+R[λ0(χ)−∆L(χ)]|0(χ)〉〉 (2.44)

Equations (2.40) and (2.44) are the starting points for the recursive scheme.

Expanding the zero eigenvalue λ0(χ), steady state |0(χ)〉〉 and the perturbation

∆L(χ) about χ = 0 gives

λ0(χ) =
∞

∑
n=1

(iχ)n

n!
〈〈In〉〉 (2.45)

|0(χ)〉〉 =
∞

∑
n=0

(iχ)n

n!
|0(n)〉〉 (2.46)

∆L(χ) =
∞

∑
n=1

(iχ)n

n!
L(n) (2.47)

Substituting these expansions into Eqs. (2.40) and (2.44) gives the following ex-

pressions to calculate the cumulant to any order (n = 1,2,3, ...)

〈〈In〉〉 =
n

∑
m=1

(
n
m

)
〈〈0̃|L(n)|0(n−m)〉〉 (2.48)

|0(n)〉〉 = R
n

∑
m=1

(
n
m

)
[〈〈Im〉〉−L(m)]|0(n−m)〉〉 (2.49)

The first and second order cumulant which are used to obtain the numerical results

later on are explicitly shown below

〈〈I1〉〉 = 〈〈0̃|L(1)|0〉〉 (2.50)

〈〈I2〉〉 = 〈〈0̃|L(2)−2L(1)RL(1)|0〉〉 (2.51)
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It is useful to note that L(n) = LJ in the above since ∂ n

∂ (iχ)n ∆L(χ)|χ=0 =

∂ n

∂ (iχ)nLJ(eiχ −1)|χ=0.

In principle L can generate any time-local dynamics, no assumption needs

to be made above about the exact form as long as the counting transition is an

incoherent jump process. L is further constrained to describe the dynamics of a

fully connected system such that there is only a single steady state.

2.2.2 Fano Factor

A useful quantity with which to characterise current fluctuations is the second order

Fano factor (or relative noise strength) [78]. It is defined as the ratio of the second

order current cumulant to the mean current.

F(2) =
〈〈I2〉〉
〈〈I〉〉

(2.52)

For F(2) = 1 the waiting times between subsequent electron counting events are

uncorrelated such that the statistics is Poissonian. A Fano factor less than 1 indicates

sub-Poissonian statistics where the electron transport becomes more ordered and the

relative noise is reduced. Conversely a Fano factor greater than 1 indicates super-

Poissonian statistics with disordered, irregular electron transport with an increase

in relative noise.



Chapter 3

Non-Perturbative Electron Counting

Statistics

Electron transport through organic molecules is a process fundamental to life and

plays a crucial role in single molecule junctions. Full characterisation of the steady

state transport process involves determining higher order moments beyond the mean

using the theory of full counting statistics. Most theoretical frameworks used to ob-

tain higher order moments of the current rely on perturbative approximations with

respect to either the electron-phonon coupling or the electronic tunnelling coupling

within the system of interest. These frameworks are not generally well suited to

describing electron transfer through molecules since these couplings are often on

the same order of magnitude. In the following chapter, the electron counting statis-

tics of a double quantum dot is investigated to understand the signatures coherence

might leave in the current fluctuations. Then a non-perturbative approach to elec-

tron counting statistics is developed which permits an analysis of the effect of non-

equilibrium phonons on the current fluctuations. This approach is demonstrated

by comparison with a perturbative theory for a simple dimer system coupled to a

phonon bath.

Some of the work in this chapter is taken from: Non-perturbative electron

counting statistics, R. Stones and A. Olaya-Castro (2017) arXiv:1705.02320



3.1. Counting Statistics of a Double Quantum Dot 36

3.1 Counting Statistics of a Double Quantum Dot

Double quantum dots (DQDs) are excellent test systems for investigating the role

of quantum effects in electron transport through mesoscopic systems. The first

few moments of the current passing through quantum dot systems fabricated as

semiconductor devices have been measured experimentally using quantum point

contacts [70, 62, 71, 72]. Furthermore a large number of theoretical studies have

used DQDs as model systems to demonstrate new advances in the field [69, 66, 67,

79, 80]. We will first try to understand some of the main features that quantum

coherence may leave in the current fluctuations in order to lay the foundations for a

discussion of the effect of electron-phonon coupling in a molecular dimer system.

A typical counting statistics setup is shown in Fig. 2.3. In the case of a DQD,

the system consists of two electronic levels having the Hamiltonian

HS =
ε

2
(|L〉〈L|− |R〉〈R|)+Tc(|L〉〈R|− |R〉〈L|) (3.1)

where ε is the energy bias between the dots and Tc is the electronic tunnelling cou-

pling between them. The states |L〉 and |R〉 represent an excess electron occupying

either the left or right dot respectively. There is also an unoccupied state of the

system |0〉 such that the electronic identity operator is I = |0〉〈0|+ |L〉〈L|+ |R〉〈R|.

This restriction of the electronic state space enforces the Coulomb blockade regime

[32]. The Hamiltonian for the fermionic leads has the form

HL = ∑
α=L,R

∑
p

εpd†
α,pdα,p (3.2)

while the system-lead interaction is

HLS = ∑
α=L,R

∑
p

Vα,pdα,ps†
α +V ∗α,pd†

α,psα (3.3)

where Vα,p describes the coupling strength between energy level p of lead α and

dot α , d(†)
α,p is the annihilation (creation) operator for an electron in energy level

p of lead α and s(†)α is the annihilation (creation) operator of an electron on dot
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α . Following from several assumptions about the leads including weak coupling to

the electronic system, constant density of states and Fermi energies fL(εp) = 1 and

fR(εp) = 0 (see Section 2.2.1), we can derive a master equation for the electronic

system [76, 75]

ρ̇S(t) =−i[HS,ρS(t)]+ ∑
α=L,R

Γα

[
sαρSs†

α −
1
2
{s†

αsα ,ρS}
]

(3.4)

where ρS is the system density matrix and coupling to the leads in described by a

dissipator having Lindblad form so that sL = |L〉〈0| and sR = |0〉〈R| are Lindblad

operators coupling the left and right dots to the left and right leads respectively.

Transport is unidirectional such that the left lead acts as a source or emitter, while

the right lead acts as a drain or collector. Using Eqs. (2.50) and (2.51) we can

then calculate the first two current cumulants. This requires rewriting Eq. (3.4)

in Liouville space ρ̇S(t) = Lρ(t) to obtain the time generator L. In particular, we

will investigate the current statistics for electrons tunnelling from the system into

the drain lead so the jump operator used in the calculations is simply sR expanded

into Liouville space. We will use the second order Fano factor F(2)(0), given in

Eq. (2.52) to quantify the current correlations. F(2)(0) = 1 indicates uncorrelated

transport while deviations from unity may indicate sub- (F(2)(0) < 1) or super-

(F(2)(0)> 1) Poissonian transport.

While Eqs. (2.50) and (2.51) can be easily evaluated numerically, analytic

results often give more insight into the physics of a problem. To understand the

role played by coherence in the behaviour of the DQD an expression for the second

order Fano factor in terms of the stationary state populations and coherences was

derived from Eq. (2.51)

F(2)(0) = 1+
2

1
4Γ2

RΓL +2T 2
c ΓL +4ε2ΓL +T 2

c ΓR

[
−T 2

c ΓRρLL (3.5)

−
(1

4
Γ

2
RΓL +T 2

c ΓR +4ε
2
ΓL
)
ρRR

+ 4TcεΓLRe(ρLR)+TcΓRΓLIm(ρLR)
]
.
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Figure 3.1: Behaviour of a double quantum dot varying drain lead tunnelling rate ΓR.
(a) Fano factor and (b) absolute value of inter-dot coherence in the site basis for different
values of inter-dot coupling Tc. (c) Stationary state populations in the site basis for an inter-
dot coupling Tc = 2. (d) Stationary state populations in the eigenstate basis for an inter-dot
coupling Tc = 2. Other parameters used in all figures are ΓL = 1 and ε = 4.

The Fano factor is sensitive to both steady state populations and coherences with

the contribution of the coherences dropping off as the energy bias becomes large.

The Fano factor as a function of ΓR is shown in Fig. 3.1 (a). There are three regimes

worth pointing out: Firstly, for values of ΓR comparable to other parameters in the

system, transport through the DQD is sub-Poissonian, which reflects a reduction

in current fluctuations compared to the uncorrelated Poissonian case. Secondly,

when ΓR is very large the Fano factor tends to 1 and electron transport becomes

Poissonian. This is a result of strong dephasing of coherence in the site basis ρLR as

can be seen in Fig. 3.1 (b). This causes localisation of the system in the left dot, as

shown in Fig. 3.1 (c), and an almost complete blockage of current flowing through
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the system such that waiting times between subsequent electrons tunnelling into the

drain are extremely long. Finally, for very small ΓR a transition to super-Poissonian

statistics can be observed. This is behaviour reminiscent of the dynamical channel

blockade [62, 79] and coincides with an increase in the stationary state coherence

in the site basis ρLR shown in Fig. 3.1 (b). In fact, we can see in Eq. (3.5) that in

the limit ΓR� 1 the Fano factor is proportional to Re(ρLR). In this regime there is

very little dephasing and this allows transport to occur through either the symmetric

|+〉 or anti-symmetric |−〉 states in the eigenstate basis of the system. Since the

time scales for transport through these two pathways are very different due to the

different couplings to the leads, an effective dynamical channel blockade regime

is observed. In Fig. 3.1 (d) we can see that for small ΓR the system spends most

of its time in the symmetric state quasi-localised on the left dot. This state has a

small transfer rate to the drain lead relative to the anti-symmetric state and blocks

the electron flow through the system. On the occasions that an electron occupies the

anti-symmetric state, tunnelling into the drain lead will occur relatively quickly.

Now fixing the rate to leave the system as ΓR = 0.025, the Fano factor as a

function of energy bias is shown in Fig. 3.2 (a). The Fano factor is symmetric about

zero bias and drops off to 1 at large energy gaps where the current through the sys-

tem would drop to zero. The peaks coincide exactly with maxima in the stationary

state coherence ρLR shown in Fig. 3.2 (b) further demonstrating the dependence

of the Fano factor on coherence in this regime. The observed symmetry around

ε = 0 reflects the coherent evolution between the dots without interruption from

dissipative processes.

In the rest of this chapter we will use the parameter regime ΓR � 1 in order

to emphasise the effect of dissipative processes due to a phonon bath on the Fano

factor. Since the Fano factor depends strongly on the site basis coherence in this

regime we should be able to gain an insight into how coupling to a phonon bath

affects coherent transfer through the system.
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Figure 3.2: Behaviour of a double quantum dot varying energy bias ε . (a) Fano factor
and (b) absolute value of inter-dot coherence as a function of energy bias for different values
of inter-dot coupling Tc. (c) Stationary state populations in the site basis for an inter-dot
coupling Tc = 2. (d) Stationary state populations in the eigenstate basis for an inter-dot
coupling Tc = 2. Other parameters used in all figures are ΓL = 1 and ΓR = 0.025.

3.2 Non-Perturbative Method for Electron Counting

Statistics
Having discussed the counting statistics of an isolated double quantum dot model,

we will now introduce coupling to a phonon bath and develop a non-perturbative

method of counting statistics in order to calculate cumulants of the current while

treating the system-bath dynamics exactly. The method presented here differs from

a previous work incorporating the theory of full counting statistics with the hier-

archical equations of motion [81] which deals with higher order moments of bath

observables rather than the current cumulants we are interested in here. We also note

an alternative non-perturbative approach utilising path integrals to generate the full
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counting statistics of electron transfer through multi-band conductors via an analy-

sis of transmission coefficients [82]. In comparison ours is restricted to vibrational

environments described by sums of Brownian oscillators but this makes it particu-

larly applicable to the problem of electron transfer through organic molecules. To

illustrate our method, we will use a dimer molecule coupled to a bosonic bath and

fermionic leads. The left and right sites of the dimer are labelled |L〉 and |R〉 respec-

tively while the only other electronic state considered is the unoccupied state |0〉,

with the Coulomb blockade enforced similarly to the DQD model. The Hamiltonian

for the full system is H = HS +HB +HL +HSB +HSL where

HS =
ε

2
(|L〉〈L|− |R〉〈R|)+Tc(|L〉〈R|+ |R〉〈L|) (3.6)

HB = ∑
q

ωqb†
qbq (3.7)

HL = ∑
α=L,R

∑
p

εα,pd†
α,pdα,p (3.8)

are the Hamiltonians for the system, bath and leads respectively, with h̄ = 1. Here,

ε is the energy bias between the left |L〉 and right |R〉 dimer sites and Tc is the

electronic tunnelling coupling between them. ωq is the frequency of the qth bosonic

mode while b(†)q annihilates (creates) a phonon in the qth mode. Finally εα,k is

the energy of an electron in the kth energy level of lead α while d(†)
α,k annihilates

(creates) an electron in the kth energy level of lead α . The system-bath and system-

lead interactions are described by

HSB = ∑
α=L,R

∑
q

gα,qVα(b†
q +bq) (3.9)

HSL = ∑
α=L,R

∑
p

tα,pd†
α,psα + t∗α,pdα,ps†

α (3.10)

The electron-phonon coupling between site α and phonon mode q is given by gα,q

while Vα = |α〉〈α| is the system coupling matrix operator. tα,p is the tunnelling

coupling between site α and pth energy level in lead α . The operator s(†)α annihilates

(creates) an electron on site α . A reduced second-order master equation for the

electronic system and phonon bath under the influence of the leads is derived in a



3.2. Non-Perturbative Method for Electron Counting Statistics 42

similar manner to the DQD model discussed earlier (see Section 2.2.1). This leads

to the master equation in the Schrödinger picture

d
dt

P(t) =−i[HS +HB +HSB,P(t)]+DL
(
P(t)

)
(3.11)

where P(t) = trL{ρSB(t)⊗ρL(t)}. The dissipator DL
(
P(t)

)
describes the action of

the leads on the electronic system and has the same Lindblad form as the dissipator

in Eq. (3.4) for the DQD model. Here we must mention a potential inconsistency

that is yet to be investigated fully. The formalism developed here uses the assump-

tion that the leads couple to the electronic states alone (see Eq. (3.10)), regardless

of the strength of the electron-phonon coupling. A more complete formalism would

consider coupling of the leads to mixed vibronic states, though the extent to which

it would affect the following results needs further analysis.

Starting from Eq. (3.11), we can now derive the hierarchical equations of

motion (HEOM) with respect to the electron-phonon coupling (see Section 2.1.3).

A hierarchy of auxiliary density matrices is constructed, each having the equation

of motion

σ̇n(t) = [L − n.ν ]σn(t)

+ i ∑
α=L,R

K

∑
k

V×α σn+
αk
(t)

+ i ∑
α=L,R

K

∑
k

nαk(cαkVα)
×

σn−
αk
(t) (3.12)

A detailed description of this equation is given in Section 2.1.3 but it is important

to note here that the electronic system density matrix ρS = σ0(t) is at the top of

the hierarchy with auxiliary density matrices below it containing information about

the state of the phonon bath as well as system-bath correlations. Additionally, the

operatorL•=−i[HS,•]+DL(•) appears at every level in the hierarchy and contains

the dissipator describing the coupling between the system and leads [83, 74]. The

HEOM can be used with Brownian oscillator spectral densities which have been

previously used to describe electron transport in organic molecules [57, 84, 59]. To
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solve these coupled equations the HEOM may be formulated as a time-local master

equation for the vector of auxiliary density matrices σσσ(t)

σ̇σσ(t) =Hσσσ(t) (3.13)

where the hierarchy matrixH generates the dynamics described by Eqs. (3.12).

In an analogous scheme to the Markovian theory of counting statistics (see

Section 2.2.1) the hierarchy matrix is split into two parts H = H0 +HJ . H0 de-

scribes the evolution of the system and auxiliary density matrices between electron

tunnelling events from the system to the drain lead. HJ therefore describes these

system to drain lead tunnelling events and consists of the part of the dissipator DL

in Eq. (3.4) containing sR and acts on the system density matrix such that it appears

in the top level of the hierarchy only. The dissipators in the rest of the hierarchy are

contained withinH0. AugmentingHJ with a counting field χ , the current cumulants

can be derived by following a recursive formalism set out in Section 2.2.1. Restat-

ing the first and second order current cumulants in terms of the non-perturbative

equations of motion gives

〈〈I1〉〉= 〈〈0̃|H(1)|0〉〉 (3.14)

〈〈I2〉〉= 〈〈0̃|H(2)−2H(1)RH(1)|0〉〉 (3.15)

where |0〉〉 and 〈〈0̃| are the right and left stationary state eigenvectors of H, the

operators H(n) = HJ and R is the pseudo-inverse of H. The left eigenvector is

defined analytically, satisfying the normalisation condition 〈〈0̃|0〉〉 = 1. In practice

this means 〈〈0̃| is the vector containing 1s for elements corresponding to the posi-

tion of populations of the system density matrix in the top level of the hierarchy.

The normalisation condition is therefore effectively summing over the populations

of the system density matrix. These expressions provide a relatively straightforward

numerical scheme to calculate the first two current cumulants. For efficient com-

putation of these quantities, sparse data structures must be used and the problem of
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calculating the pseudo-inverseR transformed into the calculation of the solution to

a linear matrix equation [77]. In order to obtain converged results using the HEOM,

the hierarchy must be truncated at a suitable tier Ntrunc and a sufficient number of

Matsubara terms K must be included. This is discussed in more detail along with

some additional techniques to improve the convergence in Section 2.1.3.1. In par-

ticular, for calculations in the remainder of this chapter we use a rescaling of the

auxiliary density matrices [60] and a Markovian truncation [61].

3.2.1 Drude Spectral Density

To demonstrate the application of this non-perturbative method, we compare the

electron counting statistics of our dimer system with a model using a weak coupling

approximation (WCA) for the system-bath interaction [85, 62]. The time generator

for the WCA in the basis {ρ00,ρLL,ρRR,Re(ρLR), Im(ρLR)} reads [62]

L=



−ΓL 0 ΓReiχ 0 0

ΓL 0 0 0 2Tc

0 0 −ΓR 0 −2Tc

0 γ+ −γ− −ΓR
2 − γ −ε

0 −Tc Tc ε −ΓR
2 − γ


(3.16)

where

γ =
2πT 2

c
∆2 J(∆)coth(β∆

2 ) (3.17)

γ± = −πεTc
2∆2 J(∆)coth(β∆

2 )∓ πTc
2∆

J(∆) (3.18)

are the general expressions for the dephasing rates with an arbitrary spectral den-

sity J(∆) evaluated at the energy splitting between electronic eigenstates ∆ =√
ε2 +4T 2

c . As with the models presented earlier in this chapter ε is the energy

bias between left and right molecules and Tc is the tunnelling coupling between the

molecules while the rates ΓL and ΓR represent the coupling to the left (source) and

right (drain) leads. The Drude spectral density JD(ω) = 2λDΩDω

ω2+Ω2
D

is used here where

λD is the reorganisation energy of the bath quantifying the system-bath coupling
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strength, and ΩD is the cutoff frequency quantifying the bath relaxation time. This

form of the spectral density has been successfully used in combination with the

hierarchical equations of motion to describe electron transfer in organic molecules

[57, 84]. Notice the addition of the counting field χ in an element of the WCA

time generator Eq. (3.16). This defines the jump operator describing the transition

where an electron tunnels from the system to the drain lead. This is the transition

across which we investigate the statistics. The counting statistics for this model are

calculated using the Markovian expressions Eqs. (2.50) and (2.51) and the Fano

factor Eq. (2.52).

As previously discussed, we use a small value for ΓR in order to focus on

the effect of the system-bath interaction on coherent electron transport, without

significant dephasing due to the leads. In an isolated double quantum dot model

this parameter regime would exhibit super-Poissonian current statistics indicating

the dynamical channel blockade regime (see Fig. 3.1 (a)).

As before, the central quantity used to quantify the current fluctuations is the

Fano factor F(2)(0) which we show as a function of energy bias ε for a small re-

organisation energy λD = 0.015 in Fig. 3.3 (a) and (b). Compared to the isolated

DQD model, there are two main features to notice on the introduction of coupling

to a phonon bath with both the weak coupling and non-perturbative models. Firstly,

there is a reduction in the Fano factor relative to the isolated DQD model. This

is related to a reduction of the steady state coherence due to the extra dephasing

processes introduced by the phonon bath which we can see in Fig. 3.3 (c) and (d).

Secondly, there is an asymmetry of the Fano factor in the cases of positive and neg-

ative bias. This arises due to the difference in the dephasing processes for phonon

emission and absorption. At positive biases, forward electron transfer occurs pri-

marily through both stimulated and spontaneous phonon emission coinciding with

downhill transfer between the electronic eigenstates. Conversely at negative biases,

forward electron transfer occurs through uphill transfer between electronic eigen-

states mediated by stimulated phonon absorption only. Now comparing the Fano

factor for the weak coupling (Fig. 3.3 (a)) and non-perturbative methods (Fig. 3.3
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Figure 3.3: Fano factor and coherence as a function of energy bias for a dimer coupled
to a Drude bath. (a) Fano factor as a function of energy bias ε for the weak coupling
approximation. (b) Fano factor as a function of energy bias ε for the non-perturbative
method. (c) Stationary state site basis coherence for the weak coupling approximation.
(d) Stationary state site basis coherence for the non-perturbative method. The parameter
β = 1

kBT is the inverse temperature. Other parameters used are Tc = 1, ΓL = 1, ΓR = 0.025,
λD = 0.015, ΩD = 50. Non-perturbative calculations were truncated at level N = 6 and
using K = 6 Matsubara terms. The black dashed lines are for the double quantum dot
system without coupling to a phonon bath.

(b)), it is interesting that even with a small reorganisation energy there are signif-

icant differences in the predictions of the two theories. The Fano factor is greater

for the non-perturbative method as is the stationary state coherence. This indicates

that an exact, non-Markovian description of the system-bath dynamics takes into

account recurrences of coherence in the electronic system as well as dephasing pro-

cesses. This is particularly pronounced for the high temperature case with β = 0.1.

At negative biases the character of the electron statistics is sub-Poissonian for the

weak coupling approximation while it is super-Poissonian for the non-perturbative
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Figure 3.4: Mean current and Fano factor as a function of reorganisation energy for a
dimer system coupled to a Drude bath. (a) Mean current and (b) Fano factor as a func-
tion of reorganisation energy for the weak coupling approximation and the non-perturbative
method. The non-perturbative calculations truncate the hierarchy at N = 6 including K = 10
Matsubara terms. The inset in (b) shows the convergence of the Fano factor with number of
Matsubara terms. Parameters used are β = 0.4, ε = 2, Tc = 1, ΓL = 1, ΓR = 0.025, ΩD = 50.

approach.

The current and Fano factor as a function of reorganisation energy λD at in-

verse temperature β = 0.4, is shown in Fig. 3.4 for the weak coupling and non-

perturbative methods. For small reorganisations energies, where the bath has only a

slight influence on the electronic system, the weak coupling approximation and the

non-perturbative theory give consistent results in both the first two current cumu-

lants. As the reorganisation energy becomes the largest energy scale in the system,

qualitative differences start to emerge in the predictions of both theories which sig-

nals the breakdown of the weak coupling approximation. However, due to the low

temperature regime we have used the results are unconverged for reorganisation

energies greater than around λD = 102. At low temperatures a large number of Mat-

subara terms need to be included in the correlation function expansion in order to

capture the quantum behaviour of the bath. The inset of Fig. 3.4 (b) demonstrates

the convergence of the Fano factor with an increasing number Matsubara terms.

Unfortunately with such a number of Matsubara terms it becomes numerically in-

feasible to simultaneously converge the hierarchy in the number of tiers. The larger

the reorganisation energy becomes the more important the effect of the system-bath

correlations and hence more tiers are required to properly describe the system be-
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haviour. The behaviour of the current and Fano factor above λD ≈ 102 in Fig. 3.4 is

therefore an artifact of the unconverged hierarchy.

In order to demonstrate converged results for the current and Fano factor as a

function of reorganisation energy we also present results using parameters represen-

tative of the photosynthetic systems we are interested in. In this parameter regime

using temperature T = 300K we can obtain converged results for very large reor-

ganisation energies because no Matsubara terms are required. The number of tiers

required for convergence varies depending on the value of the reorganisation energy

but we have used up to N = 100 for the largest reorganisation energy calculations.

Fig. 3.5 shows the current and Fano factor as a function of reorganisation energy for

electron transport across a photosynthetic dimer. Similarly to Fig. 3.4 the current

and Fano factor are constant for small reorganisation energies with the Fano factor

showing super-Poissonian statistics. The weak coupling approximation and non-

perturbative method compare well in this regime. However as the reorganisation

energy increases we start to see a divergence in the behaviour of the two methods.

With the non-perturbative method the current increases to a maximum before drop-

ping towards zero at very large reorganisation energies. At moderate reorganisa-

tion energies, the maximum in the current is a consequence of dephasing processes

counteracting reversible coherent transfer allowing localisation of electrons on the

right site which can then be transferred to the drain lead. For large reorganisation

energies the effect of the bath is to localise the system in the left site before any co-

herent transfer can take place to the right site and subsequently the drain lead, hence

zero current is measured. For the Fano factor, the non-perturbative method exhibits

a double minimum before tending towards 1 as the reorganisation energy becomes

very large. The origin of the double minimum is not clear but is probably related

to renormalisation of electronic states as the system transitions from a dynamical

channel blockade regime with delocalised electronic states at small reorganisation

energies to a sequential tunnelling regime with localised electronic states at large

reorganisation energies.

For future work it will be necessary to compare this non-perturbative method
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Figure 3.5: Mean current and Fano factor as a function of reorganisation energy for a
photosynthetic dimer system coupled to a Drude bath at room temperature. (a) Mean
current and (b) Fano factor as a function of reorganisation energy for the weak coupling
approximation and the non-perturbative method. The non-perturbative calculations use a
variable truncation scheme with up to N = 100 tiers used for the largest reorganisation en-
ergies. No Matsubara terms are included. Parameters used are ε = 200cm−1, Tc = 20cm−1,
ΓL = 20cm−1, ΓR = 0.5cm−1, ΩD = 50cm−1, T = 300K.

with other formalisms valid in the regime of strong system-bath coupling. For in-

stance, the polaron model [85, 74] is perturbative in the electronic tunnelling cou-

pling such that the system-bath interaction is described exactly.

3.2.2 Underdamped Brownian Oscillator Spectral Density

Coupling to discrete vibrational modes is also an important feature of electron

transfer in molecular systems. The full counting statistics has previously been

calculated for such systems coupled to discrete vibrations utilising other meth-

ods [36, 86, 37, 74]. We now carry out calculations considering the effect of an

underdamped Brownian oscillator spectral density on the current and Fano fac-

tor. For the non-perturbative method the spectral density has the form JBO(ω) =

Θ(ω)
2Λγω2

0 ω

(ω2−ω2
0 )

2+γ2ω2 where ω0 is the frequency of the mode, γ is the damping con-

stant and Λ = Sω0 is the reorganisation energy associated with the mode, with S

being the Huang-Rhys factor [43]. With this spectral density the hierarchical equa-

tions of motion take a slightly different form to those for a Drude spectral density

[59] (see Section 2.1.3). Rather than comparing the non-perturbative theory to the

weak coupling approximation, we use a model in which an independent damped

mode is coherently coupled to each site. This is in an attempt to keep the model
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consistent with the non-perturbative method where a phonon bath is independently

coupled to each site.

In the coherent mode model the system Hamiltonian is

HS =
ε

2 (|L〉〈L|− |R〉〈R|)+Tc(|L〉〈R|+ |R〉〈L|)

+ ∑
α=L,R

ωαb†
αbα + ∑

α=L,R
gαVα(b†

α +bα) (3.19)

The coupling between the electronic and vibrational systems is given by gα =
√

Sαωα where we use the same values for the Huang-Rhys factor S and frequency

ω as in the spectral density of the non-perturbative method. The mode is damped

using a Lindblad dissipator of the form

Dmode(ρ(t)) = ∑α=L,R

[
γα(n(ωα)+1)

(
bαρ(t)b†

α −
1
2
{b†

αbα ,ρ(t)}
)

+ γαn(ωα)
(

b†
αρ(t)bα −

1
2
{bαb†

α ,ρ(t)}
)]

(3.20)

where the quantities γα are temperature independent damping rates and n(ωα) =

(eβωα − 1)−1 gives the occupation number of mode α at inverse temperature β .

Coupling with the leads is included in the same way in both models, through the

dissipator DL

(
ρ(t)

)
. The current and Fano factor are obtained using Eqs. (2.50),

(2.51) and (2.52) (the Markovian analogues of Eqs. (3.14) and (3.15) derived ear-

lier) with the same bath parameters used for both frameworks: ω0 = ωL = ωR,

S = SL = SR and γ = γL = γR.

A comparison for these two models is shown for inverse temperature β = 0.1

in Fig. 3.6. The current and Fano factor have the same qualitative features, with a

peak at zero bias and enhancements in both quantities at resonance with the mode

frequency. Asymmetry around zero bias is also present due to differences between

phonon emission and absorption processes. The main qualitative difference how-

ever appears in the position of the peaks around the mode resonances. In the non-

perturbative theory the peaks are shifted towards larger energies due to renormalisa-

tion of the electronic energy levels which is not fully captured in the coherent mode
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Figure 3.6: Mean current and Fano as a function of energy bias for dimer system
coupled to an underdamped Brownian oscillator. (a) Mean current and (b) Fano factor
as a function of electronic energy bias comparing Markovian electron counting statistics for
a coherent mode model with the non-perturbative method. Parameters used are β = 0.1,
Tc = 1, ΓL = 1, ΓR = 0.025, ω0 = ωL = ωR = 10, S = SL = SR = 0.5, γ = γL = γR = 0.5.

model.

3.3 Summary and Conclusions
We presented a new method to calculate the electron counting statistics in molecular

systems. We combined the non-perturbative hierarchical equations of motion with

a recursive scheme to calculate the cumulants of the current to arbitrary order. Cal-

culations using this method were compared with a perturbative weak system-bath

coupling approximation as well as a system containing coherent modes. The count-

ing statistics generated by this new method contains some of the same qualitative

features as that from the approximate models. It does however show a departure in

the quantitative behaviour due to the exact treatment of the system-bath coupling.

Comparison with other theories, in particular for a strong system-bath coupling, is

still needed in order to fully evaluate the broad applicability of this method.



Chapter 4

On the Performance of a

Photosystem II Reaction Centre

Inspired Photocell

In this chapter we study a hypothetical photocell device inspired by the photosystem

II reaction centre. This model is used to put forward several design principles for

the use of pigment-protein complexes in nano-electronic devices. It is also used as

a prototype system to investigate the possibility of accessing dynamical information

about charge separation from the fluctuations of the output current. By comparing a

structured spectral density to a smooth low energy background, we show the current

and power output of the photocell decrease as the reorganisation energy of the

chromophores increases. However at the same time there is a related reduction in

the current fluctuations. The relevance of these findings for biological function is

also discussed.

Some of the work in this chapter is taken from: On the performance of a pho-

tosystem II reaction centre-based photocell, R. Stones, H. Hossein-Nejad, R. van

Grondelle, A. Olaya-Castro, Chemical Science (2017) doi:10.1039/C7SC02983G

4.1 Photosystem II Reaction Centre
The photosystem II reaction centre (PSIIRC) is part of the much larger photosystem

II pigment-protein complex found in higher plants and green algae. Photosystem II
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Figure 4.1: Photosystem II reaction centre structure. (a) The full photosystem II reac-
tion centre with protein shown in green, along with the chromophores involved in charge
separation. The chlorophylls of the special pair are shown in violet, the accessory chloro-
phylls in red, the pheophytins in yellow, the quinones in blue and the peripheral chlorophylls
in orange. (b) The double branched structure of the core PSIIRC chromophores is shown
with labels indicating their association with either the D1 or D2 branch.

consists of antennae complexes that deliver excitations to the reaction centre where

a charge separation process is initiated. This in turn creates an electrochemical

gradient across a membrane that is used to drive ATP production. This process

ultimately sustains almost all life on Earth.

The structure of PSIIRC is shown in Fig. 4.1. The complex consists of a

strongly coupled chlorophyll dimer called the special pair, flanked by two branches

(labelled D1 and D2) containing an accessory chlorophyll, a pheophytin and a

quinone each. There are two further chlorophylls spatially separated from the core

chromophores which are shown only in Fig. 4.1 (a). Charge separation occurs only

down the D1 branch and it remains an open question as to the origin of the asymme-

try of this process [1]. Furthermore, charge separation may originate from either the

special pair (PD1 pathway) or the accessory chlorophyll (ChlD1 pathway) depend-

ing on the realisation of static disorder, allowing the complex to be robust to slow

fluctuations of the chromophore energies [87, 47]. The primary electron transfer

step occurs on sub-picosecond time scales, with the electron reaching the PheD1 in

around 20ps [47].

The importance of PSIIRC in Nature is due to its water splitting functionality.

It is the large electrochemical potential generated at the special pair that provides
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the driving force required to oxidise water and produce oxygen [1]. PSIIRC has

been the focus of intensive experimental and theoretical investigation for several

decades. Its existence was first hinted at by the early experiments of Emerson and

Arnold [88, 89, 1] though it was not isolated and its structure determined until much

later. Since the excitation energies of the chromophores in PSIIRC are very similar,

spectroscopic investigations have been somewhat difficult. However, in recent years

as non-linear spectroscopy became more advanced, detailed information about the

structure and function of the complex has been uncovered. The existence of the two

transfer pathways was proposed by Novoderezhkin et al [47] while the first evidence

for the role of quantum coherence in primary electron transfer emerged soon after

[7, 8].

4.2 Photocell Model

A recent experiment demonstrated that individual photosynthetic protein units can

be isolated and incorporated into electronic circuits such that the photocurrent

through them may be measured [26]. The experiment involved covalent bonding

of a photosystem I unit to a gold substrate and a scanning near-field optical mi-

croscopy tip using cysteine residue mutations. The photocurrent between the tip

and the substrate was then measured, with electrons being transferred along the

reaction centre electron transport chain. An earlier experiment also managed to

measure the photocurrent through photosystem II units in a scanning tunnelling mi-

croscopy setup [27]. Inspired by this, we will study the mean current and current

fluctuations of a hypothetical photocell based on the photosystem II reaction centre

from the point of view of the device performance as well as biological function.

We compare different vibrational environments to look at their effect on the current

through the photocell.

The model we use for the theoretical photocell device consists of an individ-

ual PSIIRC unit placed between two electrodes as shown schematically in Fig. 4.2

(a). We propose using a silicon-field effect transistor positioned at the drain lead

to detect the counting statistics [90, 91]. Only electron transfer along the ChlD1
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pathway is considered as the average protein configuration results in the lowest

energy exciton state quasi-localised at the ChlD1 chromophore. There is no exper-

imental evidence of coherent electron transfer along this pathway [47, 7] which is

consistent with the weak coupling between the sites and primary charge transfer

(CT) state. We therefore consider only incoherent charge transfer rates. Unidirec-

tional electron flow through the system is assumed, such that coupling to the source

and drain leads is described by the phenomenological rates ΓL and ΓR respectively.

The Coulomb blockade is implemented by restricting the state space to ensure only

occupation of the system by a single excess electron is allowed. The system is in-

coherently photo-excited at a rate γex which is also assumed weak enough that the

probability of double excitation states being present is negligible. The state space of

the system is then: the ground state |g〉, six exciton states |X1〉 to |X6〉 formed from

diagonalisation of the site part of the system Hamiltonian Hel , the initial CT state

|Chl+D1Phe−D1〉 ≡ |I〉, the secondary CT state |P+
D1Phe−D1〉 ≡ |α〉 and the positively

charged state |P+
D1PheD1〉 ≡ |β 〉 which represents the ‘empty’ state of the system

for counting statistics calculations. A schematic diagram of the state space of the

system and the indicated dynamics is shown in Fig. 4.2 (b).

The energies of the site Hamiltonian Hel , the two charge transfer (CT) states

as well as the ground and ’empty’ state are shown in Table A.1. The excited state

energies have been obtained by fitting model parameters to spectroscopic data [47]

while the ’empty’ state energy is taken from Ref. [17]. The inter-site couplings are

shown in Table A.2 which can be calculated from high resolution X-ray crystallog-

raphy data [92, 47].

A crucial aspect of modelling electron transfer in PSIIRC is the description of

the vibrational environment interacting with the electronic part of the system. The

photocell performance is compared for four cases of this vibrational environment

with the spectral densities displayed in Fig. 4.3. These four cases are: (i) the

full structured spectral density J(ω) = JD(ω)+ JM(ω). The cases where, besides

the low-energy background JD(ω), spectral densities with either one or two well-

resolved modes are included (ii) J1(ω) = JD(ω)+G1(ω) and (iii) J2(ω) = J1(ω)+
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Figure 4.2: Photosystem II reaction centre photocell model. (a) Schematic diagram of
a proposed experimental setup for the photocell. The isolated core chromophores of PSI-
IRC are positioned between a gold substrate and a gold coated scanning near-field optical
microscopy tip which act as electrodes. A silicon field-effect transistor (SFET) placed near
the drain electrode could be used to measure the current statistics. (b) Energy level diagram
showing the electronic state space of the model. ΓL and ΓR connect the system to the source
and drain leads respectively while γex represents coupling to an optical field which excites
the system from the ground state to the lowest energy exciton state. Green arrows represent
Förster rates for primary and secondary charge separation. The load between states α and
β indicates the transition across which the output current of the photocell is calculated.

G2(ω). Finally, (iv) the case where only the smooth low energy component JD(ω)

is coupled to the electronic system. The expressions for the different components

are given by [46]:

JD(ω) =
2λDΩDω

ω2 +Ω2
D
, (4.1)

G j(ω) =
2λ jω

2
j γ jω

(ω2−ω2
j )

2 + γ2
j ω2 . (4.2)

JD(ω) is the Drude form of a spectral density describing an overdamped Brown-

ian oscillator where λD = 35cm−1 and ΩD = 40cm−1 are the reorganisation en-

ergy and cut off frequency, respectively. G j(ω) describes the spectral density of

an underdamped mode coupled to an excited pigment, with λ j, ω j and γ j being

the reorganisation energy, frequency and damping rate of mode j respectively. The

reorganisation energy associated with an individual mode is given by λ j = s jω j

where s j is the Huang-Rhys factor of mode j [93]. JM(ω) = ∑ j G j(ω) has been

measured experimentally [94] and includes 48 underdamped modes, the frequen-
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Figure 4.3: Photosystem II reaction centre spectral densities. The different components
of the spectral densities used in the PSIIRC photocell model are shown. The Drude part
JD(ω) is scaled relative to the high energy parts for clarity. The inset shows the spectral
densities J1(ω) and J2(ω) which are used to approximate the full spectral density.

cies and Huang-Rhys factors of which are shown in Table A.3. Each mode has

the same damping γ = 10cm−1. For case (ii) described by J1(ω), we consider

ω1 = 342cm−1, s1 = 0.4, γ1 = 100cm−1 and for case (iii) corresponding to J2(ω),

we consider the additional parameters ω2 = 742cm−1, s2 = 0.32, γ2 = 100cm−1.

Modes with these frequencies have been observed to participate in electron trans-

fer along the alternative PD1 charge separation pathway [7] and in this photocell

model we increase the broadening so that they cover frequencies spanning all the

energy gaps of the excited state manifold. Hence, J2(ω) provides a good approxi-

mation to the full spectral density. To capture the stronger coupling of the CT states

to the vibrational environment the factors cI = 3 and cα = 4 are used to scale the

reorganisation energy of these states.

4.3 Excited State Dynamics
In order to calculate the electron counting statistics through the PSIIRC pho-

tocell later on, we need to determine the steady state of the system from

some set of dynamical equations of motion. The exciton dynamics is de-

scribed by the Hamiltonian Hel = ∑i ei|i〉〈i|+ ∑i j Ti j(|i〉〈 j|+ | j〉〈i|) where i cor-

responds to the basis of single-excitation states of the six core chromophores i.e.

{|PD1〉, |PD2〉, |ChlD1〉, |ChlD2〉, |PheD1〉, |PheD2〉} and ei are onsite energies given

in Table A.1. The six eigenstates of Hel are denoted as |X1〉 to |X6〉 with corre-
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sponding eigenenergies EX1 to EX6 in ascending order. The electronic operators

|i〉〈i| couple linearly, with coupling constant gi,q, to identical baths of harmonic

oscillators HI = ∑i,q gi,q|i〉〈i|(b†
q +bq). The strength of the system-bath interaction

is quantified by the spectral density that will be of the form J(ω), JD(ω), J1(ω) or

J2(ω).

A non-perturbative description of the excited state dynamics is extremely chal-

lenging using the full spectral density J(ω) including 48 underdamped modes, so

we compare two models: (i) A hybrid approach using the non-perturbative hier-

archical equations of motion (see Section 2.1.3) for the exciton dynamics while

incoherent rates for charge transfer, photo-excitation and coupling to the leads are

included through a Lindblad dissipator [83, 74]. This model is used with the spec-

tral densities JD(ω), J1(ω) and J2(ω). (ii) A Pauli master equation approach replac-

ing the exact exciton dynamics with modified Redfield rates (see Section 2.1.2.2),

leaving all other rates the same as in model (i). The Pauli rate equations have

the form |Ṗ〉〉 = M|P〉〉, where |P〉〉 is a vector of state populations in the basis

{|g〉, |X1〉, · · · |X6〉, |I〉, |α〉, |β 〉} and M is a stochastic matrix containing the rates

for transfer between these electronic states. This model has previously been used to

fit the results of transient spectroscopy experiments [47].

In both frameworks, weak electronic coupling between the excitons and the

primary CT state as well as between the primary and secondary CT states is used

to justify a description of charge transfer using Förster theory (see Section 2.1.2.3).

Generalised Förster rates are used for primary charge transfer and Förster rates for

the secondary CT step. Coupling to the leads and photo-excitation are included

through further phenomenological rates. For clarity, this is illustrated in Fig. 4.2

(b).

A comparison of the population dynamics for these two models is shown in

Fig. 4.4. There is a good agreement between the two frameworks for the spectral

densities JD(ω) and J1(ω) which indicates that the Pauli model is accurate enough

to gain some insight into the behaviour of the system. The dynamics of the Pauli

model with the full spectral density J(ω) is also shown. An important difference
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Figure 4.4: Photosystem II reaction centre transient population dynamics. A compari-
son of the PSIIRC photocell transient population dynamics for the hybrid model and Pauli
master equation model using different spectral densities. (a) Drude spectral density JD(ω)
for the hybrid model, (b) Drude spectral density JD(ω) for the Pauli model. (c) Single
mode spectral density J1(ω) for the hybrid model, (d) Single mode spectral density J1(ω)
for the Pauli model. (e) Full spectral density J(ω) for the Pauli model. The inset in each
plot shows the population of the secondary charge transfer state |α〉. The populations of the
exciton states are summed to simplify the presentation. The calculations were carried out at
temperature T = 300K and excitation rate γex = 75cm−1.

between these two models is the role played by coherences between excitons. Co-

herences are not accounted for in the Pauli model using modified Redfield theory,

while they are in the hybrid model. The coherence dynamics of the hybrid model for

spectral densities JD(ω) and J1(ω) is shown in Fig. 4.5. This figure demonstrates



4.4. Current and Power 60

0 1 2 3
time (ps)

0.00

0.01

0.02

0.03

0.04
|c
oh

er
en

ce
|

a.

|X1⟩⟨X2|
|X1⟩⟨X3|
|X1⟩⟨X4|
|X1⟩⟨X⟩|
|X1⟩⟨X⟨|

0 1 2 3
time (ps)

0.00

0.01

0.02

0.03

0.04

|c
oh

er
en

ce
|

b.

|X1⟩⟨X2|
|X1⟩⟨X3|
|X1⟩⟨X4|
|X1⟩⟨X⟩|
|X1⟩⟨X⟨|

Figure 4.5: Photosystem II reaction centre transient coherence dynamics. The transient
dynamics for a selection of the coherences within the exciton manifold of the PSIIRC pho-
tocell are shown for the hybrid model using spectral densities (a) JD(ω) and (b) J1(ω). The
calculations were carried out at temperature T = 300K and excitation rate γex = 75cm−1.

that the coherences decay to their steady state within 3ps and are small enough

that the Pauli model can be used with confidence that it will capture the important

features of the steady state with the full spectral density J(ω).

For the incoherent rates of electron tunnelling between the source lead of the

system a value of ΓL = 201.6cm−1 was fixed for all calculations. The rate to tun-

nel from the system into the drain lead (ΓR) was varied for the current and Fano

factor calculations as a function of voltage. For calculations varying voltage with a

constant excitation rate, the value γex = γn = 75cm−1 where γ = 0.00125cm−1 and

n = 60000 were used to simulate excitation by concentrated solar radiation [16, 17].

Satisfying detailed balance the deexcitation rate γdeex = γ(n+1).

4.4 Current and Power
We first characterise the performance of the photocell by calculating the mean cur-

rent and power output of the device. The generated steady-state current passing

between the system and drain electrode is equivalent to the current flowing across a

hypothetical load connecting the final states |α〉 and |β 〉, which have an associated

energy gap Eαβ = Eα −Eβ . The voltage V across such a load quantifies the ex-

tractable energy from the photocell with energy gap Eαβ . An expression for V can

be derived following standard thermodynamic considerations of photocells [95] and

photochemical systems [96]. Denoting the steady state population of the secondary
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Figure 4.6: Photocell mean current and power versus voltage for different spectral
densities. (a) Current. (b) Power. Solid lines are calculated using hybrid model while
dashed lines are calculated using the Pauli master equation model. Calculations were carried
out at T = 300K with excitation rate γex = 75cm−1.

CT state ραα and the ‘empty’ state ρββ , the load voltage V is

eV = Eαβ + kBT ln
[

ραα

ρββ

]
, (4.3)

where kB is the Boltzmann constant, T the temperature of the photocell and e the

electric charge. The average current 〈I〉 and the power output P delivered by the

photocell are given by 〈I〉= eΓRραα and P = 〈I〉V . By fixing all parameters except

the rate ΓR at which electrons leave the system, the characteristic 〈I〉−V and P−V

curves which define the photovoltaic performance of a photocell can be investigated.

The current and power curves for the hybrid and Pauli frameworks are shown

in Fig. 4.6. For the spectral densities JD(ω), J1(ω) and J2(ω) the results are pre-

sented for both frameworks. The close agreement between the models is consistent

with the population dynamics shown in Fig. 4.4 and further demonstrates the suit-

ability of Pauli model in describing charge transfer along the ChlD1 pathway. The

current and power for the Pauli model including the full spectral density J(ω) is

also shown. In the limit ΓR→ 0 the current goes to zero and the maximum voltage

obtainable in the open circuit limit is reached. In the opposite limit the voltage tends

to zero as ΓR→ ∞. In these two extremes the photocell delivers no power. For all
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spectral densities the current is constant at low voltages and drops off at a charac-

teristic voltage V . When the spectral density is JD(ω) this characteristic voltage is

comparable to Eαβ .

The main feature to notice in Fig. 4.6 is the reduction of the current as discrete

modes are added to the spectral density. This arises because of the difference in the

coupling of the excitons and CT states to the vibrational environment. The reorgan-

isation energies of the CT states are much larger than for the excitons due to the

scaling factors cI and cα . In combination with the weak coupling between the exci-

tons and CT states, this means charge transfer is well described using second order

perturbation theory in the electronic coupling to obtain incoherent Förster rates (see

Section 2.1.2.3). These rates depend on the overlap between the donor “fluores-

cence” and acceptor “absorption” line shapes. The expressions for these line shapes

arise during the derivation of Förster theory (see Section 2.1.2.3) even for charge

transfer states which have a zero transition dipole moment. Hence we use the terms

“absorption” and “fluorescence” in the remainder of this chapter to indicate that

the line shapes have the mathematical form of absorption and fluorescence spectra

though there is no photon absorption or emission involved in the transfer process.

Changing the reorganisation energy of the donor or acceptor changes the relative

position and the broadening of the line shape peaks. Taking the primary charge

transfer step from the exciton manifold to the primary CT state as an example, as

more modes are added to the spectral density the reorganisation energy of the pri-

mary CT state increases at a faster rate relative to the excitons due to the scaling

factor cI . For forward transfer this shifts the peak of the CT “absorption” line shape

away from the exciton “fluorescence” peak and in spite of the increased broadening

of the line shapes, the overlap and consequently the transfer rate decrease. This is

illustrated for both primary and secondary charge transfer steps in Fig. 4.7. The

line shapes are not individually normalised in order to show the relative amplitudes

at which they enter overlap integral.

We can also see the similarity of the current and power predictions for the

spectral densities J2(ω) and J(ω). Since the two modes in J2(ω) span a wide range
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Figure 4.7: Spectral overlap of donor and acceptor lineshapes. The donor “fluores-
cence” and acceptor “absorption” lineshapes for chromophores involved in primary and sec-
ondary charge transfer are shown using spectral densities JD(ω), J1(ω) and J(ω). (a,c,e)
“Fluorescence” lineshape of exciton |X1〉 and “absorption” lineshape of the intermediate
charge transfer state |I〉. (b,d,f) “Fluorescence” lineshape of the intermediate charge trans-
fer state |I〉 and “absorption” lineshape of the secondary charge transfer state |α〉.

of frequencies of the electronic system and overlap with many modes from the full

spectral density it should not be surprising that J2(ω) provides a good approxima-

tion of J(ω) for the current and power calculations.

From these current and power results we can see that the PSIIRC photocell is

not necessarily well suited to maximising its power output as a result of coupling to

discrete underdamped vibrations. We may therefore put forward a design principle

for the development of an ideal pigment-protein based photocell: decoupling elec-

tronic degrees of freedom from underdamped modes may reduce the difference in

reorganisation energy between exciton and charge transfer states, therefore increas-

ing the charge transfer rates and consequently the current output of the photocell.
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Electron-vibrational decoupling has recently been achieved for specific vibrational

frequencies of organic molecules embedded in an optical cavity [97, 98]. In terms

of biological function the reduction of power output of this theoretical device on in-

creasing reorganisation energy does not present an inconsistency with the observed

high quantum yield of charge separation in vivo. The important thing for efficient

charge separation in PSIIRC is inhibiting charge recombination. Increasing the re-

organisation energy of the CT states more than the excitons may lead to a type of

Zeno effect where electron transfer is slowed down but once the system is localised

in the CT states, backward transfer is inhibited.

4.5 Current Fluctuations

Full characterisation of the performance of a nano-electronic device cannot be lim-

ited to the mean current alone. Higher order cumulants of the current also contain

information on the dynamical behaviour of electron transfer. In particular the sec-

ond order cumulant quantifying the current fluctuations can carry signatures of the

electronic energy level structure of the system [99], the vibrational environment

[64] and quantum coherent effects [62].

The current fluctuations for the photocell are investigated for both the hybrid

and Pauli frameworks. For the hybrid approach the non-perturbative counting statis-

tics method developed in Chapter 3 is used, while the Markovian theory of counting

statistics (see Section 2.2.1) is used with the Pauli model. Electron transfer between

the system and the leads can be described using a Lindblad dissipator in both cases

where the assumptions of weak system-lead coupling and constant density of states

of the lead are used [76, 75]. There are questions over the validity of assuming that

the leads only couple to the electronic system in the hybrid model. Due to the po-

tentially strong electron-phonon coupling we may need to take into account that the

leads couple to mixed vibronic states. The consequences of this are still to be in-

vestigated for the photocell model presented here, though meaningful insights have

been drawn when this assumption has been applied in similar situations [74, 100]. In

the following, the second order Fano factor F(2) from Eq. (2.52) is used to quantify
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Figure 4.8: Fano factor versus voltage for PSIIRC photocell model. (a) Fano factor for
the PSIIRC photocell with spectral density JD(ω). (b) Fano factor for the PSIIRC photocell
with spectral density J2(ω). (c) Fano factor for the PSIIRC photocell with the structured
spectral density J(ω) for the measured (solid line) secondary charge transfer rate and a
reduced (dotted line) secondary charge transfer rate. All calculations were carried out at
T = 300K with excitation rate γex = 75cm−1.

the current fluctuations. Deviations from one indicate correlated electron transport,

with F(2) > 1 a sign of super-Poissonian statistics or ’unordered’ electron transport,

and F(2) < 1 giving sub-Poissonian statistics or ’ordered’ transport.

The Fano factor is shown as a function of voltage in Fig. 4.8 for the spectral

densities JD(ω), J2(ω) and J(ω) at room temperature. The Fano factor for spectral

density J1(ω) is omitted to simplify the presentation. The similarity of the F(2)

curves for the hybrid and Pauli frameworks with spectral densities JD(ω) and J2(ω)

indicates that the current fluctuations are dominated by the populations, similar to

the behaviour of the current and power. The coherences decay on a time scale much

faster than steady state is reached so would not be expected to play much of a role
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Figure 4.9: Fano factor versus voltage for a single resonant level. Calculations were
carried out with an energy gap between the empty and occupied states of 1.4eV and a
temperature of 300K.

in the hybrid model results. This is further evidence that the photocell dynamics is

well captured by the Pauli framework. For each spectral density the Fano factor is

asymmetric around a minimum. At large voltages the Fano factor increases to 1 as

the current drops to zero, demonstrating that as the waiting time between electron

tunnelling events into the drain lead increases, subsequent electron tunnelling events

become uncorrelated. The asymmetry in the Fano factor arises from the multi-state

energy level structure of the photocell meaning that an electron always spends a

finite amount of time in the system, no matter how fast the rate ΓR to leave the

system becomes. For comparison, the F(2)−V curve for a single resonant level is

shown in Fig. 4.9 which is symmetric about a minimum. Similarly to the photocell,

for a large voltage (small ΓR) the Fano factor of the single resonant level tends to

one. However, in contrast, for small voltages (large ΓR) the Fano factor also tends to

one as the length of time electrons spend in the system becomes infinitesimal. With

multiple energy levels in the photocell, an electron always occupies the system for

a finite amount of time providing an opportunity for correlations to appear between

subsequent electrons even when ΓR is large.

The most important feature to notice in Fig. 4.8 is the reduction in the Fano

factor as more modes are added to the spectral density. This is associated with the

decrease in the current as the reorganisation energy of the electronic states increases.

The more ’ordered’ transport observed for spectral densities with discrete modes

relies on the rapid population of higher energy excitons induced by these structured

vibrational environments. The rates of transport to CT states, while reduced, are
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still comparable to the transfer among excitons such that the statistics of transition

from states |α〉 to |β 〉 samples the manifold of exciton states donating population

to the primary CT state. This hypothesis is supported by an analysis of the energy

scale determining the voltage at which F(2) is minimum for each spectral density

used in Fig. 4.8.

The analytic form of the Fano factor for the photocell model is too complicated

to give any insight into the conditions determining the minima Fano factor for the

photocell model. In order to understand the minimum in each curve it is again useful

to consider the case of a single resonant level (SRL) in the infinite bias limit [33].

The dynamics of this system in the basis {|occupied〉, |empty〉} is governed by a

Liouvillian with matrix elements L11 = −L21 = ΓR and L22 = −L12 = ΓL where

ΓR is the rate for transfer between the SRL and the drain lead, and ΓL is the rate for

transfer between the source lead and the SRL. The Fano factor as a function of the

voltage across a load linking the occupied and empty states takes the form

F(2)(V ) =
1+ exp[−2(eV −E0)/kBT ]
(1+ exp[−(eV −E0)/kBT ])2 , (4.4)

where E0 is the energy gap between the occupied and empty states. This expression

is equivalent to writing the well known form of the SRL Fano factor in terms of ΓL

and ΓR as F(2) =
Γ2

L+Γ2
R

(ΓL+ΓR)2 . Figure 4.9 shows that F(2)(V ) for the SRL exhibits a

single minimum, just as in the PSIIRC photocell. The minimum occurs when Vmin =

E0 which is equivalent to the condition of ΓL/ΓR = ρoccupied/ρempty = 1. In this

case, however, the function is symmetric about Vmin approaching 1 at both large

and small voltages and indicating that electron transfer events in these extremes are

uncorrelated. Based on this, it is reasonable to propose that near Vmin the Fano factor

of the photocell is approximately equal to that of an effective SRL with occupied

level |α∗〉, empty level |β 〉 and renormalised energy gap E∗
αβ

that determines Vmin.

Denoting as E jk the energy gap between states | j〉 and |k〉 of our photocell, for the

case of JD(ω) the Fano factor has a minimum for Vmin≈ EIβ ≈ 1.50eV while for the

full spectral density Vmin ≈ EX6β ≈ 1.56eV and for the two mode spectral density

J2(ω) it takes a value in between. This indicates that in the photocell with the full
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spectral density, the minimum Fano factor samples the largest energy gap between

|β 〉 and the exciton manifold while for JD(ω) the Fano factor only witnesses the

energy gap up to the intermediate CT state. This is consistent with the fact that the

rate of transfer among excitons in the D1 branch are larger for J(ω) than for the

other two spectral densities.

As mentioned above, one of the most important features of Fig. 4.8 is the

asymmetry of the Fano factor around Vmin. The rate limiting this asymmetric be-

haviour is the secondary charge transfer rate. To emphasise this, the secondary CT

rate kI,α is set to a very low value compared to relaxation rates within the exci-

ton manifold and the rates between the excitons and primary CT state for the full

spectral density. In this case, the population of |α〉 is so slow that all the internal

transfers from the exciton manifold to the primary CT can be described as a single

step process i.e. there is no sampling of the exciton manifold and the Fano factor

tends to 1 for small and larger voltages as shown by the dotted line in Fig. 4.8 (a).

This means that the system behaves as a SRL for all values of V with renormalised

Γ∗L (compare Fig. 4.8 (a) and (d)).

Though there has been no experimental observation of coherent primary charge

transfer along the ChlD1 pathway, it would be interesting to see if the general trend

of decreasing current and Fano factor with increasing reorganisation energy ob-

served for the photocell model remains when the primary charge transfer process

is included into the non-perturbative part of the hybrid model. To test this, the pri-

mary CT state |I〉 was included into the system Hamiltonian Hel described by the

hierarchical equations of motion, with incoherent Förster rates describing charge

transfer to the secondary CT state |α〉. Figure 4.10 (a) and (b) shows the current

and Fano factor respectively as a function of voltage for a photocell described by the

coherent CT hybrid model. The structureless Drude (JD(ω)) and the single mode

(J1(ω)) spectral densities are compared and the trend for decreasing current and

Fano factor as a discrete mode is added to the spectral density is indeed observed.

Interestingly the Fano factor is clearly super-Poissonian for low voltages which is

likely due to the existence of competing trajectories for a state to take through the
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Figure 4.10: Photocell current and Fano factor for coherent primary charge transfer.
(a) Current and (b) Fano factor as a function of voltage for the hybrid model comparing
spectral densities JD(ω) and J1(ω). The calculations were carried out at temperature T =
300K and excitation rate γex = 75cm−1.

system. If there is a large difference in the time scales for different trajectories then

this super-Poissonian behaviour may be a manifestation of the dynamical channel

blockade [63].

From the perspective of nano-electronics, a reduction in the fluctuations of the

output current would be a desirable feature. For the case of the photocell model,

the reduction of the Fano factor as underdamped modes are added to the spectral

density delivers the function of an improved precision of the current. But does

this reduction in current fluctuations have any advantage in a biological setting?

Noise and its control is crucial across all scales in biology [101, 102]. For instance,

biochemical processes that are inherently stochastic include mechanisms to control

intrinsic noise and in particular to reduce it for regulatory processes [102]. Elec-

tron transfer events in photosynthetic reaction centres belong to a larger family of

stochastic transport processes in biology, some of which have already been pre-

dicted to exhibit mechanisms suppressing fluctuations below the Poissonian level

[103]. Furthermore, increased complexity in biological networks has been linked to

intrinsic noise reduction [104]. We can therefore make the argument that coupling

to well-resolved vibrations and the predicted noise reduction may have a regulatory

function for the biological function of PRCs. In these systems, the final stable CT

state |α〉 donates an electron to quinone B and once this reduction happens, the PRC
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is unable to handle an excitation for a finite ’blocking’ time. Having single electrons

delivered at regular (ordered) time intervals (with narrower fluctuations of waiting

times) could avoid wasting excitations that may arrive at the reaction centre during

an overly long blocking period where the time intervals fluctuate greatly around the

mean.

4.6 Summary and Conclusions
We have constructed a theoretical photocell model inspired by the photosystem II

reaction centre. We calculated the current and power output of this device for differ-

ent vibrational environments and a reduction in the current output was observed as

more discrete modes were added to the spectral density. This current reduction was

accompanied by a reduction in the Fano factor which signals a decrease in the cur-

rent fluctuations. We then discussed the relevance of these findings for the design

of artificial photocells constructed using bio-molecular components, and for the in

vivo biological function of the reaction centre.

Realistically, it is unlikely that photosynthetic reaction centres will be used as

components in photocell devices, though the study presented here has highlighted

some desirable features of artificial photocells we might want to engineer. Photo-

synthetic proteins are susceptible to irreversible photodamage when isolated from

the repair processes occurring in vivo. In PSIIRC this damage occurs in the D1 pro-

tein resulting in a lifetime as short as tens of minutes [22, 105]. Emerging organic

alternatives, such as the synthesis of protein maquettes [106] has opened the possi-

bility of building artificial units mimicking the structure of photosynthetic systems

but with enhanced photostability.



Chapter 5

Reorganisation Energy Asymmetry

in Photosynthetic Reaction Centres

Charge separation in photosynthetic reaction centres has been widely studied in re-

cent years. Advances in non-linear spectroscopy have allowed for a detailed picture

of the primary charge transfer dynamics to emerge which seems to involve quantum

coherent charge transfer along at least one of the charge separation pathways in the

photosystem II reaction centre. The photosynthetic reaction centre has also been an

inspiration for the study of theoretical photocell devices, where the effect of certain

features of this system on the photocell performance are investigated. In this chap-

ter we look at the difference in electron-phonon coupling for charge transfer states

and excitation states by studying the dynamics of a dimer system as well as a bio-

inspired photocell model. In particular we investigate parameter regimes having

certain characteristics of the two charge separation pathways in the photosystem II

reaction centre.

5.1 Exciton and Charge Transfer States in Photosyn-

thetic Reaction Centres
The first stage of photosynthesis involves capture of energy from solar radiation

by specialised light-harvesting antenna complexes. Photons are absorbed by chro-

mophores to form collective excited states called excitons. The energy is then trans-

ferred to a photosynthetic reaction centre (PRC) where coupling to charge transfer
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(CT) states initiates a charge separation process. Ultimately the energy is stored as

an electrochemical gradient across a membrane.

Though PRCs are often comprised of the same chromophores as light-

harvesting antennae, their different biological function requires a radically different

structure. The coupling between exciton and CT states is achieved by the tight pack-

ing of the core PRC chromophores since the exciton-CT coupling depends strongly

on wavefunction overlap [107, 15]. The 6 core chromophores in the photosystem II

reaction centre (PSIIRC) are packed into a volume of ∼ 303Å3 [44].

Chromophores can be simply modelled as two level systems when considering

only single excitation states. In the ground state a chromophore has an electron

in the highest occupied molecular orbital (HOMO) while the lowest unoccupied

molecular orbital (LUMO) is empty. Single excited states are reached by a transition

of the electron from the HOMO to the higher energy LUMO leaving a positively

charged hole in the HOMO [44, 45]. Exciton states involve superpositions of these

individual excited states across several chromophores. Charge transfer states on

the other hand form when an electron in the excited state moves onto an adjacent

chromophore leaving a hole on the donor and an excess electron on the acceptor

where both the HOMO and LUMO are occupied [44, 45]. The equivalent state

could also be formed through movement of the hole. A schematic representation of

excitation and charge transfer states is shown in Fig. 2.2.

There are several features of CT states that differentiate them from exciton

states. Firstly, CT states are optically dark unless there is some coherent mixing

with exciton states [15, 108, 7]. CT states also have a permanent dipole moment

which introduces a strong Stark effect into the linear spectra of PRC complexes

[15, 108, 109]. This permanent dipole leads to a larger reorganisation energy of the

CT states relative to exciton states due to a stronger coupling with fluctuations of

the phonon bath.

In the modelling of the linear and non-linear spectra of PSIIRC, this increased

system-bath coupling of CT states is generally introduced through a scaling of the

CT state reorganisation energy [46, 109, 47, 7, 8]. These models assume the CT
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states to be localised electronic states coupled to local, independent phonon baths.

There have been PSIIRC models proposed that explicitly model the CT states by

including the electrostatic interaction between electrons and holes [44, 45]. Some of

these models also consider correlations between the CT state phonon bath and those

of the exciton states occupying chromophores across which the charge is separated

[45]. However in this chapter we will take the approach of Ref. [47] and treat CT

states as localised electronic states coupled to a local phonon environment.

5.2 Asymmetric Coupling to Coherent Modes
To gain some insight into the physics of the increased system-bath coupling of CT

states, we look at a simple dimer system where each site is coupled to an indepen-

dent coherent mode. The electron-mode coupling of the sites will be asymmetric

while the mode frequencies will be identical. The Hamiltonian of the total system

is

H = ε
(0)
1 |1〉〈1|+ε

(0)
2 |2〉〈2|+ J(|1〉〈2|+ |2〉〈1|)

+
1
2

ω
2
1 (q̂1−d1)

2|1〉〈1|+ 1
2

ω
2
2 (q̂2−d2)

2|2〉〈2|+ 1
2

p̂2
1 +

1
2

p̂2
2 (5.1)

where the unshifted energy splitting in the site basis is ∆ε = ε
(0)
1 −ε

(0)
2 , the position

operator of the mode coupled to state |n〉 is q̂n while the momentum operator is p̂n

and the displacement of mode n relative to the ground state configuration is dn. In

the following we set h̄ = 1 to simplify the presentation.

We introduce the increased coupling of site |2〉 to its mode through a scaling

factor c such that d2 =
√

cd1. Assuming the mode frequencies are the same ω1 =

ω2 = ω the Hamiltonian can be rewritten

H = ε
(0)
1 |1〉〈1|+ε

(0)
2 |2〉〈2|+ J(|1〉〈2|+ |2〉〈1|)

+
1
2

ω
2d2

1 |1〉〈1|+ c
1
2

ω
2d2

1 |2〉〈2|

+
1
2

ω
2q̂2

1|1〉〈1|+
1
2

ω
2q̂2

2|2〉〈2|

−ω
2q̂1d1|1〉〈1|−

√
cω

2q̂2d1|2〉〈2|+
1
2

p̂2
1 +

1
2

p̂2
2 (5.2)
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The site reorganisation energy due to interaction with the mode is λ = 1
2ω2d2

1 which

is now scaled by the factor c for site |2〉. By introducing the dimensionless dis-

placement D1 = −
√

ω

2 d1 we can rewrite the reorganisation energy in terms of the

Huang-Rhys factor of the mode S =
D2

1
2 obtaining λ = ωS. The Huang-Rhys fac-

tor is related to the displacement of the equilibrium position of a potential energy

surface relative to the ground state and is experimentally accessible through mea-

surements of the Stokes shift [43]. Now incorporating the reorganisation energy

into the site energies we get

H =
(

ε
(0)
1 +λ

)
|1〉〈1|+

(
ε
(0)
2 + cλ

)
|2〉〈2|+ J(|1〉〈2|+ |2〉〈1|)

+
1
2

ω
2q̂2

1|1〉〈1|+
1
2

ω
2q̂2

2|2〉〈2|

−ω
2q̂1d1|1〉〈1|−

√
cω

2q̂2d1|2〉〈2|+
1
2

p̂2
1 +

1
2

p̂2
2 (5.3)

We can now see that when c 6= 1 the energy splitting of the sites will be different

from the unshifted splitting ∆ε . Writing the position and momentum operators in

terms of the bosonic creation and annhilation operators q̂n =
1√
2ω

(bn+b†
n) and p̂n =

−i
√

ω

2 (bn−b†
n) [43] the Hamiltonian takes the well known form

H =
(

ε
(0)
1 +λ

)
|1〉〈1|+

(
ε
(0)
2 + cλ

)
|2〉〈2|+ J(|1〉〈2|+ |2〉〈1|)

+ω

(
b†

1b1 +
1
2

)
+ω

(
b†

2b2 +
1
2

)
+g|1〉〈1|(b†

1 +b1)+
√

cg|2〉〈2|(b†
2 +b2) (5.4)

where the mode coupling strength is g =− ω2
√

2ω
d1 = ωD1 = ω

√
S and is scaled by

the factor
√

c for site |2〉.

Now diagonalising the electronic part of the Hamiltonian using |1〉= α|X1〉+

β |X2〉 and |2〉 = β |X1〉+α|X2〉 the part of the Hamiltonian containing interaction



5.2. Asymmetric Coupling to Coherent Modes 75

terms between the electronic and vibrational subsystems becomes

HI = g
[
|X1〉〈X1|(α2B1+

√
cβ

2B2)+ |X2〉〈X2|(β 2B1 +
√

cα
2B2)

+αβ (|X1〉〈X2|− |X2〉〈X1|)(B1−
√

cB2)
]

(5.5)

where Bn = b†
n +bn. Transforming the coherent modes to the centre of mass (CM)

and relative displacement (RD) basis such that

b(†)CM =
b(†)1 +

√
cb(†)2√

1+ c
b(†)RD =

b(†)1 −
√

cb(†)2√
1+ c

(5.6)

which obey the usual bosonic commutation relations [bCM,b†
CM] = [bRD,b

†
RD] = 1

and [bCM,b†
RD] = [bRD,b

†
CM] = 0, the interaction Hamiltonian can be written

HI =
g
√

1+ c
2

{
|X1〉〈X1|[α2(BCM +BRD)+β

2(BCM−BRD)]

+|X2〉〈X2|[β 2(BCM +BRD)+α
2(BCM−BRD)]

+2αβ (|X1〉〈X2|+ |X2〉〈X1|)BRD

}
(5.7)

where we used B1 =
√

1+c
2 (BCM +BRD) and B2 =

√
1+c

2
√

c (BCM−BRD).

For a two level system the coefficients α = cosθ and β = sinθ where the

mixing angle θ is a measure of the delocalisation of the electronic system. We will

use the delocalisation parameter η = tan2θ = | 2J
∆ε
| later on to quantify the coherent

mixing of the electronic states. The interaction Hamiltonian can now be simplified

to

HI =
g
√

1+ c
2

{
(|X1〉〈X1|+ |X2〉〈X2|)BCM + cos2θ(|X1〉〈X1|− |X2〉〈X2|)BRD

+sin2θ(|X1〉〈X2|+ |X2〉〈X1|)BRD

}
(5.8)

Notice that the centre of mass motion becomes decoupled from the electronic sys-

tem since the term involving BCM acts only the electronic identity operator. This

term becomes part of the mode Hamiltonian HM which we will discuss shortly.
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Now writing terms involving θ in terms of the delocalisation parameter η we get

HI =
g
2

√
1+ c√
1+η2

{
(|X1〉〈X1|− |X2〉〈X2|)BRD +η(|X1〉〈X2|+ |X2〉〈X1|)BRD

}
(5.9)

This expression shows explicitly that the electronic system only directly interacts

with the shared relative displacement mode. The nature of this interaction depends

strongly on the delocalisation of the system. For a fully delocalised system where

η � 1, the behaviour is dominated by off-diagonal coupling where the mode mod-

ulates the coherences in the eigenstate basis. Conversely in the localised regime

where η� 1, the mode causes fluctuations of the eigenstate energy gap. The effect

of the asymmetric coupling on the interaction Hamiltonian in the transformed mode

basis is a scaling of the interaction with the shared relative displacement mode.

We still need to consider the effect of the asymmetric coupling on the part of

the total Hamiltonian in Eq. (5.4) containing terms involving only mode operators.

Writing the mode Hamiltonian in the CM/RD basis we get

HM = ω
(1+ c)2

4c

(
b†

CMbCM +
1
2

)
+ω

(1+ c)2

4c

(
b†

RDbRD +
1
2

)
+

g
√

c+1
2

(
b†

CM +bCM

)
+ω

c2−1
4c

(
b†

CMbRD +b†
RDbCM

)
(5.10)

The first two terms simply give the energies of the modes in the new basis with their

frequencies shifted depending on the amount of asymmetry in the coupling. The

third term displaces the centre of mass mode with a coupling strength also depend-

ing on the asymmetry. There is however an additional term only taking effect when

c 6= 1 which couples the centre of mass mode to the relative displacement mode.

The interaction between the modes takes the form of a phonon exchange provid-

ing an opportunity for coherences to appear between the three subsystems. Due to

the monogamy of entanglement [110], coherence between the relative displacement

and centre of mass modes restricts other coherences in the system. Importantly for

electronic transfer, coherence between electronic eigenstates, which is driven by the

relative displacement mode, will be restricted. Electronic transfer will therefore be

sensitive to the scaling factor c which controls the strength of the coupling to the
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Figure 5.1: Coherent electronic dynamics for a two level system coupled to relative
displacement and centre of mass modes. The parameters used are ∆ε = 140cm−1, J =
70cm−1, ω = 342cm−1 and g = 71.58cm−1.

centre of mass mode. In Fig. 5.1 we compare the population and coherence dynam-

ics of the electronic eigenstates under the influence of the total Hamiltonian (5.4)

when c = 1 and c > 1. We can see that when c > 1 the coherent electronic trans-

fer from the initial state |X1〉 is inhibited due to the restrictions on the electronic

coherence.

5.3 Dynamics of a Dimer System With Asymmetric

Reorganisation Energy
We now investigate the effect of asymmetric system-bath coupling on the excited

state dynamics of a dimer system using the non-perturbative hierarchical equations

of motion (see Section 2.1.3). This theoretical framework treats the system-bath dy-

namics exactly allowing interpolation between different parameter regimes without

the need for perturbative approximations.

Similarly to the analysis presented in the previous section, the model we use

consists of a pair of two level systems with the electronic Hamiltonian

H(0)
el = ε

(0)
1 |1〉〈1|+ ε

(0)
2 |2〉〈2|+ J(|1〉〈2|+ |2〉〈1|) (5.11)

The delocalisation of the electronic levels is quantified by the parameter η = | 2J
∆ε
|

where ∆ε = ε
(0)
1 − ε

(0)
2 . Generalising the system-bath coupling in Eq. (5.1), each
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site is linearly coupled to a sum of normal modes described by the Hamiltonian

HM = ∑
k

1
2

ω
2
1k(q̂1k−d1k)

2|1〉〈1|+∑
k

p̂2
1k
2

+∑
k

1
2

ω
2
2k(q̂2k−d2k)

2|2〉〈2|+∑
k

p̂2
2k
2

(5.12)

As in the previous section we introduce the scaling of the mode displacement for site

|2〉 such that d2k =
√

cd1k =
√

cdk. Rewriting HM in terms of this scaling factor and

assuming that vibrational frequencies on each site are equal, ie. ω1k = ω2k = ωk,

we obtain

HM = ∑
k

1
2

ω
2
k d2

k |1〉〈1|+c∑
k

1
2

ω
2
k d2

k |2〉〈2|

+∑
k

1
2

ω
2
k q̂2

1k|1〉〈1|+∑
k

1
2

ω
2
k q̂2

2k|2〉〈2|

−∑
k

ω
2
k q̂1kdk|1〉〈1|−

√
c∑

k
ω

2
k q̂2dk|2〉〈2|+∑

k

p̂2
1k
2

+∑
k

p̂2
2k
2

(5.13)

The reorganisation energy of the electronic states due to the phonon bath is defined

λ = ∑k
1
2ω2

k d2
k = ∑k ωkSk where the dimensionless displacement Dk = −

√
ω

2 dk =
√

Sk has been introduced in terms of the Huang-Rhys factor Sk [43, 93]. The elec-

tronic part of the system then becomes

Hel = (ε
(0)
1 +λ )|1〉〈1|+(ε

(0)
2 + cλ )|2〉〈2|+ J(|1〉〈2|+ |2〉〈1|) (5.14)

The reorganisation energy is the amount of energy that must be dissipated to the

bath after a vertical transition between two electronic states in order to relax to the

equilibrium configuration of the new electronic state. It is related to the strength

of the interaction between an electronic state and its phonon bath. In the present

situation we define the reorganisation energy of each excited state relative to the

equilibrium configuration of the ground state.

Writing the position and momentum operators in terms of the bosonic creation

and annhilation operators q̂nk = 1√
2ωk

(b†
nk + bnk) and p̂nk = −i

√
ωk
2 (bnkan− b†

nk)
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[43] the total Hamiltonian takes the well known form

H =
(

ε1+λ

)
|1〉〈1|+

(
ε2 + cλ

)
|2〉〈2|+ J(|1〉〈2|+ |2〉〈1|)

+∑
k

ωk

(
b†

1kb1k +
1
2

)
+∑

k
ωk

(
b†

2kb2k +
1
2

)
+∑

k
gk|1〉〈1|(b†

1k +b1k)+
√

c∑
k

gk|2〉〈2|(b†
2k +b2k) (5.15)

where the mode coupling strength is gk =−
ω2

k√
2ωk

dk = ωkDk = ωk
√

Sk.

The form of the electron-phonon interaction for site |n〉 can conveniently be

expressed in terms of the following function

Jn(ω) = π ∑
k

g2
kδ (ω−ωk) (5.16)

which is known as the spectral density. It quantifies the system-bath interaction

over a continuous range of frequencies. We can express the reorganisation energy

in terms of Jn(ω) as λn = π−1 ∫ ∞

0 dωJn(ω)/ω .

Specific forms of the spectral density can be used depending on the micro-

scopic details of the system-bath interaction. Inspired by primary charge sepa-

ration in the photosystem II reaction centre we use the sum of a Drude spectral

density JD(ω) describing low energy fluctuations of the bath, and an underdamped

mode JM(ω). Though the full PSIIRC spectral density includes 48 underdamped

modes, we use this simplified spectral density due to the scaling of the computa-

tional requirements of the hierarchical equations of motion as the number of modes

increases. The Drude spectral density has the form

JD(ω) =
2λDΩDω

ω2 +Ω2
D

(5.17)

where λD is the reorganisation energy and ΩD is the cutoff frequency. The spectral

density for the underdamped mode is

JM(ω) =
2λMω2

0 γω

(ω2−ω2
0 )

2 + γ2ω2 (5.18)
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where ω0 is the mode frequency, γ is the mode damping constant and λM = ω0S

is the reorganisation energy due to the mode. The asymmetry with respect to the

system-bath coupling is introduced by scaling the reorganisation energy of the bath

coupled to site |2〉 by the factor c. Taking parameters from previous PSIIRC models,

we use λD = 35cm−1 and ΩD = 40cm−1 for the Drude spectral density [46, 47, 7]

and ω0 = 342cm−1, S = 0.0438 and γ = 10cm−1 for the underdamped mode [94, 7]

which has been observed to influence charge separation along the PD1 pathway [7].

The delocalisation of the electronic states is varied by changing the parameter η

while fixing the energy splitting in the unshifted eigenstate basis ∆E =
√

∆ε2 +4J2.

Additionally we consider the cases where ∆E is either resonant (∆E ≈ 340cm−1) or

off-resonant (∆E ≈ 200cm−1) with the underdamped mode for a fixed delocalisa-

tion. This is motivated by the presence of static disorder in photosynthetic pigment-

protein complexes [46, 47]. Static disorder varies the energy gaps between elec-

tronic states over time scales much longer than for electron transport so different

realisations of disorder may have different resonance conditions. It is also easier

to control the energy gaps and inter-site couplings rather than mode frequencies

in artificial chromophore complexes constructed using techniques such as protein

maquettes [106, 111] and DNA origami [112, 113, 114].

Even in its simplicity, this model still allows investigation of a wide range of

parameter regimes by varying only the electronic delocalisation η and the reorgan-

isation energy scaling factor c. In particular, we choose parameter regimes having

certain characteristics of the two different charge separation pathways in PSIIRC.

The existence of two pathways has been proposed as a mechanism to ensure PSI-

IRC is robust against the effects of static disorder of chromophore energies [87, 47].

These pathways are shown in Fig. 5.2. The PD1 pathway starts from the special pair

with the primary charge transfer state P+
D2P−D1. This CT state has significant coherent

mixing with the exciton states such that it gains a small transition dipole moment

[7]. This makes it possible to investigate the charge transfer dynamics using 2D

electronic spectroscopy, a technique which was used to observe quantum coherent

charge transfer along the PD1 pathway [7, 8]. The ChlD1 pathway starts from the ac-
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Figure 5.2: Charge transfer pathways in the photosystem II reaction centre. Charge
separation is initiated from an exciton quasi-localised on either the special pair or the ac-
cessory chlorophyll on the D1 branch.

cessory chlorophyll on the D1 branch with the primary CT state Chl+D1Phe−D1. This

CT state is only weakly coupled to the exciton states so it is essentially optically

dark and is treated as a localised state. The electronic parameters used in the dimer

model are shown in Table 5.1.

η = 0.05 η = 1
∆E = 200cm−1 ∆ε = 200cm−1, J = 5cm−1 ∆ε = 140cm−1, J = 70cm−1

∆E = 340cm−1 ∆ε = 340cm−1, J = 8.5cm−1 ∆ε = 240cm−1, J = 120cm−1

Table 5.1: Electronic parameters of resonant/off-resonant and delocalised/localised regimes
for a dimer system.

5.3.1 Quasi-Localised Eigenstates

Figure 5.3 shows the population dynamics of the dimer system for quasi-localised

electronic eigenstates with a delocalisation parameter η = 0.05. The dynamics are

compared for reorganisation energy scaling c = 1 and c > 1 such that the condi-

tion ∆ε < λ (c− 1) holds. These parameters are representative of those for charge

separation along the ChlD1 pathway [47]. In order to compare the cases with a

resonant and off-resonant mode the parameter κ = ∆ε

λ (c−1) is kept fixed. Since the

unscaled reorganisation energy λ is also held constant, the factor c is varied with
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Figure 5.3: Population dynamics for quasi-localised electronic eigenstates. The delocal-
isation parameter is η = 0.05. (a) Off-resonant eigenstate energy splitting ∆E ≈ 200cm−1.
(b) Resonant eigenstate energy splitting ∆E ≈ 340cm−1. HEOM parameters: truncation
level N = 10 and Markovian truncation included.

the unshifted energy splitting ∆ε to maintain the ratio κ = 0.7.

In Fig. 5.3 (a) the dynamics are shown for an unshifted eigenstate splitting off-

resonant with the underdamped mode, ∆E ≈ 200cm−1. and scaling factor c = 6.72.

On the introduction of this reorganisation energy scaling the effective charge trans-

fer rate is reduced. In this regime of weak electronic coupling and off-resonant

mode the charge transfer can be understood in the Marcus type picture [43] since

quantum features of the bath contribute very little to the dynamics. In contrast,

the dynamics for an eigenstate splitting resonant with the mode ∆E ≈ 340cm−1 are

shown in Fig. 5.3 (b) using a scaling factor c = 10.72. With a resonant energy gap

the effective transfer rate is observed to increase with the reorganisation scaling.

The quantised nature of the mode now has an effect on the transfer dynamics caus-

ing the Marcus picture to break down. From the interaction Hamiltonian of a dimer

asymmetrically coupled to a single mode in Eq. (5.9), we can see that for η = 0.05

the dominant effect of the relative displacement mode on the electronic system is to

cause fluctuations of the eigenstate energy gap.
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5.3.2 Delocalised Eigenstates

The dynamics for delocalised electronic eigenstates where η = 1 are shown in Fig.

5.4. The reorganisation energy scaling is constrained by the condition ∆ε > λ (c−1)

to give a parameter regime similar to that found for charge separation along the PD1

pathway [47]. To make a comparison between the resonant and off-resonant case

the ratio κ = ∆ε

λ (c−1) = 1.3 is fixed. Figure 5.4 (a) shows the dynamics for an off-

resonant energy splitting ∆E ≈ 200cm−1. For the reorganisation energy scaling

c = 3.16 the effective transfer rate increases slightly but the steady state population

of the CT state |X2〉〈X2| is reduced. For the resonant case ∆E ≈ 340cm−1 in Fig. 5.4

(b) the steady state CT populations are reduced even more than in the off-resonant

case. With more delocalisation we can see from Eq. (5.9) that there is now a greater

contribution to the dynamics from the off-diagonal coupling between the mode and

electronic eigenstates. This is exhibited in the population oscillations present in

the dynamics. As we discussed earlier the introduction of c > 1 inhibits coherent

electron transfer due to the way coherence is shared between the electronic system,

the relative displacement mode and the centre of mass mode. However in our more

complete numerical model we also have thermal relaxation and dephasing processes

that contribute to the dynamics the strength of which are also scaled asymmetrically.

5.4 Controlling the Performance of a Bio-Inspired

Photocell
Charge separation in photosynthetic reaction centres has inspired the study of sev-

eral theoretical photocell models that try to capture some of the features of these

systems in order to propose design principles for bio-inspired artificial photocell

devices [16, 17, 18, 19, 115]. Most of these models aim to demonstrate an enhance-

ment of the photocell power output in the presence of quantum mechanical effects

such as delocalisation or coupling to quantised modes [16, 17, 18, 19]. While most

of these photocell models don’t explicitly consider properties of charge transfer

states, Ref. [19] does investigate the effect of an asymmetric coupling to a shared

mode on the photocell performance. The shared mode is an attempt to capture some
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Figure 5.4: Population dynamics for delocalised electronic eigenstates. The delocalisa-
tion parameter is η = 1. (a) Off-resonant eigenstate energy splitting ∆E ≈ 200cm−1. (b)
Resonant eigenstate energy splitting ∆E ≈ 340cm−1. HEOM parameters: truncation level
N = 10 and Markovian truncation included.

correlations of the phonons on the excitation and charge transfer states but it is in-

troduced in a rather ad hoc way. Instead we propose a photocell model in which

primary charge separation occurs between an excited state and a CT state coupled

to independent phonon baths with asymmetry in the system-bath coupling. The hi-

erarchical equations of motion are used to obtain an exact description of the system-

bath interaction in a wide range of parameter regimes. Specifically, we consider the

effect of delocalisation and asymmetric reorganisation energy on the current output

and current fluctuations using the same spectral density as for the dimer model in

the previous section.

A schematic representation of the photocell model is shown in Fig. 5.5. The

dimer system used earlier (see Eq. (5.11)) is coupled to a ground state |g〉 by the

electromagnetic field with rate γex which excites the eigenstate with greatest am-

plitude on state |1〉 (the excitation state). The primary CT state |2〉 is coupled to

a secondary CT state |α〉 through a phenomenological rate γCT . Both excitation

and secondary charge transfer processes obey detailed balance through contact with

thermal baths. Coupling to leads is introduced through the unidirectional rates ΓR



5.4. Controlling the Performance of a Bio-Inspired Photocell 85

Figure 5.5: Photocell model. Incoherent rates link states as indicated by arrows while the
non-perturbative hierarchical equations of motion govern the dissipative coherent dynamics
between states |1〉 and |2〉.

which connects state |α〉 with the positively charged ’empty’ state of the photocell

|β 〉, effectively removing an electron from the system, and ΓL which connects |β 〉

to the ground state, emitting an electron into the system. As before the sites |1〉

and |2〉 are coupled to independent phonon baths described by the spectral densities

Eqs. (5.17) and (5.18) with the reorganisation energy of site |2〉 (the charge transfer

state) scaled by the factor c. The delocalisation of the eigenstates across sites |1〉

and |2〉 is quantified by the parameter η = | 2J
∆ε
|. The parameters used are shown in

Table 5.2.

γex 0.001cm−1

nex 60000
γCT 2 1cm−1

∆εCT 2 300cm−1

ΓL 1cm−1

ΓR 1cm−1

∆εαβ 11291.7cm−1

T 300K

Table 5.2: Photocell parameters for incoherent transitions.

The current and Fano factor are calculated using a non-perturbative counting

statistics method [116] based on the hierarchical equations of motion (see Section
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2.1.3). By including a Lindblad dissipator in the diagonal part of the equations of

motion for the auxiliary density matrices [83], coupling of the dimer to the rest of

the photocell can be described. The counting statistics of the transition between

state |α〉 and the ’empty’ state |β 〉 is calculated in analogy with the Markovian

theory of electron counting statistics (see Section 2.2) but where the operator gener-

ating the dynamics of the system is the hierarchy matrix H containing the coupled

equations of motion for the system density matrix and a finite number of auxiliary

density matrices depending on the truncation level required for convergence. The

jump matrixHJ describing the tunnelling of an electron from the system to the drain

lead consists of the part of the Lindblad dissipator describing this transition in the

top level of the hierarchy only. The first and second order cumulants are then

〈〈I1〉〉= 〈〈0̃|HJ|0〉〉, (5.19)

〈〈I2〉〉= 〈〈0̃|HJ−2HJRHJ|0〉〉 (5.20)

where the first order cumulant corresponds to the mean current and the Fano factor

is defined as F(2)(0) = 〈〈I2〉〉
〈〈I1〉〉 . The quantities |0〉〉 and 〈〈0̃| are the right and left

stationary state eigenvectors of the hierarchy matrix and the operatorR=QH−1Q

is the Drazin pseudo-inverse [77]. Q projects onto the subspace of the hierarchy

matrix not spanned by the stationary state eigenvectors. We calculate the current-

voltage and F(2)-voltage curves by imagining the current between the system and

drain lead passing across a hypothetical load connecting states |α〉 and |β 〉. The

voltage across the load can be calculated using eV = ∆εαβ + kBT ln ραα

ρββ
[16, 17]

where ∆εαβ is the energy gap between states |α〉 and |β 〉 and the ραα(ββ ) is the

stationary state population of state |α〉 (|β 〉).

5.4.1 Optimising Photocell Performance

The output current of the photocell as a function of the delocalisation parameter η

and the scaling factor c is shown in Fig. 5.6 at a fixed voltage of 1.1V. Figure 5.6

(a) shows the photocell current for an unshifted eigenstate energy splitting ∆E =
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Figure 5.6: Photocell current as a function of delocalisation parameter and scaling
asymmetry. The voltage is fixed at a value 1.1V . (a) The energy splitting in the eigenstate
basis ∆E ≈ 200cm−1 is off-resonant with the mode. (b) The energy splitting in the eigen-
state basis ∆E ≈ 340cm−1 is resonant with the mode. HEOM parameters: truncation level
N = 5 and Markovian truncation.

200cm−1, which is off-resonant with the underdamped mode, while the current for

a resonant unshifted energy gap ∆E = 340cm−1 is shown in Fig. 5.6 (b). The rich

behaviour of the photocell is evident with several peaks in the current. The features

are very similar for eigenstate energy splittings both off-resonant and resonant with

the mode. We will discuss the general trends for both resonance conditions below.

For localised eigenstates (η � 1) we can see a low current output of the pho-

tocell inhibited by the small electronic coupling between sites |1〉 and |2〉. There

is however a peak in the current at c ≈ 5 for the off-resonant case and c ≈ 8 for

the resonant case. This is due to the relative shift of electronic energy levels as c is

varied. The values of c at these peaks correspond with the resonance condition of

the shifted eigenstate energies at which electron transfer is enhanced.

For intermediate delocalised eigenstates (η ≈ 1) the current is high for c = 1

then there is an initial reduction in the current as the reorganisation energy scaling

increases. This is due to the onset of the coherent interaction with the centre of mass

mode inhibiting coherent electronic transfer. As the scaling increases further, the

current peaks again before a gradual decline. As in the localised case, this second

peak is likely due to the transition to a regime where dissipative processes which

localise the system on site |2〉 become dominant.

Finally, for very delocalised eigenstates (η > 10) there is a rapid increase in



5.4. Controlling the Performance of a Bio-Inspired Photocell 88

1.2 1.4 1.6
voltage (V)

0.00

0.02

0.04

0.06

0.08

0.10

0.12

cu
rre

nt

a.
mode
no mode

1.2 1.4 1.6
voltage (V)

0.4

0.5

0.6

0.7

0.8

0.9

1.0

F(
2)
(0
)

b.

mode
no mode

1.2 1.4 1.6
voltage (V)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

cu
rre

nt

c.
mode
no mode

1.2 1.4 1.6
voltage (V)

0.4

0.5

0.6

0.7

0.8

0.9

1.0

F(
2)
(0
)

d.

mode
no mode

Figure 5.7: Comparing photocell current with and without coupling to an under-
damped mode for symmetric site reorganisation energy. (a) Current for delocalisation
parameter η = 0.05, ∆E ≈ 340cm−1 resonant with the mode and reorganisation energy scal-
ing c = 1. (b) Fano factor for delocalisation parameter η = 0.05, ∆E ≈ 340cm−1 resonant
with the mode and reorganisation energy scaling c = 1. (c) Current for delocalisation pa-
rameter η = 1, ∆E ≈ 340cm−1 resonant with the mode and reorganisation energy scaling
c = 1. (d) Fano factor for delocalisation parameter η = 1, ∆E ≈ 340cm−1 resonant with the
mode and reorganisation energy scaling c = 1. HEOM parameters: truncation level N = 5
and Markovian truncation included.

the current as the scaling parameter increases from c = 1 to c = 2.5. This is due

to preferential localisation of the system on site |2〉 counteracting the reversible

coherent transfer between the sites.

5.4.2 Photocell Uncoupled From the Underdamped Mode

We now compare the performance of the photocell with and without coupling to the

underdamped mode by considering the spectral densities J(ω) = JD(ω)+ JM(ω)

and J(ω)= JD(ω). We now fix the eigenstate energy gap at ∆E ≈ 340cm−1 which is
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Figure 5.8: Comparing photocell current with and without coupling to an under-
damped mode for asymmetric site reorganisation energy. (a) Current for delocalisa-
tion parameter η = 0.05, ∆E ≈ 340cm−1 resonant with the mode and reorganisation energy
scaling c = 10.72. (b) Fano factor for delocalisation parameter η = 0.05, ∆E ≈ 340cm−1

resonant with the mode and reorganisation energy scaling c = 10.72. (c) Current for delo-
calisation parameter η = 1, ∆E ≈ 340cm−1 resonant with the mode and reorganisation en-
ergy scaling c = 4.69. (d) Fano factor for delocalisation parameter η = 1, ∆E ≈ 340cm−1

resonant with the mode and reorganisation energy scaling c = 4.69. HEOM parameters:
truncation level N = 5 and Markovian truncation included.

resonant with the underdamped mode. In this parameter regime we would expect the

greatest enhancement in the photocell performance due to the mode as it promotes

transfer between electronic eigenstates. The current and Fano factor as a function of

voltage is shown in Fig. 5.7 for symmetric reorganisation energies (c = 1) of sites

|1〉 and |2〉. The current in the cases of both localised (Fig. 5.7 (a)) and delocalised

(Fig. 5.7 (c)) eigenstates shows an increase in the presence of the mode. There is

also a corresponding decrease in the Fano factor in both these parameter regimes.
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Now looking at the case of asymmetric reorganisation energy of the sites in Fig.

5.8 we see the opposite behaviour. The current for localised eigenstates in Fig. 5.8

(a) shows a significant decrease in the presence of the mode, while for delocalised

eigenstates (Fig. 5.8 (c)) the current shows a slight decrease but is largely unaffected

by the mode. The Fano factor shows a corresponding increase with the drop in

current for the asymmetric reorganisation energy.

The reduction in current is a similar result to that observed in Ref. [115] where

the performance of a PSIIRC inspired photocell decreases as more modes are added

to the spectral density. While the enhancement of photocell performance due to

coupling with a mode has already been shown in Ref. [18] for symmetric coupling,

the results presented here emphasise that this is not a general phenomenon. In some

cases of asymmetric reorganisation energies, the mode actually reduces the photo-

cell performance. This may be understood by considering the role played by relative

displacement and centre of mass modes for c > 1. As discussed earlier, asymmet-

ric reorganisation energies lead to coupling between the relative displacement and

centre of mass modes, inhibiting coherent transfer between electronic eigenstates.

Coupling to a mode also increases the total reorganisation energy of the sites, shift-

ing the site energies into a configuration which may reduce transfer by dissipative

processes. For symmetric coupling to a mode it is likely the enhancement due to

coherent transfer dominates over the reduction in dissipative transfer after the site

energies are shifted. However for asymmetric coupling to the mode, the increase in

transfer due to coherence induced by the mode is so slight that it cannot overcome

the reduction in transfer due to the increased reorganisation energy shift.

5.5 Summary and Conclusions

In this chapter we investigated the effect of the asymmetry of reorganisation en-

ergy between excitation and charge transfer states for charge separation in pigment-

protein complexes. First a purely coherent system was considered and the reduction

in coherent electronic transfer with reorganisation energy scaling c > 1 explained

due to the distribution of coherence between the electronic system, relative displace-
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ment and centre of mass modes. The dynamics of a dimer system was then studied

using parameter regimes inspired by the charge separation pathways in the photo-

system II reaction centre. Finally we looked at the performance of a bio-inspired

photocell where we varied the delocalisation and the reorganisation energy scaling

of the central dimer of chromophores across which primary charge separation oc-

curs. We also demonstrated the enhancement in performance of the photocell when

the electronic system was uncoupled from the underdamped mode in the case of

asymmetric reorganisation energy.

In terms of the prospects for experimental investigation of these theoretical re-

sults, recent advances in the design of artificial photosynthetic systems may soon

make this possible. Techniques such as protein maquettes [106, 111] and DNA

origami [112, 113, 114] that allow precise spatial arrangement of chromophores

relative to one another may soon lead to the study of simple photocell devices built

on principles inspired by Nature. In these systems the delocalisation would be rela-

tively simple to control. The inter-chromophore coupling depending on the relative

position and orientation of chromophores due to dipole-dipole interactions. Engi-

neering the reorganisation energy scaling would be a balance between positioning

chromophores close enough for wavefunction overlap to allow coupling between

excitation and CT states and controlling the separation distance of electron and hole

in the CT state where a larger permanent dipole moment increases interaction with

the bath.



Chapter 6

Final Remarks and Outlook

In this final chapter, the work presented earlier will be briefly summarised. We will

also discuss open questions along with possible avenues for future research.

The theoretical frameworks of open quantum systems and Markovian electron

counting statistics were discussed in Chapter 2. The general model used to describe

the system-bath interaction was presented and a distinction was made between per-

turbative and non-perturbative approaches to calculating the open quantum system

dynamics. Specific theories used throughout the thesis were presented in more de-

tail. A recursive scheme was also presented to obtain the full counting statistics

of electron transport through a mesoscopic system . This approach relied on the

assumption of Markovian leads weakly coupled to the system.

In the Chapter 3 this Markovian theory of electron counting statistics was ap-

plied to a double quantum dot. Super-Poissonian statistics was shown to be a signa-

ture of quantum coherence appearing in the current fluctuations. This prepared the

way for an extension of the Markovian theory with a new non-perturbative method

for the calculation of the current statistics. This was achieved by incorporating the

hierarchical equations of motion with a recursive scheme to generate the current cu-

mulants. This method was then applied to study the statistics of the current passing

through a dimer molecule. For coupling to a low frequency Drude bath, the non-

perturbative method was compared with a perturbative approach with respect to the

system-bath coupling. Further work would involve comparison with a theory using

a perturbative expansion with respect to the inter-molecule electronic coupling such
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as the polaron transformation [85, 74]. It may also be worthwhile to compare the

theory with other non-Markovian results [66, 67]. The current statistics for a dimer

coupled to an underdamped Brownian oscillator were also compared with a coher-

ent mode model. An extension to the method itself may be to calculate the finite-

frequency counting statistics [69, 33]. Analytically this would be straightforward

but the main challenge would be from the numerical side. The frequency dependent

pseudo-inverse may be difficult to calculate using the sparse data structures required

to deal with the large memory overhead of the numerical implementation.

This non-perturbative counting statistics method was applied to a photocell

model based on the photosystem II reaction centre (PSIIRC) in Chapter 4. The

mean current and current fluctuations were studied while comparing different vi-

brational environments of the chromophores. Since the hierarchical equations of

motion become computationally intractable for even moderately sized systems, a

model incorporating modified Redfield rates in a set of Pauli rate equations was

presented to look at the effect of the full spectral density on the current statistics. It

was found that for experimentally determined PSIIRC parameters, the output cur-

rent will reduce as the reorganisation energy increases due to coupling with more

discrete vibrational modes. The key feature of the system that leads to the reduc-

tion in current is the asymmetry in the reorganisation energy between excitation and

charge transfer states. This behaviour occurred with a related reduction in the Fano

factor. While the current fluctuations are a useful quantity to measure in terms of

characterising the device performance, they are difficult to interpret for a complex

system such as the PSIIRC photocell. It is not entirely clear how the Fano factor

relates to the electronic system structure or the vibrational interaction. However it

may be possible to gain a more quantitative understanding of these relationships us-

ing tools from graph theory. For a system described by a set of Pauli rate equations,

the stochastic matrix generating the time dynamics is equivalent to the negative of

the Laplacian for a weighted directed graph [117]. Since there are certain relation-

ships between a graph’s structure and the coefficents of the characteristic polyno-

mial of its Laplacian [118] and the Fano factor for Markovian dynamics can also be
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derived from the characteristic polynomial of the Liouvillian [68], it is possible a

link could be drawn between the two.

Finally in Chapter 5 the effect of reorganisation energy asymmetry on electron

transfer was investigated through the dynamics of a simple dimer system as well

as through the performance of a prototype photocell. The reduction in coherent

electron transfer when the reorganisation energy becomes asymmetric was demon-

strated in a coherent model. This is explained due to the distribution of coherence

between the electronic system, relative displacement and centre of mass modes.

The dynamics of a dimer system was also studied using parameter regimes inspired

by the two charge separation pathways in the photosystem II reaction centre. Fi-

nally, we looked at the performance of a bio-inspired photocell and demonstrated

the increase in performance when the electronic system was uncoupled from the

underdamped mode and the coupling to the phonon bath was asymmetric.



Appendix A

PSIIRC Photocell Parameters

The following tables show the parameters used in the PSIIRC photocell model in

Chapter 4. The chromophore excitation energies in Table A.1 and the inter-site

couplings in Table A.2 are taken from Ref. [47], while the mode couplings in Table

A.3 are taken from Refs. [94, 46].

g PD1 PD2 ChlD1 ChlD2 PheD1 PheD2 Chl+D1Phe−D1 P+
D1Phe−D1 β

0 14720 14650 14460 14560 14490 14480 14372 13972 2681

Table A.1: State energies in wavenumbers for PSIIRC photocell, reorganisation energy is
not included.

PD1 PD2 ChlD1 ChlD2 PheD1 PheD2 Chl+D1Phe−D1 P+
D1Phe−D1

PD1 - 150 -42 -55 -6 17 0 0
PD2 - -56 -36 20 -2 0 0

ChlD1 - 7 46 -4 70 0
ChlD2 - -5 37 0 0
PheD1 - -3 70 0
PheD2 - 0 0

Chl+D1Phe−D1 - 40
P+

D1Phe−D1 -

Table A.2: Electronic couplings between PSIIRC core chromphores and CT states in
wavenumbers.
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ω j s j ω j s j ω j s j ω j s j
97 0.0371 604 0.0034 1143 0.0303 1354 0.0057

138 0.0455 700 0.005 1181 0.0179 1382 0.0067
213 0.0606 722 0.0074 1190 0.0084 1439 0.0067
260 0.0539 742 0.0269 1208 0.0121 1487 0.0074
298 0.0488 752 0.0219 1216 0.0111 1524 0.0067
342 0.0438 795 0.0077 1235 0.0034 1537 0.0222
388 0.0202 916 0.0286 1252 0.0051 1553 0.0091
425 0.0168 986 0.0162 1260 0.0064 1573 0.0044
518 0.0303 995 0.0293 1286 0.0047 1580 0.0044
546 0.0030 1052 0.0131 1304 0.0057 1612 0.0044
573 0.0094 1069 0.0064 1322 0.0202 1645 0.0034
585 0.0034 1110 0.0192 1338 0.0037 1673 0.001

Table A.3: Frequencies (cm−1) and Huang-Rhys factors for 48 modes of PSIIRC.



Appendix B

Numerical Implementation of

Non-Perturbative Counting Statistics

Method

Calculation of the mean current and current noise for the hierarchical equations of

motion is carried out using Eqs. (3.14) and (3.15), which are shown again here for

clarity

〈〈I1〉〉= 〈〈0̃|HJ|0〉〉 (B.1)

〈〈I2〉〉= 〈〈0̃|HJ−2HJRHJ|0〉〉 (B.2)

The quantities |0〉〉 and 〈〈0̃| are the right and left stationary states eigenvectors of the

hierarchy matrix H respectively. HJ is the jump operator describing the tunnelling

of an electron between the system and the drain lead whileR is the pseudo-inverse

ofH.

The form of the equations shown above allows efficient calculation of the cu-

mulants using matrix multiplication operations rather than the numerical differenti-

ation method which can be unstable. In general H is an extremely large matrix so

we use sparse data structures to fit the equations into available memory. However,

the cumulants depend on the pseudo-inverse of H which will most likely be dense

and therefore direct calculation of this quantity will be unachievable on most avail-
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able modern hardware. To avoid this we use a trick from Baiesi et al [77] which

casts the problem of calculating the pseudo-inverse to one of the solution of a set of

linear equations. We write the result of applying the pseudo-inverse R to a vector

|y〉 as

|z〉=R|y〉 (B.3)

Using HR=RH =Q (where Q is the operator which projects on to the subspace

not spanned by the system steady state) we get

H|z〉=Q|y〉 (B.4)

This equation can then be solved for |z〉 using standard solvers that come with linear

algebra software packages.

The python class for a full counting statistics solver for a large system re-

quiring sparse data structures is shown below. The full package can be found at

www.github.com/rstones/counting statistics.

1 import numpy as np

2 import scipy.sparse as sp

3 import scipy.sparse.linalg as spla

4

5 class FCSSolver(object):

6

7 def __init__(self, H, HJ, pops):

8 '''Instantiate an FCSSolver object.

9

10 Arguments:

11 H -- time-local generator of system dynamics.

12 HJ -- jump operator.

13 pops -- vector containing 1's in elements corresponding

14 to populations.'''

15 if not sp.issparse(H) or not sp.issparse(HJ):

16 raise ValueError("This is the sparse package so " \

17 "pass me some sparse matrices!")

18 self.H = H
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19 self.HJ = HJ

20 self.pops = pops

21

22 self.__watch_variables = ['H', 'HJ', 'pops']

23 self.__cache_is_stale = True

24

25 def __setattr__(self, name, value):

26 '''Overridden to watch selected variables which trigger

27 a cache refresh when they change.'''

28 try:

29 if name in self.__watch_variables:

30 self.__cache_is_stale = True

31 except AttributeError:

32 pass

33 object.__setattr__(self, name, value)

34

35 def refresh_cache(self):

36 '''Refresh necessary quantities for counting statistics

37 calculations.'''

38 self.ss = self.stationary_state(self.H, self.pops)

39 self.__cache_is_stale = False

40

41 @staticmethod

42 def stationary_state(H, pops):

43 '''Calculate the stationary state.'''

44 ss = spla.eigs(H.tocsc(), k=1, sigma=None, which='SM', \

45 v0=pops/np.sum(pops))[1]

46 return ss / pops.dot(ss)

47

48 def mean(self):

49 '''Calculate the mean.'''

50 if self.__cache_is_stale:

51 self.refresh_cache()

52 return np.real(self.pops.dot(self.jump_op.dot(self.ss)))

53

54 @staticmethod

55 def pseudoinverse(H, Q, y):
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56 '''Effective calculation of pseudoinverse without need

57 for direct calculation.

58

59 Arguments:

60 H -- time-local generator of system dynamics.

61 Q -- operator projecting onto space orthogonal to steady

62 state.

63 y -- vector or matrix being operated on by pseudoinverse.'''

64 result = spla.lgmres(H, Q.dot(y), tol=1.e-5, maxiter=10000)

65 return result[0]

66

67 @staticmethod

68 def Q(H, steady_state, pops):

69 '''Generate the operator projecting onto the system subspace

70 not spanned by the steady state.

71

72 Arguments:

73 H -- time-local generator of system dynamics

74 steady_state -- stationary state of H

75 pops -- vector containing 1's in elements corresponding

76 to populations.'''

77 return sp.eye(H.shape[0]) \

78 - sp.csr_matrix(steady_state) * sp.csr_matrix(pops.T)

79

80 def zero_frequency_noise(self):

81 '''Calculate the current noise.'''

82 if self.__cache_is_stale:

83 self.refresh_cache()

84 Q = self.Q(self.H, self.ss, self.pops)

85 noise = self.pops.dot(self.jump_op.dot(self.ss)) \

86 -2.*self.pops.dot(self.jump_op.dot(\

87 self.pseudoinverse(self.L, Q, self.jump_op.dot(self.ss))))

88 return np.real(noise)

89

90 def second_order_fano_factor(self):

91 '''Calculate the second order Fano factor.'''

92 return self.zero_frequency_noise() / self.mean()
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[55] J. Strümpfer and K. Schulten. Light harvesting complex II B850 excitation

dynamics. The Journal of chemical physics, 131(22):225101, 2009.

[56] Q. Shi, L. Chen, G. Nan, R. Xu, and Y. Yan. Electron transfer dynam-

ics: Zusman equation versus exact theory. Journal of Chemical Physics,

130(16):164518, 2009.

[57] M. Tanaka and Y. Tanimura. Quantum dissipative dynamics of electron trans-

fer reaction system: Nonperturbative hierarchy equations approach. Journal

of the Physical Society of Japan, 78(7):073802, 2009.

[58] R.P. Feynman and F.L. Vernon. The theory of a general quantum system

interacting with a linear dissipative system. Annals of Physics, 24:118–173,

1963.

[59] Y. Tanimura. Reduced hierarchy equations of motion approach with Drude

plus Brownian spectral distribution : Probing electron transfer processes by

means of two-dimensional correlation spectroscopy. Journal of Chemical

Physics, 137(22A550), 2012.



Bibliography 108

[60] Q. Shi, L. Chen, G. Nan, R. Xu, Y. Yan, Q. Shi, G. Nan, R. Xu, and Y Yan.

Efficient hierarchical Liouville space propagator to quantum dissipative dy-

namics. Journal of Chemical Physics, 130:084105, 2009.

[61] A. Ishizaki and Y. Tanimura. Quantum dynamics of system strongly cou-

pled to low-temperature colored noise bath: Reduced hierarchy equations

approach. Journal of the Physical Society of Japan, 74(12):3131–3134, 2005.
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