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Abstract. Recent research demonstrated the benefits of employing robots as 
therapeutic assistants and caregivers, but very little is known on the use of ro-
bots as a tool for psychological assessment. Socially capable robots can provide 
many advantages to diagnostic practice: engage people, guarantee standardized 
administration and assessor neutrality, perform automatic recording of subject 
behaviors for further analysis by practitioners. In this paper, we present a pilot 
study on testing people’s cognitive functioning via social interaction with a hu-
manoid robot. To this end, we programmed a social robot to administer a psy-
chometric tool for detecting Mild Cognitive Impairment, a risk factor for de-
mentia, implementing the first prototype of robotic assistant for mass screening 
of elderly population. Finally, we present a pilot test of the robotic procedure 
with healthy adults that show promising results of the robotic test, also com-
pared to its traditional paper version. 

Keywords: Assistive Robotics; Social Robot; Cognitive Assessment; Human-
Robot Interaction; Dementia screening. 

1 Introduction 

The use of robots as therapeutic assistants and caregivers is one of the most investi-
gated application of robotics in clinical and health psychology. Indeed, the efficacy of 
artificial agents has been documented with children [1, 2] as well as with elderly peo-
ple in a variety of neurological and psychiatric conditions [3, 4], leading scholars to 
suggest a stable integration of Human-Robot Interaction (HRI) in healthcare [5]. So-
cially Assistive Robotics is the field where most of the research has been focusing 
since its definition was provided [6], but service robotics and smart environments 
have been extensively explored too, especially for the elderly who may need complex 
assistive technology to support healthy ageing [7, 8]. Robotics can also assist with the 
cognitive rehabilitation [9] and to build models of cognitive dysfunctions [10]. 

It is evident that robots play a promising role in mental health field. However, there 
are still many unknown or poorly understood fields of application. One of these is the 
psychological assessment. 

According to Scassellati [11], a great hope for robotics in Autistic Spectrum Disor-
der (ASD) is also the implementation of objective measurement of social behavior. 
This idea is encouraged by the fact ASD manifests behaviorally and diagnosis comes 



from the observation of developmental history and social skills, and clinicians do not 
always agree when evaluating the same patient [12]. Despite these solid motivations, 
few prototypes of ASD robotic evaluations are described in the scientific literature. 
Petric [13] has tried to structure a “robotic autism spectrum disorder diagnostic proto-
col”, in order to evaluate child’s reaction when called by name, his/her symbolic and 
functional imitative behavior, his/her joint attention, and his/her ability to communi-
cate via multiple channels simultaneously, but the results are not clear and definitive 
[14]. Another diagnostic method for ASD is proposed by Wijayasinghe et al. [15], 
who see in HRI a way to objectively evaluate imitation deficits. In this case, the robot 
Zeno performs upper body gestures and the child should imitate them, while the robot 
automatically assesses the child’s behavior.  

However, it seems not much work has been done regarding other pathologies. 
Kojima et al. [16], for instance, published some speech recognition experiments with 
elderly people using the robot PaPeRo, aimed at the development of a computerized 
cognitive assessment system.  

Therefore, at the best of our knowledge, robotic psychological assessment is al-
most unexplored. The evidence is limited, the pathologies studied are very few, and 
comparative studies (robotic assessment vs human assessment; robotic assessment vs 
computerized assessment) are not available. It is evident that more research and ex-
perimental evaluation are strongly needed. 

From our point of view, the advantages of using a robotic assessor would be multi-
ple: time-saving, quick and easy updates, widely available tools, standardization, the 
avoidance of assessor bias, the possibility of micro-longitudinal evaluations, scoring 
objectivity, and having a recording of the administration. Robots can be programmed 
to perform specific actions always in the same way, so standardization is one of their 
most interesting features. Therefore, the robotic implementation of quick screening 
tests could be promising, because they are often repetitive and easy to take, but time-
consuming for staff. A robot could administer them, automatically score them, and 
transmit the result to the psychologist, who could then decide whether to continue 
with other human-performed tests or not. In fact, robots must not formulate diagnoses, 
but would provide preliminary diagnostic information about patients to reduce the 
workload for humans and increase the population that can be screened. 

To make a step toward this direction, this paper presents results of a pilot study 
whose aim was to implement a screening tool for Mild Cognitive Impairment (MCI) 
[17] on a social robot. MCI used to be considered merely as a prodromal stage of 
dementia, but today it is recognized as a risk factor to develop more severe cognitive 
deterioration [18, 19]. It is very important to detect the so-called predictors of conver-
sion and to determine if a patient may develop dementia for efficient planning of a 
prompt intervention with adequate treatment. For early detection, the markers to be 
considered can be both biological and psychometric [20]. However, the role of psy-
chometric tests is crucial, because they are quicker and inexpensive, indeed cognitive 
deficits are usually diagnosed first this way.  

This pilot study presented here had three main goals: 1) to develop a first robotic 
version of an MCI-specific test, fully administered and scored by a social robot; 2) to 



compare robotic test administration to traditional paper administration; 3) to collect 
data and information for further improvements. 

2 Materials and Methods 

2.1 Participants 
As the research was not meant to provide a first validation on a clinical sample, but 
rather a preliminary proof of the viability of the robotic psychometric approach, we 
chose to enroll healthy adults (n = 16, Males = 10, Females = 6, M-age = 31.5 years, 
range = 19-61, SD = 14.15) among university staff and students. We selected people 
who had lived and worked in the UK for at least four months (M = 110.19, SD = 
188.23) and we recorded their years of education as well (M = 19.5, SD = 4.07). 

2.2 The MoCA test 
The Montreal Cognitive Assessment, better known as the MoCA test, is a brief cogni-
tive screening tool for Mild Cognitive Impairment [21] freely available from the offi-
cial website, used in 100 countries around the world and translated into 46 languages. 
It is composed of eight subtests: visuospatial/executive (alternating trail making, cop-
ying a cube, drawing of the clock), naming, memory, attention (digit span, vigilance, 
serial 7s), language (sentence repetition, fluency), abstraction, delayed recall, and 
orientation. The maximum score is 30, and a score equal to 26 or above is considered 
normal. If the person has twelve years of education or less, one point is added. In this 
project, the Full 7.1 English version inspired the implementation, leading to a new 
robotic screening test for MCI. The English version of the MoCA test has two alterna-
tive versions, 7.2 and 7.3, equivalent to the main Full 7.1 version [22]. The 7.2 ver-
sion was used in this study for comparison. 

2.3 The Pepper robot and the cognitive test software implementation  
Our robotic cognitive test assesses the same areas of the MoCAs, therefore we have 
the same subtests that for simplicity have the same names. 

The platform used in our experiments is the humanoid Pepper, the latest Aldeba-
ran's and SoftBank Robotics' commercial product specifically designed for HRI and 
equipped with state-of-the-art interactive interfaces: touchscreen, human-like move-
ment, pressure sensors, object recognition, speech production and comprehension, 
age, gender, emotion and face detector. Pepper supports different programming lan-
guages, such as Python, Java, Silverlight and C++ SDK. 

To implement the prototype used in this work we used the Choregraphe suite (ver-
sion 2.5.5), that provides a drag and drop interface that allows building algorithms 
and the robot’s behaviors starting from pre-existing boxes with accessible Python 
code, which was modified to suit the needs of the particular implementation used in 
this work. 

 



2.4 Experimental Procedure  
The administration instructions reported in the English MoCA manual inspired the 
implementation, and two more tasks, one at the beginning of the test (the welcome 
task) and one at the end (the thank you task) were added. In the welcome task, Pepper 
introduced itself and asked the participant to provide his/her age, gender and years of 
education. This was meant both to collect important information about the person, as 
well as to train him/her on HRI. The robot could recognize and follow the face in 
front of it for to better engaging the participant in the interaction [23], and it moved its 
arms and hands as suggested in the literature in the case of HRI with adults [24].  

The final result was a new psychometric test fully administered and scored by Pep-
per. The language of the administration was English, and the voice used was the ro-
botic one already available in the tool. The administration was standardized, so Pep-
per always performed the same way, and did not change according to the participant’s 
reactions, and it repeated the instructions only when allowed to do so by the manual. 
The timing of the administration was regulated by internal timers that were set empir-
ically. Therefore, if the participant did not complete a task, the session continued 
when those internal timers expired. Pepper audio-recorded the whole session and took 
photos of the second and third tasks’ drawings; moreover, it produced a Dialog file 
with the transcription of the verbal conversation with the participant and a Log file 
containing information about any technical failures that occurred, the automatic score 
achieved, any wrong answers received and any tasks ignored. This way, a clinical 
psychologist could fully review the administration and re-evaluate it if needed. 

The administration phase was divided into two sessions for each participant: the 
robotic administration and the traditional paper administration. The participants were 
invited to enter one by one and asked, first of all, to read and sign the forms regarding 
the processing of personal data. 

The robotic session (Figure 1) was entirely run by Pepper: it gave the instructions, 
registered the answers and calculated the scoring. The experimenter did not interfere 
with the interaction and maintained a marginal position. The session was video-
recorded and timed. After, each participant provided feedback and comments about 
the experience. 

 



 
Figure 1. Example of the human-robot interaction during the robotic administration 

    The traditional paper session was entirely run by the experimenter and timed as 
well. It is important to note that we balanced the order of the administrations by creat-
ing two subgroups: one experienced the robotic administration first, and then the tra-
ditional paper administration, while the other experienced the reverse order. Moreo-
ver, since we wanted to avoid any learning effect, for each participant the two ses-
sions were spaced by at least five days, and the 7.2 alternative validated version of the 
MoCA test was used in the traditional paper session. 

2.5 Data analysis  
Data collected in our pilot experiment were analyzed via classical statistical methods 
performed with the SPSS software (version 24). 

For each participant in our experiment, we derived three scores using different 
evaluation modalities: 1) Standard score, which is the result of the paper and pencil 
administration of the test calculated using the MoCA’s manual; 2) Automatic score, 
which is the result of the electronic test administered and automatically calculated by 
the robot using the build in software; and 3) Supervised score, which is the score cal-
culated by a psychologist, who corrected the automatic score via the video and audio 
analysis. In our vision, modalities 2 and 3 are a simulation of the procedure for the 
actual application of a robotic assessment. The automatic score will be used for large 
population screening, while the supervised score will be calculated by a psychologist 
for a subset of subjects who are indicated by the automatic scoring as below the 
threshold and in need of a deeper analysis. 

The result section presents the descriptive statistics of the three scores modalities 
for each subtest and the global score: minimum (Min), maximum (Max), mean (M) 
and standard deviation (SD). The correlations among the global scores and the subtest 
scores (Spearman or Pearson according to the nature of the data and the shape of the 
distribution) are evaluated to analyze if robot administration scores can fit the stand-



ard score. This aims to assess the concurrent external validity of the robotic procedure 
by comparing the automatic score with an external criterion, i.e. the MoCA score. 
Spearman-Brown Coefficient and Cronbach alpha are also calculated to analyze the 
reliability of automatic scoring, compared with the other modalities, and a regression 
analysis identifies a predictive function that can relate the automatic score to the 
standard score and allows deriving the latter from the former. 

3 Experimental Results 

3.1 Global analysis 
The results report that mean global automatic score is 12.69 (Min = 6.00; Max = 
23.00; SD = 4.61), mean global supervised score is 18.62 (Min = 10.00; Max =27.00; 
SD = 4.83) and mean global standard score is 25.00 (Min = 21.00; Max = 28.00; SD = 
2.07), as shown in Figure 2. 

 
Figure 2. Mean global scores 

3.2 Subtest analysis 
The automatic score. In the automatic score version, some subtests do not even 

reach half the maximum achievable score: visuospatial/executive (0.25/5), language 
(0.63/3) and attention (1.31/6). The other are quite acceptable: naming = 1.94/3, ab-
straction = 1.06/2, delayed recall = 2.69/5, orientation = 4.44/6 (Figure 3). 

 



 
Figure 3. Subtests of the automatic score 

 
    The supervised score. In the supervised score version, the subtests that do not 
reach half the maximum achievable score are abstraction (0.50/2), language (0.75/3) 
and visuospatial/executive (2.13/5). The other are as follows: naming = 2.81/3, atten-
tion = 4/6, delayed recall = 3.13/5, orientation = 5.31/6 (Figure 4). 
 

 
Figure 4. Subtests of the supervised score 

 
     The standard score. In the standard score version, all the subtests reach at least 
half the maximum achievable score (visuospatial/executive = 4.5/5, naming = 2.81/3, 
attention = 4.56/6, delayed recall = 4.31/5, orientation = 5.94/6), but abstraction 
(1.13/2) and language (1.75/3) are lower than the others (Figure 5). 
 



 
Figure 5. Subtests of the standard score 

3.3 Spearman correlations between the global scores  
Spearman rank-order correlations, more suitable for the shape of distribution prelimi-
narily assessed for these data, were calculated between the global scores (Table 1). 
There is a strong relationship between the supervised score and the standard score (ρ 
= 0.64), it is statistically significant (p < .01) and its strength is over the high effect-
size (> 0.50) according to Cohen's [25] criteria. This confirms that the robotic proce-
dure has a promising validity. However, the correlation between the automatic and 
standard scores is not significant both from a statistical point of view, as well as from 
an effect-size point of view (ρ = 0.01). The correlation between the automatic and the 
supervised scores (ρ = 0.38) can be considered an indicator of inter-rater reliability 
and confirms, from an effect-size point of view, the fact that the supervised score is a 
fixed version of the automatic score. 
 

SCORE AUTOMATIC SUPERVISED STANDARD 
AUTOMATIC  1   

SUPERVISED  0.38 1  
STANDARD  0.01 0.64* 1 

Table 1. Spearman correlations between the global scores (* p < .01) 

3.4 Pearson correlations between the subtests  
Pearson correlations between the corresponding subtests of the three scoring versions 
were calculated. In the following tables, we used these abbreviations for the subtest 
names: V/E for visuospatial/executive, Nam for naming, Att for attention, Lan for 
language, Abst for abstraction, D/R for delayed recall and Orie for orientation.   

Automatic score subtests vs supervised score subtests. Majority automatically-
scored subtests strongly and significantly correlate with the corresponding subtests of 
the supervised version, as shown in Table 2. It is interesting to note that automatically 



calculated language score also correlates with abstraction (r = 0.67, p < .01) and de-
layed recall (r = 0.62, p < .01) calculated in the supervised manner. This suggests that 
language may be involved in conceptual categorization and encoding/retrieval pro-
cesses, providing an explanation for the low mean scores of the abstraction and lan-
guage subtests in the standard version. If confirmed, this finding would justify the 
standard version’s low mean global score as a problem of sampling, considering that 
participants were predominantly non-native speakers. The other correlations were not 
significant and below the medium effect-size. 

 
 Supervised score 

V/E NAM ATT  LAN  ABST D/R ORIE 

A
ut

om
at

ic
 sc

or
e V/E 0.61**       

NAM  0.14      
ATT   0.53*     
LAN    0.76** 0.67** 0.62**  

ABST     0.25   
D/R       0.73**  

ORIE       0.18 
Table 2. Automatic vs supervised subtest correlations (* p < .05; ** p < .01) 

Automatic score subtests vs standard score subtests. The only significant and 
strong correlation is between abstraction and language (r = 0.61, p < .01), confirming 
the finding discussed above. The other correlations are below the medium effect-size 
(except naming: r = 0.32) and not significant, as shown in Table 3. 

 
 Standard score 

V/E NAM ATT  LAN  ABST D/R ORIE 

A
ut

om
at

ic
 sc

or
e V/E 0.20       

NAM   0.32      
ATT    0.29     
LAN     0.28    

ABST     0.61** -0.21   
D/R       0.02  

ORIE       -0.14 
Table 3. Automatic vs standard subtest correlations (** p < .01) 

Supervised score subtests vs standard score subtests. The attention subtest is the 
only one that shows a significant correlation with its corresponding subtest in the 
other version (r = 0.69, p < .01), while the others are not significant and below the 
medium effect-size, except for delayed recall vs delayed recall (r = 0.31). The orienta-
tion subtest, instead, correlates strongly and significantly with naming (r = 0.63, p < 
.01) and delayed recall (r = 0.69, p < .01), as shown in Table 4. 
 
 
 



 Standard score 
V/E NAM ATT  LAN  ABST D/R ORIE 

Su
pe

rv
is

ed
 sc

or
e V/E 0.20       

NAM   0.18      
ATT    0.69**     
LAN     0    

ABST      -0.13   
D/R       0.31  

ORIE  0.63**    0.69** 0.06 
Table 4. Supervised vs standard subtest correlations (** p < .01) 

3.5 Reliability of the automatic score  
In order to check the reliability of the automatic score, the Spearman-Brown Coeffi-
cient and the Alpha Coefficient were calculated and found to be 0.73 and 0.67, re-
spectively. According to the Spearman-Brown Coefficient, the automatic score shows 
a moderate split-half reliability. The Alpha Coefficient, then, shows an internal con-
sistency just under the acceptable minimum (alpha < 0.70). Considering the strong 
limitations of the automatic scoring system that will be further discussed, it is quite 
surprising to find such high-reliability scores. We can justify them with the single 
items' mean scores, which were homogeneously low.  

3.6 Multiple linear regression  
Multiple linear regression was performed in order to find the subtests that affected the 
automatic and standard scores the most. The model explains most of the dependent 
variable’s variance (Multiple R = 0.99; Multiple R-Squared = 0.98). The attention and 
delayed recall subtests affect both the automatic score and the standard score (Table 
5) the most. The other independent variables significantly influence the two scores as 
well, but with a different percentage of variance explained. 
 

AUTOMATIC SCORE STANDARD SCORE 
Effect Std. coeff. p Effect Std. coeff. p 
Attention 0.40 < .01 Attention 0.79 < .01 
D/R 0.27 < .01 D/R 0.52 < .01 
Abstraction 0.26 < .01 Language 0.41 < .01 
Language 0.21 < .01 V/E 0.35 < .01 
Orientation 0.20 < .01 Abstraction 0.35 < .01 
Naming 0.19 < .01 Naming 0.20 < .01 
V/E 0.10 < .05 Orientation 0.12 < .01 

Table 5. Subtests’ influence on the variance of the automatic and standard scores 

 



4 Discussion 

The issues occurred during the robotic administration were both automatic scoring 
system errors and HRI errors. They will be briefly noted, and the number of partici-
pants affected by them will be indicated in brackets.  

The automatic scoring system did not assign the point if the participant repeated 
the digit span sequence slowly (9/16), even if it was correct; it also assigned only 0 or 
3 points in the serial 7s task, because it only recognized the five correct subtractions, 
while the manual allows for assigning intermediate points in case of errors (2/16). In 
the visuospatial/executive task, Pepper had to recognize the drawn cube and clocks 
with its object recognition function, but there was a high probability that the object 
recognition function failed, because more samples of cubes and clocks were needed to 
teach Pepper all the possible correct versions of drawings (16/16). Moreover, in the 
drawing of the clock it was possible to assign only 0 or 3 points, because the object 
recognition function was not sensitive enough to separately evaluate contour, numbers 
and hands (16/16). 

Then, HRI was affected by errors as well, such as unclear pronunciation of the ro-
bot, crashes of the interfaces, low usability, lack of intuitiveness, and so on. This hap-
pened, for instance, in alternating trail making (crash of tablet: 10/16), vigilance (un-
clear pronunciation of the instructions: 10/16), copy of the cube (not enough time to 
draw: 2/16; positioning of the sheet in front of wrong sensors: 2/16; no positioning of 
the sheet at all: 2/16) and drawing of the clock (unclear pronunciation of the instruc-
tions: 6/16; not enough time to draw: 1/16; positioning of the sheet in front of the 
wrong sensors: 1/16). 

Finally, it is important to note that even the standard version of the test was affect-
ed by errors, in particular, the tasks of language and abstraction showed lower mean 
scores than others. This finding can be explained by cultural bias because most of the 
participants were not native speakers. Moreover, it is important to underline that lan-
guage and cultural issues may have affected all the administration, by complicating 
the comprehension of each task. 

However, the robotic administration shows some positive aspects too. The wel-
come, naming, memory, fluency, abstraction and delayed recall tasks worked well, 
and require little and quick adjustments. Then, participants reacted positively to Pep-
per and they judged it as “friendly” and “cute”. According to one participant, after 
some initial diffidence, the robot turned out to be better than PC and tablets, because 
HRI was “more dynamic” and “more engaging”. The external concurrent validity of 
robotic administration is promising, even if this comes out from the correlation be-
tween the supervised score and the standard score only. This means that automatic 
scoring errors are the first that have to be fixed in order to obtain a better validity of 
the procedure, which will be further improved by the correction of HRI issues too. 
Even reliability is interesting and nearly acceptable, and multiple linear regression 
shows a good initial fit between the robotic and the standard version of the test. 



5 Conclusion and Future work 

In this paper, we presented a pilot study on the use of a robotic platform for the ad-
ministration and support of the scoring of a MoCA-inspired psychometric test, which 
is widely used for the diagnosis of Mild Cognitive Impairment. The size of the sample 
is small, but overall results are promising and represent a first step towards the in-
depth comprehension of artificial agents’ contribution to psychological assessment, 
even if there are many aspects that should be further investigated.  

First of all, automatic scoring is prone to errors, because of the current limitation of 
the technology and the HRI interfaces that require many refinement cycles before 
being fully reliable. For example, we found that Pepper’s voice should be improved to 
make it clearer and less childish, for instance by using a recorded human voice. Then, 
answer modality should allow redundant and interchangeable multimodal interfaces, 
so that the person can choose how to interact (e.g. speaking or touching) in case of 
both personal preference and technical issue. 

The automatic scoring should be adequately verified and tested before actual use of 
any psychometric instrument. Furthermore, error causes should be investigated in 
detail in order to program the robotic system to flag the case for further investigation 
by a qualified human psychologist. 

Therefore, in future work we aim to perform a test with a larger and balanced sam-
ple of native speakers, in order to perform a more accurate comparison and to investi-
gate the effect of age and other variables on HRI. Finally, the validation on a clinical 
sample will be the following step if the validity and usefulness are confirmed. 

Apart from the future work discussed above, there are other themes opened by this 
pilot study. For instance, can robots influence diagnoses? Do they affect the percep-
tion of setting and psychological assessment? Furthermore, one of the common psy-
chometric problems - particularly in forensic settings - is the management of decep-
tion and malingering. The patient may deceive the robot and bias the test results, for 
example by writing down the words that s/he should recall, and the robot may not be 
able to notice this. The solution should come from the use of robots in controlled 
environments only and from video and audio recordings of the administration. How-
ever, this may lead to concerns about privacy and other ethical issues, which need to 
be examined in more detail. 

Even if this field is completely new, we think that a robotic aid in the first phase of 
diagnostic path would be useful, not only to detect those that already needs clinical 
assistance but also to provide automatic large screening exams for prevention. 
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