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Introduction and health warnings

The present work attempts to bring together insights, questions, and methodology from
three main disciplines in order to understand some crucial processes in cognition: physics,
mathematics, and linguistics. In this introduction, we will present the specific aspects of these
disciplines that will be relevant for this monograph, and hint at their interrelations, to be
explored in depth in the course of the thesis.

The question we aim to answer is, very broadly put,

How do we make sense of external stimuli in the form of objects and relations? And,
how do we externalize the internal representations of the phenomenological world?

Such a question cannot be answered within the limits of a thesis, if a general answer is in
principle possible. We will narrow our focus here, setting it to stimuli corresponding to
languages of different kinds, natural and artificial. In order to investigate how linguistic stimuli
are perceived, parsed, and produced, we cannot rely on a single discipline: we would be
oversimplifying the problem to the extent that any provisional answer would hardly be
applicable outside very narrow margins. The presentation of tools for the development of a
consistent and fully explicit formal system with tools drawn from the exact and natural sciences,
applied to linguistic phenomena, as manifestations of neurocognitive processes, is one of the
main aims of the present work.

0.1 Physics

We will primarily be arguing for the hypothesis that we are looking at a complex
system with interesting internal dynamics, which varies over space and time. Moreover, those
variations are not random, but derive from the interaction between the system and external
factors, as well as from the interplay among the system’s own internal tendencies. This kind of
system is usually referred to as a dynamical system, with the property of being nonlinear if the
outputs are not directly proportional to the inputs. Some basic properties of these systems are
listed below (based on Hasselblat and Katok, 2003; Ladyman, Lambert and Wiesner, 2012;
Baranger, 2004; Boccara, 2002):

1)
a) Open to external influence
b) Complex (i.e., contain subsystems)
¢) Dynamic (i.e., change over time)
d) Emergence (i.e., the collective behaviour of the system is not a linear function of
the behaviour of its individual components)
e) Nesting / hierarchical organization
f) Existence of feedback loops

The physical properties of the systems we will look at are essentially those in (1). More
specifically, we will focus on a particular kind of nonlinear dynamics, that which emerges from
an irreconcilable tension between opposing tendencies, a so-called dynamical frustration (Stein
and Newman, 2011; Binder, 2008; Moesner and Ramirez, 2006). The concept was first
developed to analyse disordered magnetic systems in which two nearby locations in a lattice are
equally likely to be interacting via ferromagnetic (aligned) or antiferromagnetic (antialigned)
interaction, a kind of system known as spin glass. However, its domain of applicability has



recently been extended to dynamical systems (i.e., systems whose behaviour changes over time)
more generally, including, for instance, the modelling of neural networks (Dotsenko, 1995). The
relation between complex dynamical systems and dynamical frustrations is made explicit by
Binder (2008):

The essence of complexity may lie here: A system without dynamical frustration will
either settle to equilibrium or grow without bounds. (Binder, 2008: 322)

It will be our task to identify the opposing tendencies as well as the means for their resolution
given finite resources and physical limitations in the case of human cognition from a
computational perspective. We will see that, if there is a dynamical frustration at the core of
cognitive processes (and if these processes are computational processes), some very interesting
empirical predictions arise, like the existence of cycles in computations: we will derive
functions that have a clear period, and are thus suitable for modelling cyclic, oscillatory
processes, also being flexible enough to admit external factors influencing the maximum at each
cycle (a crucial feature, as we will see), but keeping the derivative function untouched. The
development of any function over time within a phase space (the space in which all possible
states of the system are represented) divides that space in two (regardless of its dimensionality);
the result is physically interpretable as zones where the possibility of finding a solution that
satisfies a certain equation is relatively high and zones where that possibility is very low. The
evolution of the system in time progressively restricts the phase space by cycles, making
solutions easier to find, at the cost of increasing the dimensional complexity of the space where
solutions are to be found. This cost-benefit ratio applying by cycles will be at the very core of
our proposal

Interactions among measurable results will be modelled by means of a very reliable tool
taken from quantum physics: so-called ‘Dirac notation’, or, perhaps more creatively, ‘bra-ket
notation’ (because if you put a bra- and a —ket together, they form a pair of angular brackets, ()).
This notation will be explained in detail in Part 11, but for the time being, let us present the
general case for quantum measurements in bra-ket form:

2) Hiy)=%]y)
(read: ‘H acting on psi equals lambda acting on psi’)

The physical interpretation of (2) is simple: H is an n-by-m matrix, where all possible measure
results are represented (what is referred to as the ‘observables’). |y) is called a ‘ket vector’ (in
this configuration, an ‘eigenvector’), and is a vector of n components ordered in a row, with
each component being a dimension along which measurement takes place. The ket represents a
specific state of the system under consideration. If, say, we polarize monochromatic light, or
prepare an electron with a certain spin (up or down), then, given a matrix H where H is a
‘Hermitian’ matrix’, then H contains all possible measurables, and the ket vector encodes the

! To say that H is ‘Hermitian’ means that H = HY, the transposed complex conjugate of H in which rows
become columns, columns become rows, and all imaginary terms change signs. For instance, consider the
matrix M:

M:(11+i 1(;i)

The transposed complex conjugate of M is M, where we transform rows into columns while changing the
sign of all imaginary terms (those terms containing i):



specific experimental setting we have prepared.We can encode states of a system in terms of
components, for instance, a photon polarized along the x axis would be defined by the vector:

5 10=()

Meaning, ‘1 component in axis X, 0 components in axis y’ (of course, we could have done it the
other way around, this is largely a matter of convention). A is an ‘eigenvalue’, which represents
the result of measurement, typically 1 or 0@ (i.e., given the operator H acting on the eigenvector
we can get the state of the field [y) or not, respectively). Let us see an example. Let H be the
Hermitian matrix corresponding to % integer spin measurement (the Pauli matrix o3), and let |u)
and |d) be the eigenvectors corresponding to ‘up’ and ‘down’ spin, respectively. Let us make
everything explicit:

4 03 = (é —01)
= (o)
-

Now, we can act with the Hermitian matrix on either of the vectors, which gives us an
eigenvalue A times the corresponding vector. The interpretation of the matrix is, basically, ‘is
the spin up or down?’, and the eigenvalue tells us that, for a particular configuration we want to
measure, the answer is either ‘up’ or ‘down’, each answer corresponding to an eigenvalue.

Going back to more general issues, another common expression in quantum mechanics is (5)
(Dirac, 1958; Feynman, 2006: 3-2):

5) (a|p)

Where (a| is called a ‘bra vector’, and is the transposed complex conjugate of the ket: the row
becomes a column and imaginary terms change signs. In general, this is interpreted as ‘we
prepare a system in state 3 and measure it in state o’. Since both bra and ket are vectors, we can
take their inner product, which will be a scalar: this is known as the ‘probability amplitude’ for
the measurement of 3 into a. If we want to know the probability distribution, we have to
multiply (a. | B) by (o | B)*, where {(a | B)* is the complex conjugate of (o | B) (i.e., {o. | B) with
the signs of all their respective imaginary terms changed). If we are dealing with expressions
with zero imaginary parts, then (a | B){o. | B)* = (o | B)? (i.e., the ordinary ‘square’). The use of
Dirac notation will be particularly helpful because, unlike most works in cognitive science and
neurophysics, we work with mutually orthogonal results.

So far we have introduced some concepts we will need to account for the behaviour of
the systems we are interested in, but have said nothing about the kinds of objects (or ‘outputs’)

MT:(l-ll—i 10_i)

Since M = MY, we say that M is Hermitian.

2 -1 is also a possible value, but in that case, both the eigenvector and the eigenvalue are multiplied by -1,
which renders 1 acting on -|y)



thereby derived. Nor have we said anything about the properties of the phase space where
solutions to the frustration are to be found.

0.2 Mathematics

A strict separation between physics and mathematics in the present work would be
fallacious at best, and straightforwardly wrong at worst. For the purposes of this introduction,
we set the boundary between them in terms of real objects and their modelling: in this
subsection we will present the tools we will use to model the physical characteristics introduced
above.

If we are dealing with a system which changes over time, it would be interesting to know
the rate of change of some particular variable -or set thereof- of the system per time unit. This is
doable by means of so-called differential equations, a basic tool in infinitesimal calculus.
Generally speaking, an ordinary differential equation has the form

6) = fory=1f(x)

That is, we are interested in knowing the rate of change of y (a function of x) as the rate of
change of x goes to zero (in Leibniz’s terms, it is infinitesimal). So, we want to know how much
y changes as x changes. In (6) we have an equation with a single dependent variable, but things
are not always that simple; we will see that we have to resort to multivariable equations in order
to provide a reasonably accurate model of the sort of dynamical system we are interested in,
since there are a number of relevant interconnected variables to take into consideration, which
we will make explicit in the course of this work. A slight adjustment is needed, then:

7) Z—Z foru=1(x,y)

(7) is a function that takes two variables, x and y. A complex system of the kind we will be
exploring requires us to consider more than a single dependent variable evolving per unit of
time, and in this respect (7) is a simple yet extremely effective formalism to capture such
dynamics. Equations of the kind in (7) are called partial differential equations, and we will meet
them during our journey (they are particularly useful in neural field models, which play along
very nicely with an oscillatory engine for the computation). We will see that the cyclic nature of
computations, which derives from the physical notion of dynamical frustration, restricts the
kinds of functions we can choose from.

Differential equations are customarily used to model the overall behaviour and
evolution of dynamical systems, but what about the phase space in which that system evolves?
That is, which are the properties of the space in which states that satisfy the dynamics of the
system for a certain combination of variables —in simpler terms, ‘solutions’- are represented?
What are the mathematical and geometrical properties of the objects derived in that space? Here
is where topology can be of help. We want to know how symbolic representations are derived
(how we can ‘deform’ a particular space to get different emergent properties and objects given
physical constraints over deformation possibilities), but also how they behave, and how their
own topological properties as well as those of the space in which they interact constrain
behaviours. The simplest assumption at this point is that the space is Euclidean, and that the
objects are Euclidean as well. While reasonable, this is not a methodological choice as much as
it is an empirical issue, to be determined upon close inspection of a particular kind of cognitive

Vi



representation. For the time being, let us just say we will appeal to the topological concept of a
manifold, which is an n-dimensional object that locally displays Euclidean properties, but
globally has a non-Euclidean behaviour. A fine example is the well-known Klein bottle (below),
a non-oriented manifold derived from the also well-known Maobius strip®, whose local
properties we can study as being analogous to what we would find in a Euclidean space of
dimension 2 (usually referred to as R?).

Figure 0: Klein Bottle

The manifolds which we will study here using tools and methodology from differential
topology and (multivariable) calculus are constructed by means of computations, which affect
the topology of the space in which manifolds interact and relate to each other in many
interesting ways to be explored in this work. The focus will be set on the limits to such
interactions, beyond which certain operations cannot happen: crucial -and testable-
consequences for linguistic structures will follow from these unambiguous and fully explicit
formulations.

We have said that computations cyclically restrict the phase space within which we can
find solutions to a relevant equation. Mathematically, this means that we have to devise some
tool to capture this process of spaces restricting, and expanding, cyclically (see also the
discussion in Saddy, 2018 about the cyclical properties of embodied computation): integrals
will prove extremely useful in this respect. As a reminder, the integral of a function f(x) over a
closed interval [a, b] has the form

3 As the following limerick by the mathematician Leo Moser gracefully shows:

“A mathematician named Klein
Thought the Mébius band was divine.
Said he: ‘If you glue

The edges of two,

You'll get a weird bottle like mine’.”

vii



8)
b

ff(x)dx

a

The integral over a function with a single variable gives us the area below the function
between points a and b in the x axis. If the function has more variables, i.e., if it is defined in
more than 1 dimension, the integral has to be taken for each dimension separately, in a recursive
process but with a result of order n + 1, where n is the number of dimensions that define the
function (e.g., a line is unidimensional, and its integral is an area, thus bidimensional). We will
expand (8) as appropriate, when we consider more variables.

0.3 Linguistics

So far we have talked about a ‘system’, being deliberately vague. Or, rather, non-specific.
The reason is that what we have said, and most of what we will say, holds for more than a single
‘cognitive system’, provided that we have made no reference to system-specific concepts.
However, we will set our focus on one of these systems: language. Natural languages seem to
fulfil all the requirements specified in (1) for being systems of the kind studied by nonlinear
dynamics:

a) they are open because whatever cognitive system is appropriate for them must interact
with other cognitive systems (in the case of language, those in charge of sound and
meaning representations) as well as with the phenomenological world. We would like to
stress our position against studying language in the ‘mind-brain’ (an expression that is
commonly used in Generative Linguistics, see Chomsky, 1986b: 29 for an example)
completely isolated from other systems —cognitive, external- insofar as those systems
impose conditions upon language design (in the words of Chomsky, 2005, 2007): we
are referring, for instance, to physical limitations on possible neural networks, in turn
deeply related to optimization algorithms (designed to complete a given task
minimizing the number of steps, the energy required to complete it; in general,
maximize the output of a given task while minimizing the cost); factors defining the
phase space for cognitive dynamics and the possibilities for the computation to ‘point’
to certain places within that space, among other aspects which we will analyse in the
course of the work.

b) they are complex because there is a structure-building computational process that
interfaces with other cognitive systems that each impose different requirements, thus
giving rise to a tension insofar as these requirements are orthogonal to each other;

c) they are dynamic, on the scale at which we are working, because computations proceed
in real time and incrementally. This ‘derivational diachrony’ is an essential feature of an
account of a pair of integral characteristics of linguistic derivations and representations,
which are locality —in representational terms- and cyclicity —in derivational terms.

d) they present emergent properties. Emergence is also a key point to take into account
when considering the interpretation of linguistic structures: at each cycle, the
interpretation of the derived representation (particularly at the semantic component) is
not a linear function of the computations performed at that cycle alone, but is influenced

viii



by (i) previous cycles (by means of representational remnants of objects, sets, and
ensembles —Feigenson, 2011- in the episodic buffer, Baddeley, 2007; a process that is
intimately related to the concept of feedback loops), (ii) expectations and anticipation
processes (involving access to long term memory), as well as (iii) interactions between
elements within and across cycles, in ways we will attempt to derive from the physical
properties of the system as well as the topology of the objects and the workspace in
which they are derived,;

e) considerations of hierarchy and nesting will lead us to revisit the concept of phrase
structure as commonly assumed in linguistics (a task we initiated in Krivochen, 20153,
2016b; Krivochen and Schmerling, 2016), and to critically examine the relevance of the
Turing-based notion of recursion for cognitive capacities (Watumull et al., 2014, among
many others). Empirically, our testing domain will be locality conditions on the
establishment of dependencies among syntactic objects, building upon the foundational
(and to our mind, still unparalleled) work of Ross (1967) and his formulation of ‘island
constraints’ upon syntactic transformations.

At this point it is necessary to make it clear what we will mean by ‘language’ in the context of
our interdisciplinary inquiry. We define a language computationally, as a set of mutually
interacting constraints on an otherwise unlimited productive procedure (which is essentially a
normalized L-system; see below); physically, as a complex system evolving in time; and
mathematically, as a set of topological transformations (essentially, the imposition of a metric
over a field). These are crucial points, for we can only ask questions about ‘language’ if we
know what we are dealing with (i.e., if we have an answer for the simple question ‘what is
language?’: otherwise, the whole enterprise would be vacuous, in our opinion). Other uses of
the word ‘language’ are possible* (and sometimes yield consistent systems), but this is a matter
of definition, thus, of methodology. We will do our best not to take anything for granted.

We will compare and contrast the limitations on structure building and mapping
operations that natural language displays with those exhibited by formal grammars as
implemented in different automata within the Chomsky Hierarchy (Chomsky, 1959: 143). More
specifically, we will deal with Lindenmayer grammars (L-grammars) and their emergent
properties, which have been the focus of many cross-disciplinary studies, involving not only
linguistics —Uriagereka, 1998; Saddy and Uriagereka, 2004- but also biology -Pruzinkewicz and
Lindenmayer, 1990-, computer science, and automata theory -Hopcroft and Uliman, 1969-,
among others. We expect L-grammars to reveal the potential of and limitations on formal
languages for modeling natural language (and other cognitive capacities), based on the physical-
mathematical framework outlined above, which will be developed in detail throughout this
thesis. Specifically, we will attempt to derive the notions of cycle and island for the application
of operations from (i) the characteristics of the topological spaces in which manifolds are
generated, (ii) the properties of the manifolds themselves, and (iii) the way in which the
generative system interacts with (and is limited by) other systems; in Part V. Straightforward

4 For instance, Chomsky famously defined a language as a set of strings: | will consider a language to be
a set (finite or infinite) of sentences, each finite in length and constructed out of a finite set of elements.
All natural languages in their spoken or written form are languages in this sense, since each natural
language has a finite number of phonemes (or letters in its alphabet) and each sentence is representable
as a finite sequence of these phonemes (or letters), though there are infinitely many sentences. Similarly,
the set of 'sentences' of some formalized system of mathematics can be considered a language. (Chomsky,
1957: 13. Highlighted in the original)



and explicit predictions pertaining to locality conditions and islandhood phenomena following
from formal considerations will be the main empirical contribution of the present thesis.

Overall, we will argue against a computationally uniform template for cognitive
processes, and stress the importance of considering interactions between systems when choosing
or developing formal tools to model a particular system. The need to build bridges among all
three of the main disciplines mentioned here will hopefully be obvious throughout, and we hope
our conclusions will be accessible to readers coming from different disciplines, attempting to
shed some light on cognitive phenomena.

Roadmap

This thesis has four parts, which correspond to the presentation and development of a theoretical
framework for the study of cognitive capacities qua physical phenomena, and a case study of
locality conditions over natural languages.

Part | deals with computational considerations, setting the tone of the rest of the thesis, and
introducing and defining critical concepts like ‘grammar’, ‘automaton’, and the relations
between them®. Fundamental questions concerning the place of formal language theory in
linguistic inquiry, as well as the expressibility of linguistic and computational concepts in
common terms, are raised in this part.

Part 11 further explores the issues addressed in Part | with particular emphasis on how
grammars are implemented by means of automata, and the properties of the formal languages
that these automata generate. We will argue against the equation between effective computation
and function-based computation, and introduce examples of computable procedures which are
nevertheless impossible to capture using traditional function-based theories. The connection
with cognition will be made in the light of dynamical frustrations: the irreconciliable tension
between mutually incompatible tendencies that hold for a given dynamical system. We will
provide arguments in favour of analyzing natural language as emerging from a tension between
different systems (essentially, semantics and morpho-phonology) which impose orthogonal
requirements over admissible outputs. The concept of level of organization or scale comes to
the foreground here; and apparent contradictions and incommensurabilities between concepts
and theories are revisited in a new light: that of dynamical nonlinear systems which are
fundamentally frustrated. We will also characterize the computational system that emerges from
such an architecture: the goal is to get a syntactic component which assigns the simplest
possible structural description to sub-strings, in terms of its computational complexity. A
system which can oscillate back and forth in the hierarchy of formal languages in assigning
structural representations to local domains will be referred to as a computationally mixed
system.

Part 111 is where the really fun stuff starts. Field theory is introduced, and its applicability to
neurocognitive phenomena is made explicit, with all due scale considerations. Physical and
mathematical concepts are permanently interacting as we analyze phrase structure in terms of
pseudo-fractals (in Mandelbrot’s sense) and define syntax as a (possibly unary) set of
topological operations over completely Hausdorff (CH) ultrametric spaces. These operations,

> In the context of this work, ‘a X string” (where X stands for ‘regular’, ‘context free’, ‘context
sensitive’...) means ‘a string that belongs to a language that can be accepted by an automaton of class X’.
For example, a ‘regular string’ is a string that belongs to the set of strings that can be accepted by a FSA.

X



which makes field perturbations interfere, transform that initial completely Hausdorff
ultrametric space into a metric, Hausdorff space with a weaker separation axiom. Syntax, in this
proposal, is not ‘generative’ in any traditional sense —except the ‘fully explicit theory’ one-:
rather, it partitions (technically, ‘parametrizes’) a topological space. Syntactic dependencies are
defined as interferences between perturbations over a field, which reduce the total entropy of
the system per cycles, at the cost of introducing further dimensions where attractors
corresponding to interpretations for a phrase marker can be found.

Part 1V is a sample of what we can gain by further pursuing the physics of language approach,
both in terms of empirical adequacy and theoretical elegance, not to mention the unlimited
possibilities of interdisciplinary collaboration. In this section we set our focus on island
phenomena as defined by Ross (1967), critically revisiting the most relevant literature on this
topic, and establishing a typology of constructions that are strong islands, which cannot be
violated. These constructions are particularly interesting because they limit the phase space of
what is expressible via natural language, and thus reveal crucial aspects of its underlying
dynamics. We will argue that a dynamically frustrated system which is characterized by
displaying mixed computational dependencies can provide straightforward characterizations of
cyclicity in terms of changes in dependencies in local domains.
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Part I: Natural Languages and Natural Grammars

1.1 What is a grammar, and why do we need them?

In the present work we will be primarily concerned with the following twofold question:

1) How do we make sense of external stimuli in the form of objects and relations? And,
how do we externalize the internal representations of the phenomenological world?

The first part of (1) is not a problem concerning sensory perception, as it might seem: every
stimulus we are exposed to requires some sort of abstraction in order for us to impose structure
on it. Let us consider a couple of very brief but (hopefully) illustrative examples:

a) It would be at the very least simplistic to claim that there is nothing more to vision than
light exciting rods and cones in the retina, and so on... Imagine a desk, with a computer
on it, a briefcase, and Post-it notes all over the place. Light from the Sun or an artificial
source reaches those objects, some frequencies being absorbed, some being reflected
and reaching our eyes. That would be pure perception. However, we know there are
multiple objects in our field of vision, and what is more, we establish relations between
them (of the kind X on /under /in / ... Y, relative distances with respect to us as well as
other objects...). A crucial point, frequently overlooked, is that photons do not come
with diacritics of the kind ‘I am light reflected from the computer’, or ‘I am light
reflected from the desk’. We get a single array of light. Distinctness and relations are
not part of the stimuli, but we somehow assign them to the visual stimuli.

b) The linguistic example has been worked out a bit more, since at least Aristotle (Poetics)
and Varro (De Lingua Latina). More recently, approaches within Mainstream
Generative Grammar! (MGG henceforth) have developed the argument from an
internalist, innatist perspective. The problem is the same: natural language, at the
sentential and / or discoursal levels (see Everett, 2005 for a relatively recent reference in
this respect), displays hierarchical relations of different kinds. But all we get are waves,
layers of air in movement that hit our eardrum (and so on...). Quite safely, we can
assume that formal hierarchy (phrasal, discoursal) is not part of the waves, that is, it is
not coded as part of the layers of moving air. How do we work out constituency,
reference (including binding phenomena), presuppositions, entailments, gap-filling

! Following Culicover and Jackendoff (2005: 3), we will use the term MGG all throughout the present
work ‘to refer to the line of research most closely associated with Noam Chomsky, including Syntactic
Structures (1957), the Standard Theory (Aspects of the Theory of Syntax, 1965), the Extended Standard
Theory (Studies on Semantics in Generative Grammar, 1972), the Revised Extended Standard Theory
(Reflections on Language, 1975), Principles and Parameters Theory (Lectures on Government and
Binding, 1981), and the Minimalist Program (1993; 1995)’, as well as those extensions and patches by
authors closely related to Noam Chomsky’s theoretical position, and whom Chomsky or collaborators
have recognized as part of their enterprise. We will extend the concept of MGG to include the so-called
‘Biolinguistic enterprise’ (e.g., Di Sciullo and Boeckx, 2011; Fujita and Boeckx, 2016) and other attempts
to justify core concepts of the Chomskyan theory (Universal Grammar, the existence of an innate and
specific Faculty of Language, ‘syntax’ as an autonomous generative procedure...) from any discipline
(e.g., philosophy, see McGilvray, 2013).



(including sluicing, ellipsis...)... out of a phenomenological stimulus that displays no
syntactic structure of its own??

It should be at least apparent by now that we do not consider structure is in the stimulus. Our
answer to the first part of (1) is, thus:

2) By assigning a grammar to those stimuli

This is, admittedly, a bit vague, but it will be refined shortly -we still need to define what a
grammar is, for example-. Moreover, we will make an ancillary assumption in (3) (whose spirit
is in the line of Simpler Syntax, see Culicover and Jackendoff, 2013: 2, but under dynamical
local conditions which will be made explicit below):

3) The grammar we assign to a stimulus is the simplest possible grammar compatible with
the input class locally while losing as little information as possible in the process

(3) introduces the requirement of ‘losing as little information as possible’, which implies some
sort of counter-entropic measure built into the system (and which will be essential in answering
the second part of (1), the problem of structure externalization). Moreover, we allow for the
possibility that the relevant grammar varies in different local domains: that is, a grammar G
might be the ‘simplest’ for a domain D and might be enough to capture the relations between
elements in D, but might not be enough to provide a strongly adequate structural description for
D’, that is, assigning a structural description to D with neither too rich nor too impoverished
structure. Unlike Chomsky and Miller (1963) and Ristad and Berwick (1989), inter alios, we do
not assume that the assignment process is in charge of a deterministic function-based parser, and
we make no competence-performance distinction either®. It should begin to be apparent that one
of the cornerstones of the present thesis is that we are dealing with an interaction-based
dynamical nonlinear system* (a claim we will carefully argue for in Part 11) which displays
some sort of cyclic entropy — counter-entropy dynamics, to be refined and expanded on below.
Still, (3) is not anywhere near ‘satisfactory’. Let us proceed to carefully define and refine the
concepts we will use.

In the context of this work (and more generally, of our theory), we define ‘grammar’ as follows:

2 Needless to say, there is acoustic structure, but it does not map to the syntactic processes we presumably
have in the input preserving selected structure. Thanks to Susan Schmerling for making us aware of the
need to include this footnote.

8 We will define ‘function’ in Section 2.4.1 and discuss the implications of adopting a strict notion of
‘function’ for theories of language and cognition. A working definition, which we will discuss below, is
the following: ‘A function is a deterministic relation between a set of inputs and a set of permissible
outputs with the property that each input is related to exactly one output.’

4 We don’t want to give away much now (otherwise there’s no fun!), but this point deserves some
clarification. A dynamical nonlinear system:

a) Changes in time (‘dynamical’)
b) Produces outputs which are not directly proportional or linearly related to its inputs (‘nonlinear’)
c) Is composed by sub-units / sub-components which interact to produce said outputs (‘system”)



A finite, maximally explicit set of structural descriptions which are dynamically and
locally assigned to stimuli of whichever nature.

In this context, we take the concepts ‘grammar’ and ‘generative grammar’ to be equivalent, if
‘generative’ is understood in the sense of Chomsky (1965: 4; 1995: 162 fn. 1), as ‘maximally
explicit’ (i.e., mathematically formalized and therefore unambiguous); but not in the sense of
‘proof-theoretical derivation of structural descriptions’, which is a sense that Chomsky has
frequently rejected (see McCawley, 1988: 355-356 for an example of such an interpretation of
‘generation’ as ‘specifying the membership of a set of sentences that is identified with a
language’, this specification being a recursive function; see also Chomsky, 2007: 6) but also
frequently assumed himself°. It is to be noted that we shall use the terms ‘generate’ and
‘generation’ in a different sense, focusing on real-time computational processes (contra
Chomsky, 2007: 6), however, as we will see shortly, this does not mean that we assume either
an autonomous ‘syntactic component’ or a ‘constructional’ approach to what ‘syntax’ is; as
postulated by Schmerling (in press) —in turn a recent rephrasing and reworking of classic
European and American structuralist proposals-, ‘syntax’ does not create anything that is not
‘already there’ in a sense that will be made explicit in Part I11. Therefore, when referring to a
maximally explicit set of structural descriptions, we will simply use the term ‘grammar’,
presupposing the historical / methodological caveat®.

We depart from most linguistic work here (structuralist, generative, and even some branches of
cognitive linguistics), which assumes that a ‘grammar’ is strictly related to natural language: our
approach will be more related to computer science and automata theory when defining a
language and its grammar. Thus, for instance, while some second language acquisition
researchers argue strongly against the concept of ‘incomplete grammar’ (often without
providing a formal definition of ‘grammar’), we claim that if a grammar is consistent, it must be
incomplete, by Godel’s Incompleteness Theorems, for a grammar in the context of the present
work is a formal system like arithmetic or set theory. We put particular emphasis on minimizing
the amount of axioms and making inference rules more powerful; a position that is rather close
to Generative Semantics as in McCawley, 1968, 1971; Lakoff, 1971, among others. This
perspective shift will prove useful as our argument unfolds, and the importance of so-called
‘artificial grammars’ becomes obvious. Moreover, and unless explicitly indicated, we will not
make in Part | a systematic distinction between a biological person and a formal automaton.

Let us spell our basic assumption out: the process of ‘grammar assignment’, to which we will
return below, is the set of mechanisms by means of which an input is parsed (note: this is not to
say that the grammar is the parser, rather, the grammar can be implemented, and that
implementation constitutes parsing). By ‘parsing” we mean here that an input is assigned a
structural description and an interpretation at the relevant system, depending on the information

® For example: ‘The base of the syntactic component is a system of rules that generate [sic] a highly
restricted (perhaps finite) set of basic strings, each with an associated structural description called a
base Phrase-marker.” (1965: 17. Our highlighting); or ‘In its most elementary form, a generative system
is based on an operation that takes structures already formed and combines them into a new structure.
Call it Merge.” (2007: 3. Our highlighting).

6 An interesting question for studies on the history of Linguistics, and perhaps even its philosophy, is
whether generative grammars are indeed ‘generative’ in the technical sense allegedly intended by
Chomsky, particularly under the so-called Minimalist Program (Chomsky, 1995 and much subsequent
and related work) and the concomitant considerations about ‘perfection’ in the Faculty of Language, the
role of so-called ‘uninterpretable features’ in derivations, and so on.



contained in the input (visual, auditory, etc.) and the interactions between those systems. We
will use ‘parsing’ and ‘interpretation’ interchangeably. In the present work, the characteristics of
the systems involved and the workspaces in which operations apply will be analyzed as well,
since we will see there are constraints over possible structures that derive from:

e Physical properties of the neurocognitive substratum and the computational system, and
e Topological properties of the mental spaces in which elements are manipulated.

In other words, the characteristics of the space where formal operations apply (including
structure building, mapping, and interpretation) constrain the possible outputs of those
operations and determine emergent properties of cognitive computations (Saddy, 2018). The
kind of emergent properties we get given human limitations will be one of the main objects of
inquiry in this work.

At this point, it is useful to compare the definition of grammar we will assume here with
some of those more common in computer science or mathematical logics. For instance, in the
context of a discussion of formal languages and their corresponding automata, Hopcroft and
Ullman (1969) define a grammar as a set (Vn, Vr, P, S), where

The symbols Vy, Vr, P, and S are, respectively, the variables, terminals, productions, and
start symbol. Vy, V1, and P are finite sets. (Hopcroft and Ullman, 1969: 10)

Quite close in time, and influenced by the same mathematical background, Chomsky
(1965: 31) characterized a grammar within the discussion of the goals of linguistic theory as
follows:

We must require of such a linguistic theory [a generative grammar] that it provide for:

(1) an enumeration of the class St Sz, ... of possible sentences

(i) an enumeration of the class SD1, SDy, ... of possible structural descriptions
(iii) an enumeration of the class G1, Gy, ... of possible generative grammars

(iv) specification of a function f such that SDx j is the structural description
assigned to sentence S;, by grammar G;, for arbitrary i,j

(v) specification of a function m such that m(z) is an integer associated with the

grammar G, as its value (with, let us say, lower value indicated by higher number)

We could provide more definitions, but we consider these as fine representatives of their time,
still very much dependent on the works of Turing (1936) and Post (1944). Quite unsusprisingly
for anyone familiar with the history of Generative Linguistics, both definitions have a lot in
common. The Base component of a transformational grammar (lexicon + phrase structure rules)
manipulate non-terminal and terminal symbols; and structural descriptions for transformations
make reference to variables which range over unbounded sequences of both terminal and non-
terminal symbols as well (Ross, 1967). They are still present in the form of a set of (well-
formed) sentences, {Si1, S2, ..., Sn}, particularly because the root node S is, in Hopcroft and
Ullman’s conception, a ‘distinguished nonterminal’. Interestingly, the production relation,
which in rewriting formalisms is denoted by an arrow (such that ¥ — F is a production function
over an alphabet X that produces —possibly unary- strings F as outputs, more on this below), is
present in early Generative Grammar in the form of Phrase Structure Rules (PSR) within the
base component (which also includes the Lexicon, an equivalent to the alphabet in purely
computational terms), but also in point (iv) in Chomsky’s (1965) system. Requirement (iv)



assumes that there is a function relating strings to structural descriptions (which has to be
specified), such that there is a bijective relation between kernel sentences’ and structural
descriptions®. A grammar G, in the Aspects theory, is a set of rules that assign a structural
description to each and every well-formed formula in a natural language NL via a function f;
this function, insofar as it recursively enumerates the sentences of the language, is generative
(see Post, 1944: 286). Just like in Chomsky’s version of the Standard Theory, a language is the
set of strings (Hopcroft and Ullman call them words, a term that is equivalent to Chomsky’s
1965: 18 basic strings) generated by the grammar via the projection function applied to the
initial symbol S (Hopcroft and Ullman, 1969: 11)°. Furthermore, the finite character of the Vy
and Vr sets is also shared by early Generative Grammar, for lexicalist stances claim that the
Lexicon is neither computational nor systematic (see Chomsky, 1970; Fodor, 1970; Uriagereka,
1998: Chapter 6, contra Generative Semantics, see e.g., Lakoff and Ross 1967; McCawley,
1968; Shibatani, 1976, among others).

There are two salient notions in both Chomsky’s and Hopcroft and Ullman’s definitions
(also present in other frameworks, particularly Lexical Functional Grammar, see Kaplan and
Bresnan, 1982): functions defining relations between objects and/or levels of representation, and
finiteness. In this work, we will be primarily focused on the former, only tangentially touching
on the latter (which is nevertheless crucial, see Langendoen & Postal, 1984; Langendoen, 2010
for some discussion). The reason is that assuming a ‘generative device’ based on humber-
theoretic functions which recursively enumerates sets (and sentences, as sets of words and
phrases) has, as we will see, far-reaching consequences not only for the design of the (linguistic)
theory and what we can expect from it (see Pullum & Scholz, 2001; Pullum, 2007), but also for
the conceptions of the computational and neurocognitive substratum in which that theory is
implemented. Generative linguistics, and its psycho- and neuro-linguistic branches have

7 Strictly speaking, the term was first used in its modern sense by Zellig Harris (1951), but Chomsky
reformulated the notion in his Logical Structure of Linguistic Theory (1955). It is Chomsky’s version we
use here. Kernel sentences are strings that have a single base Phrase-Marker as basis and only undergone
obligatory transformations —e.g., affix hopping-, see Chomsky, 1957: 45; 1965: 17-18. The term was later
abandoned in favor of Deep Structure, which was also related to semantic interpretation and soon
developed into a so-called ‘level of representation’ in transformational theories

8 In a transformational theory, structural changes and the descriptions of the phrase markers after
transformations belong to a different component from phrase structure (the so-called transformational
component, comprising a set of rules to map phrase markers onto other phrase markers via displacement
operations, including passivisation, affix hopping, Wh-movement, among others). However, since not
every generative grammar is a transformational grammar (take Pollard and Sag’s HPSG and Kaplan and
Bresnan’s LFG as examples), we exclude a thorough discussion of the transformational component from
the present work.

® Chomsky (1957: 13) defines the grammar of a language L as ‘a device that generates all of the
grammatical sequences of L and none of the ungrammatical ones’ (see also Chomsky, 1965: 9), without
clarifying the grammaticality criterion (the linguistic equivalent to the decidability problem —see Hilbert
and Ackermann, 1928-, to some extent. See Kornai, 1985, for some relevant considerations about
grammaticality judgments for center embedding) or the exact nature of the ‘device’. The ‘generation’
process is taken there to be a [Z, F] sequential grammar, a property that crucially distinguishes Chomsky-
like rewriting rule systems from L-grammars. Prusinkiewicz and Lindenmayer (1990: 3) explicitly claims
that the replacement of the initial sequence with final strings occurs in parallel and simultaneously, as cell
division, for instance, occurs in more than a single cell at any time T. Parallel computation will be a
crucial part of our proposal, as in previous works, see Krivochen (2011, 2012, 20153, b). We will discuss
here how the simultaneity of L-grammars makes them orthogonal to the Chomsky Hierarchy, which we
claim only applies to sequential grammars and the automata that implement them. See also Saddy &
Krivochen (2016b); Saddy (2018) for a similar perspective.



assumed more or less strong versions of the Computational Theory of the Mind (CTM
henceforth, the idea that the mind literally is a digital computer; see Horst, 2015 for a
dispassionate overview; Gallistel and King, 2010 for a more apologetic approach) for the last 50
years, and have equated effective computation to function-based computation, with deep
consequences not only at the theoretical level (e.g., the abstract design of neural networks, or
the hypotheses about the kind of formal language that can better model a neuron’s behavior),
but also at the empirical and experimental levels, impacting on experiment design as well as
data interpretation.

It is one of the main purposes of the present work to problematize these assumptions, question
the theoretical and empirical validity of a uniformly function-based CTM, and propose an
alternative model that maintains (and hopefully enhances) descriptive adequacy while
improving on theoretical aspects, from the abstract notion of computation to the physical
properties of the automata we assume the formal system is to be implemented in. Thus, after
characterizing what a ‘grammar’ is, and partially defining its computational properties, we will
critically discuss the notion of function-based computation and its ramifications, as well as
recent alternative frameworks, in order to find the niche from which to develop our own
logically consistent alternative.

Before proceeding further, we need to specify the properties that a grammar must have qua
formal axiomatic system: in this way we restrict the framework and put our cards on the table.
This also allows the reader to draw comparisons with other definitions and characterizations
available in the literature (some of which will be reviewed below). In the background of formal
language theory, a ‘grammar’ is a finite set of rules of the general form A — B over an alphabet
¥ of terminal and non-terminal symbols, and has the following properties:

e Consistency: As with any formal axiomatic system, we want the set of structural
descriptions and the rules generating those not to contain internal contradictions. The set
of structural descriptions must thus be finite, and the metatheory of the grammar must
contain conditions over what can be a rule of the grammar. This requirement, however,
does not mean that a single structural description cannot be used for more than a single
stimulus, since such re-use is the principle of generalization in learning, nor does it
mean that a single stimulus cannot be assigned different structural descriptions by
different individuals, depending on situational factors (insofar as the situational context
is represented in the mind). Consistency is a requirement over the formal model, not the
modelled object.

o Incompleteness: This point attempts to cover Godel’s objections to Hilbert’s axiomatic
model for arithmetic (Godel, 1931). Basically, we claim that a consistent grammar is
always incomplete (the so-called ‘1% incompleteness theorem’) —that is, every grammar
has its ‘Godel sentence’; a Statement that is true in L but cannot be proved in L- and,
moreover, that such a grammar cannot prove its own consistency (the so-called ‘2"
incompleteness theorem®) —or, rather, the system cannot contain a proposition asserting
its own consistency-2°. That is, there is at least one structural description which does not
belong in the grammar, and, moreover, there is no way to incorporate it without making

10 These are, of course, simplifications of the original mathematical-logical formulations. We refer the
reader to Godel (1931), Theorems VI and XI for the source material.



the system inconsistent. A grammar, as any other formal axiomatic system, cannot
provide a solution to the decidability problem for grammaticality unless strings are
computationally uniform and their computational complexity falls below (or equal to)
context-sensitivity in the Chomsky Hierarchy!! (this problem is known as the
Entscheidungsproblem, see Hilbert and Ackermann, 1928: Chapter Ill, 8 12 for the first
reference to the problem; Turing, 1936 is the locus classicus for its non-solvability, also
Church, 1936). We will make a case for the divorce between the properties of the object
and the properties of the formalism, such that the object may not be uniformly Turing-
computable (derivationally and / or representationally), but the formalism (the linguistic
metatheory) may very well be.

e Recursion: There are many definitions of this notion which in part differ in their object
of focus (such that recursion is defined for an object rather than for an operation or set
thereof), but at least those used in mathematical logics and computer science are
formally equivalent (which is not the case if we take into account the definitions used in
linguistics, often misquotations from mathematical logics papers, as is the case of
Watumull et al., 2014; often just taken for granted with no explicit formulation or
mathematical discussion, as the case of Hauser, Chomsky, and Fitch, 2002; see Lobina,
2014 for healthy clarifications®?). Consider the following alternative criterial
definitions:

o Recursion as a property of systems: A formal system is recursive if one can
generate theorems from a limited number of axioms (e.g., the Zermelo-Fraenkel
set theory is recursive in this sense)

o Recursion as a property of languages: ‘A language whose sentences can be
generated by a procedure [a function or set thereof] is said to be recursively
enumerable.” (Hopcroft and Ullman, 1969: 6)

A language (a set of strings) is recursive (but not necessarily recursively
enumerable) if there exists a Turing Machine that accepts every string of the
language and rejects every string (over the same alphabet) that is not in the
language. A language is recursively enumerable if there exists a TM that

1 In Church’s (1936: 41) terms, “By the Entscheidungsproblem of a system of symbolic logic is here
understood the problem to find an effective method by which, given any expression Q in the notation of
the system, it can be determined whether or not Q is provable in the system”. Hilbert and Ackermann
(1928) formulate it as follows: “The Entscheidungsproblem is solved when one knows a procedure by
which one can decide in a finite number of operations whether a given logical expression is generally
valid or is satisfiable. The solution of the Entscheidungsproblem is of fundamental importance for the
theory of all fields, the theorems of which are at all capable of logical development from finitely many
axioms.” [Trans. by Klaus Sutner]

12 See also Everett (2009), who presents a brief but illustrative summary of the notions of ‘recursion’
assumed in the linguistic literature (Everett, 2009: 1):

There are different formalizations of recursion around, but the two that seem most appropriate to
considerations of its relevance to human language are (1) and (2):

(1) Recursion A: Recursion is an operation that applies to its own output.

(2) Recursion B: For any grammar recursion is the property that in principle a machine could
determine in finite time, for any arbitrary finite string over the right alphabet, whether the string is
in the language or not.



accepts every string of the language and does not accept every string that is not
in the language (but not necessarily reject it, the TM can also enter an infinite
loop).

o Recursion as a property of functions: ‘[a] number theoretic function ¢ is said to
be recursive if there is a finite sequence f number-theoretic functions ¢1, ¢z , ...,
on that ends with ¢ and has the property that every function ¢, of the sequence
is recursively defined in terms of [...] preceding functions, or [...] is the
successor function x + 1’ (Godel, 1931: 159)

o Asubset S of the natural numbers is called recursive if there exists
a total computable function f such that f(x) = 1 if x €S and f(x) = 0 if x ¢S (in
this sense, recursive is synonymous with decidable; based on van Heuveln,
2015; Berwick, 1984: 190)

o A function is recursive if it allows the non-circular definition (by means of
proof) of formulae in which the function occurs (based on McCarthy, 1960: 4)

Of course, it must be borne in mind that the fact that a grammar as a formal system is
recursive in any of the senses specified above does not mean the object it models is
recursive as well: that is to be proven empirically, and independently. In other words,
whereas the structural description for a string, or the process by means of which that
structural description is obtained are formally recursive, it might very well be the case
that the input for which the grammar provides a structural description is not. A point we
will make here is that natural languages are not recursive in any relevant sense, but the
formal procedures to generate structural descriptions might be, if they turned out to be
functions in some nontrivial sense. The outputs of natural language grammars are the
objects that, when interpreted, are assigned a structural description by means of a
process that might or might not be recursive. Of course, this strongly contrasts with
Hauser, Chomsky and Fitch’s (2002) claim that recursion (in a very vague sense that
has provoked severe misunderstandings within the field; Lobina, 2017 offers detailed
discussion and clarification still within the ‘biolinguistic’ camp) is the crucial
characteristic of the Faculty of Language in the Narrow sense (FLN): we are highly
skeptical regarding not only the existence of an ‘innate’ Faculty of Language (a most
obscure notion, since definitions have changed over the years becoming more vague and
including biological jargon to further complicate the picture; see Behme, 2015b; Postal,
2009, inter alios for a critical review of the rhetoric behind UG and the lack of hard
evidence for its existence), but also the claim that recursion (caveats aside) is a
necessary condition for natural language to have arisen evolutionarily and to ‘work” as a
computational (read: ‘generative’ —Post’s 1944: 286 recursively enumerable- and
‘function-based’) engine. Consider, for instance, tessellation (i.e., the tiling of an n-
dimensional space without leaving any gap or empty place —think of a tiled floor, for
instance. See Figure 1, below-). While the procedure of dividing a plane using a finite
number of geometrical figures (e.g., two, in the case of the well-known Penrose tiles
‘kite” and “dart’ but usually more if the tiling has a decorative function) is recursive in
the senses specified above, it is not clear in which sense we can say that the object (i.e.,
the tessellated plane) is recursive itself.


https://en.wikipedia.org/wiki/Natural_number
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Figure 1: tessellated wall at the Alahambra, Spain. "Tassellatura alhambra™ by gruban
- http://www.flickr.com/photos/gruban/11341048/ Licensed under CC BY-SA 2.0 via
Commons

The same caveats can be made with respect to a sentence: whereas the question about
whether it has been derived by means of recursive procedures like Post-style rewriting
rules is, although not obvious, legitimate (see Everett, 2005 for some critical discussion
about the role of recursion in language; also Jackendoff and Wittenberg, 2014%3).
However, we do not think that asking ‘is a sentence recursive?’ makes any sense: on the
one hand, just like nobody would say a plane is recursive before tessellating it; a
sentence, existing as either a neurocognitive entity describable in terms of patterns of
firing neurons, or as an external object describable as drops of ink on a paper, or layers
of air in movement, is hardly describable as recursive before ‘someone’ (or
‘something’, we are not distinguishing people from automata for the time being)
attempts to ‘parse’ or otherwise analyze (provide a structural description and an
interpretation model for) it. On the other hand, but in a related point, it is an empirical
guestion whether the procedures used to weakly generate the sentence are recursive
themselves. In the sense that generate has in Post (1944), this is only true if this
procedure recursively enumerates the sentences in a language; this view assumes that
explicitation can only come with enumeration. But if we analyze the nature of structural
descriptions that are assigned to strings, the question of ‘what operations are necessary
to yield a string s as output’ becomes relevant, and essentially an empirical question. In
Krivochen (2015a; 2016b, c; 2018a); Bravo et al. (2015), a.0. we argued that phrase

131t should be noted that these authors make the mistake, in our opinion, of equating syntax to recursion,
thus tacitly accepting Hauser, Chomsky and Fitch’s (2002) definition of FLN. They say ‘In our view,
syntax is not the only generative linguistic system’ (Jackendoff and Witttenberg, 2014: 66), expanding on
other ‘generative’ systems in natural language (see also Jackendoff, 2002), but without contesting the
‘generative’ character of the ‘syntactic component’; this implies as narrow a conception of what ‘syntax’
is as MGG’s: ‘it [syntax] is a formal system that abstracts away from semantic categories, that labels
constituents in terms of abstract categories such as nouns and verbs, and that imposes formal structure
on them.” (Jackendoff and Wittenberg, 2014: 67).
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markers exhibit computationally mixed dependencies, which means that a single phrase
marker could display a finite-state dependency between some of its parts, and a higher-
level degree of complexity between some others'4. In past works we proposed that it is
the change of computational dependency that delimits local cycles in such a ‘mixed’
system. By saying that a system is ‘computationally mixed’, we mean that the structural
descriptions assigned to substrings in L(G), for L a finitely enumerable set of strings
and G a grammar, need not all be formally identical. In this sense, a computationally
mixed system assigns a substring the simplest structural description that captures and
represents the formal and semantic relations between syntactic objects, essentially
deriving the so-called cyclic principle: instead of appealing to designated nonterminals
(e.g., NP /'S), the assignment of structural descriptions and the formulation of
admissibility conditions over representations pays attention to the shift in computational
dependencies within ‘extremely local’ units (in the sense of Putnam, 2010: objects
introduced in the derivational space by the immediately following rule). Should we
concede that the derivation of a sentence is an example of a recursive procedure, we are
faced with the question whether all the operations involved in any such derivation can
be characterized as ‘recursive’ and exactly how so: this involves a problem noticed,
among others, by Juan Uriagereka, about the syntactic / semantic representation we
assign to a phonological string like (4), for X representing different occurrences of a
given symbol:

4 [..X..X.]

There are at least three ways in which we could assign (4) a structure (omitting the dots,
which correspond to irrelevant structure):

5) a [[X] [X]]
b. [X [X]]
c. [IXI X1

In Kosta & Krivochen (2014a: 249) we offered conceptual and empirical evidence in
favor of not considering (b) and (c) mirror images of each other (as has been suggested
in the literature), but basically the same phrase marker, since branching side should be
irrelevant for a neurocognitive plausible model of syntax. Consequently, a situation like
(4) can be solved in two ways:

6) a. Assume a linear (e.g., finite-state) dependency between instances of X
b. Assume a hierarchical (e.g., phrase-structural) dependency between instances of X

Since the number of possible structural descriptions for n instances of X is n!, should we
have [...X...X...X...] (a longer version of (4)), there are 6 possibilities, of which only 3
are semantically relevant. The others are mirror images of these 3, only relevant if
branching side is taken to be a significant factor (the picture gets more complex with
each further occurrence of X). This question, in turn, involves assumptions about the

14 Sampson (2009) and Gil (2009) also challenge the often implicit assumption that natural languages are
structurally uniform, but their view is essentially cross-linguistic. In that respect, their work could be seen
as complementary to some aspect of the present thesis. They also put more emphasis on language as part
of human culture than on its cognitive, physical, and formal aspects; without denying the importance of
the latter.
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topological nature of the space in which derivations take place, to which we will return
in depth in Section 3.2 below:

7) a. [[XT XT [XI1
b. [X [X [X]]]
¢ [[X X] X]

Of these, (b) is the only one that displays pure, uniform phrase-structural (Type 2)
dependencies, being derivable by successive and constantly growing (‘monotonic’)
applications of a concatenation operation (say, ‘Merge’ or ‘Unification’; at this point
they are not empirically distinguishable) to instances of X. The others involve either
pure finite-state dependencies within a flat structure (in (a)), or mixed dependencies —
combining parataxis with hypotaxis- (in (c)). The crucial part here is that no
interpretative hypothesis is any better than the others a priori, without us knowing the
semantic contribution of each instance of X (note that this takes us back to the
possibility of having to resort to different grammars for different local domains that we
left open in (3), in a sense that will be made fully explicit in the remainder of the thesis).
Thus, the options in (5) are all available as interpretative hypotheses when we start to
parse the input (which therefore has no inherent structure), the final decision being a
product of the interaction between independent systems (a claim we will explore in
depth below).

e Productivity: (also often referred to as ‘creativity’ in the Cartesian sense, see Behme,
2014 for discussion) We claim that the set of structural descriptions is not fixed a
priori: unlike Chomsky (1965: 31), we do not consider that a linguistic theory should
contain an enumeration of all possible sentences: such a set has been proven to be
uncountably infinite (Lewis & Papadimitriou, 1998; Langendoen & Postal, 1984). This
is so because there is a potentially unlimited number of sentences (Chomsky, 1965: 4),
and it is also a popular view within MGG (particularly on its first incarnations) that any
sentence can be infinite in length due to the possibility of embedding (this take on
‘infinity’ has some concomitant learnability problems that we will not tackle in this
work, but which should be taken into consideration when evaluating a theory of
grammar). The set of structural descriptions, on the other hand, is finite. In the view
defended here, we propose that the process of grammar assignment is dynamic and
adaptive, in the sense that a particular interpretative hypothesis can be replaced in mid-
parsing if a disambiguating / correcting element is introduced (the same happens in
cases of semantic / pragmatic coercion, see Escandell and Leonetti, 2002). Consider, for
example, the famous case of ‘Garden Path Sentences’ (example taken from Bever,
1970: 316):

8) The horse raced past the barn fell*

15 Bever qualifies the sentence with ?, as marginal or unacceptable. However, if presented to subjects in a
non-self-pace-reading manner (e.g., if the sentence is heard in casual speech), its acceptability increases
considerably. The medium (in the sense of ‘properties of the physical channel through which the message
is transmitted’, following Lyons, 1977: 103, ff.) seems to be at least partially relevant in the identification
of parsing difficulties.
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9)

It is known that, until ‘fell” is presented to subjects, the preferred interpretation is NP +
VP (see Bever’s ‘interpretative strategies’). However, after ‘fell’ is introduced, the
representation must change to NP + Relative Clause + VP. Graphically:

a) [NP VP] (before the introduction of ‘fell’)
b) [[NP [RC]] VP] (after the introduction of ‘fell”)

We will see that the dynamic, online character of the model we argue in favor of has
empirical differences with respect to predictions derived from models of function-based
computation, which is basically linear, sequential, and insensitive to external influence.

The effects where (8) is concerned are clearer when the sentence is linearly expanded,
asin (9):

The horse raced past the barn fell after tripping over.

From a theoretical point of view, the computation of functions cannot be tampered with:
once one set the (o-)machinery in motion (i.e., the relevant Turing Machine TM), one
external controller cannot influence it (e.g., change the rules, favor the application of
one rule over another, etc.). This means that interpretative procedures, either considered
as a whole or as sets of trial-error loops, are impenetrable (just like traditional Fodorian
vertical faculties and their way of processing data, see Fodor, 1983). The direct
consequence of this is that we cannot know whether the system has chosen a ‘bad’
interpretative path until we have the results. If the interpretation is not compatible with
some measure (say, accuracy or simplicity, to take a classical opposition in the
psychology of perception, see Pomerantz and Kubovy, 1989), then the process must be
repeated from square one. An interactive approach makes quite different claims from
those made by a function-based approach: as we will see in Section 2.4 when analyzing
function-based vs. interaction-based computation, the latter allow multiple sources of
information to influence the computation at non-aprioristically defined points, rather
depending on the requirements of the system when processing a particular input and the
kind of available information. Sub-derivations delimiting accessible domains for the
purposes of specific operations (so-called cycles) are thus porous, open to external
influence (thus resembling c-machines more than a-machines, in Turing’s 1936 terms).

We will look at this in more detail when comparing function-based and interaction-
based models of computation.

Internalism: This is one of the crucial parts of our proposal. As a radical departure from
(often tacit, but) widely held assumptions in cognitive science, we will argue that the
phenomenological world has no structure itself, but we assign structural descriptions to
the phenomenological world by means of categories like sortal and eventive entities,
where the latter can be defined in terms of relations among the former. We defend the
idea that interpretation is grammar assignment (as opposed to recognition), in the sense
in which we defined it above. This claim has relevant consequences for cognitive
science in general, but we will focus on the linguistic implications of adopting such a
view. The immediate consequence is that no linguistic object has a structure, that is,
there is no structural description associated with a string before that string is interpreted.
Moreover, in this structure-assignment process, more than a single structural
description can be initially considered as a working hypothesis. This multiplicity of
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possible structures gives rise to a competition dynamics among them that, relevantly,
need not result in the same candidate for all subjects, so-called ‘structural ambiguities’
illustrate this eloquently. Consider the following example, appeared in a 1930 issue of
the magazine Boys’ Life:

10) Scoutmaster: Time flies.
Smart Tenderfoot: You can't. They go too fast

Relevantly, the ‘scoutmaster’ has assigned the string the structure [subj Time [ven flies]],
whereas the ‘smart tenderfoot’ acts as if he takes it to be an imperative sentence with
the structure [[suvject YOU [verb time [o; flies]]]. Considering humorous and situationally—
dependent interpretations (which take us, computationally, significantly beyond a ‘last-
element-in-the-stack’ based kind of automaton, since non-literal —non-natural, in
Gricean terms, see Grice, 1957- meaning often requires near-unrestricted search space,
perhaps only constrained by procedural elements).

A more complex example, like (11)
11) Time flies like an arrow

has (at least) the following possible interpretations, with different degrees of “far-
fetchedness’ (taken from
http://en.wikipedia.org/wiki/Time flies like an arrow; fruit flies like a banana)

12) a. (imperative) measure the speed of flying insects like you would measure that of

an arrow

b. (imperative) measure the speed of flying insects like an arrow would

c. (imperative) very quickly (i.e., like an arrow) measure the speed of flying
insects

d. (imperative) measure the speed of flying insects that are like arrows (includes
an abridged restrictive relative clause)

e. (declarative) all of a type of flying insect, "time-flies" collectively enjoy a
single arrow (i.e., V(flies) > 3(arrow))

f. (declarative) each of a type of flying insect, "time-flies" individually enjoys a
different arrow (i.e., 3(flies) > v(arrow))

0. (declarative) each of a type of flying insect, "time-flies" individually enjoys an
occasional arrow (i.e., 3(flies) > 3(arrow))

h. (declarative) "time", as a sortal entity, moves metaphorically in a way an arrow
would

i. (declarative) a copy of the magazine Time, when thrown, moves in a similar
manner to that of an arrow (admittedly far-fetched, but possible)

Those different interpretations, some varying in Logical Form properties only (e.g., e/ f
/ g), some in constituency boundaries (e.g., a/ b/ c/ d), and some in interface properties
(relating both semantics-pragmatics and syntactic structure; e.g., h / i), seem to provide
at least a starting point to think of the structural description associated to the string [time
flies like an arrow] as something not inherent to the string. If this is so, then our task, as
interpreters, is not to uncover the real structure, but to assign the string a structure that
fulfils certain requirements, which we will deal with in detail below. The internalist
proposal we put forth here also has another consequence, and that is that there is no
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structural description if there is no mind to assign it*°. Of course, we are not restricting
the possibility to assign a structural description to humans, as it seems obvious that
animals also assign a structural representation to their environments, their own actions,
and even their social relations'’, even though they do not externalize it in the form of
stings of symbols and it is likely the kind of computational dependencies available to
them is more restricted than in the case of the Homo genus. Specific properties, we will
argue, arise as emergent properties of the interaction between complex systems.

Generative character: Chomsky (1965: 4, 1995: 162) has asserted that a generative
grammar is nothing more than an explicit grammar (Borsley and Bdrjars, 2011: 1-2; but
see McCawley, 1988 and Postal, 2003: 603, who explicitly show that Chomsky’s
definitions of what ‘generative’ is have changed over the years, yielding some
inconsistencies. The reader may compare Chomsky, 1995: 162 with Chomsky, 1957:
13; Chomsky, 1959: 138; or Chomsky, 2007: 3), abstracting away from the real-time
process of structure generation and processing in the mind. In fact, he claims that ‘a
generative system involves no temporal dimension. In this respect, generation of
expressions is similar to other recursive processes such as construction of formal
proofs’ (Chomsky, 2007: 6). It seems clear that no such ‘generative’ system (in the
2007 version and similar incarnations, a system whose origins are to be found in Post’s
1944 definition of generative in the context of sets of positive integers) can account for
physically realized —i.e., embodied- cognitive processes (and this claim will be essential
in the adoption of a certain kind of time-dependent equations for the mathematical
formalization of our theory while acknowledging the essentially continuous and
analogic character of mental computation, see Spivey, 2007 for discussion), and, in fact,
it seems to be at odds with the alleged ‘biolinguistically” oriented enterprise that
currently dominates a large part of the generative market (see Di Sciullo and Boeckx,
2011; and Fujita and Boeckx, 2016 for a recent overview), in the sense that all
biological systems evolve in time, most frequently in the form of non-linear systems.

A time-independent theory of syntax is, by definition, severely undermined in its
implementational adequacy. Such a theory allows for stipulations to emerge without the
limits that could be imposed if one considers, for instance, that all operations have to
apply in polynomial time (i.e., language processing has to be a problem of the class P;
specifically, an algorithm is said to be solvable in polynomial time if the number of
steps required to complete the algorithm for a given input is upper-bounded by O(n*) for
some positive integer k and where n is the length of the input in bits): it is hard to
imagine how all feature-checking / valuation / deletion / inheritance operations (to name
but a few, see Chomsky, 2000, 2001; Pesetsky and Torrego, 2007; Gallego, 2010;
Ouali, 2010) plus the structure building and mapping operations Merge and Move (in
the simplest picture, without even considering the materialization and linearization
operation Spell Out applying several times during a derivation, following the seminal
proposal of Uriagereka, 2002a) could be implemented in a system with limited working

16 For the solipsistic reader, riddle me this: if a syntactic objects moves out of an island and there is no
one to parse it, is the sentence still ungrammatical?

17 This claim is based on recent experiments in which non-primates, like certain species of crows, have
displayed the capacity of planning actions with a goal, and establish a hierarchy between needed actions,
see for instance Taylor et al. (2010); Taylor and Cayton (2012).
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memory and in polynomial time given the fact that there are no principled limits for
what can be said to belong to UG. The traditional architecture for the grammatical
system assumed in the Minimalist Program is the following (apud Chomsky, 1995;
Marantz, 1995; Kitahara, 1997, among many others):

Lexicon
Merge (Internal / External) — applies to categories

Agree — applies to features
Spell-Out

Phonetic Form Logical Form

Sensory-Motor system Conceptual-Intentional system

Figure 2: The architecture of the Language Faculty

This architecture has no (obvious) neurocognitive correlates or correspondences (see
Poeppel and Embick, 2005; Embick and Poeppel, 2014; and our discussion of their take
on the matter in Section 1.4), nor is it derived from limitations imposed by physical
aspects of the substratum in which said grammar emerges. However, it should be useful
to keep it in mind, as we will discuss a related architecture below, and our own proposal
can be seen as a reaction to the unidirectional, function-based nature of the architecture
assumed in the Minimalist Program. We will discuss aspects of this architecture in the
remainder of this thesis, particularly, structure building and materialization and their
corresponding physical interpretations.

Since our goal is to develop aspects of a neurocognitively implementable theory of
language (in connection to the physical properties of cognitive systems), it is clear that
‘generative’ in the sense of ‘fully explicit’, while being crucial, is not enough
empirically: we require of a theory to account for the relations between Conceptual
Structures CS (Taylor et al. 2007; Uriagereka, 2008, 2012; Jackendoff, 2002, Lobina,
2012b; among others) and linguistic structures, as well as how (and why) hierarchical
structures are ‘flattened’ for purposes of their externalization as sound waves.
Moreover, we also require of such a theory to establish reasonable limits for the time in
which computations take place, in turn limiting the properties of what is actually
computable in a classical sense (e.g., problems that can be computed in exponential
time are not computable in polynomial time), and revisiting it with experimental
predictions about what can be computed in polynomial time within an interactive model
of computations. To summarize this point, the sense in which we understand
‘generative’ properly contains the orthodox Chomskyan sense (‘fully explicit’), and
complements it with a ‘structure assignment in real-time’ sense. We will also see that
there are theoretical and empirical arguments to reject the notion of syntax being a
‘generative’ mechanism in the ‘step-by-step structure building’ sense (i.e., the proof-
theoretic sense) from a field-theoretic perspective: syntax can be thought of as a
topological operation that disrupts the ultrametricity of the conceptual and phonotactic
spaces, and parametrizes them in the mathematical sense. In this respect, we will argue
in favour of syntax as a partitioning rather than as a generative mechanism (see also
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Schmerling, in press for a related view; and Hjelmslev, 1961 for an example of formal
analysis under ‘syntax-as-partitioning’ assumptions). Syntax, in this work, will not
operate over discrete objects, but rather over spaces.

e No domain-specificity (Cf. Fodor, 1983 and much related work): In short, this property
of the concept of ‘grammar’ we assume amounts to saying that grammar assignment
processes are not specific to language, being present in other faculties. As we said
above, the process by means of which a structural description is assigned dynamically
to relevant portions (in the technical sense of ‘relevant’, see Sperber and Wilson, 1986;
Wilson and Sperber, 2004) of the phenomenological world is perhaps the defining
property of perception, from a computational point of view (see, e.g., Pomerantz &
Kubovy, 1989; Chater, 1996, among others). As such, the process requires mechanisms
that are explicit and underspecified enough to be applicable to different faculties, which
work with different substantive elements: the algorithm cannot be sensitive to the inner
characteristics of the objects it manipulates, a feature we have referred to in past works
as a ‘blind’ syntax (Krivochen, 2011 et seq., see also Boeckx, 2014 for a different take
on the matter, closer to MGG). A blind syntax, that is, a mechanism of structural
description assignment that is insensitive to the inner characteristics of the objects it
assigns a structure to, is, we think, a better way to approach a theory of computational
systems and their interfaces with other systems (e.g., meaning and sound) than going
the other way round, which is the common practice in MGG.

Thus, we propose, the computational mechanism that assigns a figure-ground dynamics
to the cup of tea and the table it is on in front of me is, in a non-trivial way, the same
one that assigns a linguistic stimulus a description in terms of what we customarily refer
to as phrase markers, despite the obvious variations in the relevant alphabet.
Differences in the form of structural decriptions depend on external conditions over the
computations that operate over cognitive spaces (see Saddy, 2018 for details about this
process). Non-domain specificity also means, crucially, no Faculty of Language, since
the set of elements that are both innate and specific to language is the empty set (we
have made a case for this in Krivochen and Kosta, 2013): here we have summarized
previous discussion by saying that specificity is, if anything, an emergent property of
the interaction between systems, which allows us to resort to the explicit and highly
developed techniques used in dynamical systems theory, among other formal
explanatory tools. ‘Specificity’ is an interface property, an emergent property, if you
will (even though the concept of ‘interface’ will be challenged in this work, it is familiar
to linguists). In a word, there is nothing ‘special’ about language as a cognitive
capacity or as a formal system, and that is desirable®. We will see that such a claim has
deep consequences not only at the theoretical level, where we are forced to abandon
intra-syntactic stipulations, like the existence of purely syntactic filters or principles
governing relations between elements, as well as features and Agree operations driving
the syntactic derivation. This claim has also deep consequences at the empirical level,
where we are forced to pay attention to a wider number of variables when considering a
particular phenomenon and attempting an explanation. We explicitly claim that no

18 Most emphatically: ‘not special’ does not mean or entail ‘not worthy of attention’. There is nothing
‘special” about, say, Hydrogen. It is the most abundant element in the Universe. Yet, without it there
would be no life.

16



phenomenon in the human mind can be satisfactorily explained by resorting to a single,
very specified, mental faculty in substantive isolation (contra the growing specification
of syntactic mechanisms within MGG). Rather, the focus should be set on the
interactions between the relevant systems, insofar as systems constrain each other in
their operations and outputs: as we will see below in detail, the dimensionality
flattening which, we think, is essential for externalization, is actually an interface
phenomenon arising at the interaction of orthogonal planes within a complex nonlinear
system.

Now that we have made explicit the features we assume for our grammar, which differ
significantly from customary assumptions in MGG (as well as other formal, yet non-
transformational models, like HPSG or LFG, see Pollard and Sag, 1997; and Kaplan and
Bresnan, 1982; Bresnan, 2001, respectively) involving structure building as a formal model, the
relation between grammar and its respective inputs and outputs, as well as the neurocognitive
processes underlying the formal operations we assume; it is time to move forwards and
formalize exactly what we mean by ‘structural description’, which is the other obscure term in
our hypothesis, ‘grammar’ being the first. In short, we will propose the following:

A structural description SD of an input | is a formally explicit, abstract representation of
I in terms of objects and relations in | built in real-time.

Of course, more explanation is in order. On the one hand, we require the notion of
‘representation’ to be clarified and explicitly characterized in this context. On the other, we need
to specify the alphabet (i.e., the finite set of symbols) with which these representations will be
formed (technically, generated) and the operation or operations by which this generation takes
place, as well as the properties of the space where those operations take place and how they
influence the relevant computations. We will how proceed to do that, narrowing down our scope
to natural language, the object of our inquiry for the rest of the thesis.

1.2 On the alphabet of linguistic structural representations®®

Following the system outlined in Krivochen (2011; 2012a), in turn heavily based on the
Relevance-theoretic approach of Sperber and Wilson (1995), and the Relevance-generative
proposal of Escandell and Leonetti (2000), we distinguish two kinds of elements present in the
modelling of structural descriptions for natural language strings: (1) roots (a.k.a. conceptual
elements) and (2) procedural elements. The difference between these kinds of elements is given
not by their format or inherent syntactic properties (we argue that there are no such intrinsic
properties, contra Chomsky’s 1995 et seq. formal features), but by their semantic properties,
which in turn influences their possibilities of syntactic combination (that is, the syntagmatic
relations they can enter into) in the context of a model in which syntactic structure is essentially
semantic structure (see also McCawley, 1968; Dowty, 1979 for related views):

(1) Roots are pre-categorial linguistic instantiations of generic concepts (see Panagiotidis,
2010, 2013; Borer, 2014; among many others; we will return to the properties of the

13 Warning for the non-linguist: this section contains a fair share of jargon, which has been kept to a
minimum to the extent that circumlocutions were possible. The non-linguist may skip this section
altogether, if it feels too dense. Or, he can consult Uriagereka (1998) for a very accessible introduction to
generative jargon, which has been adopted and/or adapted, to different extents, by other frameworks
(HPSG, LFG...). In any case, we will summarize the section’s main points before 1.3.
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conceptual space and the characterization of concepts in terms of attractors in dynamical
systems in Part 111). Generic concepts of the kind we will assume are used to build
conceptual structures (which might or might not be linguistically instantiated) are
“severely underspecified” with respect to their extension as well as their format (which
determines the formal properties of the structures in which they appear, including
graph-theoretical and computational properties, both of which we will analyze below).
This underspecification makes them unusable for the narrow purposes of building
linguistic structures by themselves?, so they can only be instantiated in a derivation
under the scope of a procedural node (an assumption that has similarities to Distributed
Morphology’s ‘categorization assumption’ which requires all roots to appear in a local
relation with a category-defining functional head by the time they are Spelled-Out, see
Panagiotidis, 2013: 5 for a recent reference, although our version is semantically rather
than morphosyntactically based). Roots convey generic conceptual instructions, and
their potential extension is maximal (expressible by the superset that properly contains
all actual, past, and potential referents for a given root, including non-factuals and
counterfactuals), given their semantic underspecification: bare roots have no (spatio-
temporal) anchor, and are thus not referential in any non-trivial sense: we cannot ‘pick
out’ an element, or a set thereof, from the (mental representation of a) world, because
we have no instructions with respect to what to look for.

(2) Procedural elements convey instructions for the system pertaining to how to
manipulate, interpret, and relate semantic substance. Procedural instructions play two
main roles for interpretative routines:

e They restrict reference to a proper subset of a root’s extension. Each element restricts
the set in different ways, for example:

V= {a, B, v, A 5...0} (each Greek letter represents a member of the extension of the
root)

a. £V} = {o, B, v}

b. .V} = {r, %, 8}
Where x and y are procedural elements having semantic scope over the root.
e They provide instructions as to:

o where to retrieve information from, in the phase space defined by the dynamics of
the system at a specific derivational point (whose characteristics we will make
explicit in Part I11)

20 In theory-neutral terms, pure roots cannot denote either sortal or eventive entities (consider the root
\/water, for instance...in isolation, we cannot know whether it is used to denote a substance, or the event
of pouring that substance on some affected object) nor can they serve as property predicates. These
semantically interpretable functions are only available for structures of the kind [procedural
element(conceptual root)].
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o what kind of information to retrieve, relational or non-relational ¢V

Procedural elements thus convey an essentially locative meaning in the sense that they
relate a figure (i.e., the root) to a ground (a set of properties / sortal entities), and they are thus
predicators (i.e., functors) which have to have semantic scope (i.e., a local hierarchical
dependency at the component assumed to be in charge of semantic interpretation) over their
(logical) argument. The mutual dependency between these roots and procedural elements is very
eloguently illustrated by means of the well-known Kantian sententia ‘Gedanken ohne Inhalt
sind leer, Anschauungen ohne Begriffe sind blind’ (Kritik der reinen Vernunft, A 51/B 75).
While we are well aware that the quote originally refers to the relation between sensorial
information and a priori formal categories, we want to use Kant’s words to emphasize that
procedural instructions must operate over conceptual content, otherwise, they are ‘empty”’ (e.g.,
a preposition with no complement). Likewise, conceptual content with no structuring
instructions (e.g., a bare root) is ‘blind’. In both cases, unless they combine thus limiting their
respective phase spaces, they are linguistically useless.

Moreover, we will make a further distinction within conceptual elements just for the time
being, between Lexical NPs and sortal variables (which we will denote by A, a notational
device used already in Fiengo, 1977 and Wasow, 1979). Following the type-token distinction
worked out in Krivochen (2015b), we will use numerical subindexes (A1, Az, ...) to denote
different tokens of the same type, and prime notation (A’, A”...) to denote different types. Thus,
[...As1... A’4] is a structure in which we have a single token of two different types (see
Bromberger, 1993 for a discussion of types and tokens in linguistics from a —primarily-
philosophical perspective, which needs to be distinguished from the strictly syntactic approach
taken here: both types and tokens are formal, not sensory, entities in the present work). In cases
like this, in which there is only one token of each type, we will frequently omit the numerical
subindexes (which would be just ‘1°) for simplicity. Variables, which are non-rigid designators
(including reflexives, reciprocals, and pronouns), enter the derivation comprising all possible
outputs as far as their phonetic form and semantic interpretation are concerned, which will be
contextually determined (in the formal language theory sense of context): an anaphoric or a
pronominal form will surface depending on the presence of a Lexical NP, identified with proper
names and, possibly, indexicals (following Russell, 1911) in a local domain. Therefore, it is not
the form that determines distribution (as in traditional Binding Theory??), but quite the opposite:
it is the distribution that determines the phonological form in a way to be specified shortly. For
instance (using traditional bracketing for expository purposes):

13) John shaved himself
14) [w» John [ Vo [ve shaved A]]]

The VP-vP structure form a single domain (see also Grohmann, 2003, who calls the domain
within which thematic relations are established ‘0-domain’), semantically, an eventive domain

2L These points are related to the notion of ‘conceptual localizer’ in Relevance Theory, see Sperber and
Wilson (1986: 86-92), also Escandell and Leonetti (2000: 367-368).

22 This ‘module’ of the grammar is composed by the following principles (Chomsky, 1981: 188):
Principle A: an anaphor is bound in its governing category

Principle B: a pronominal is free in its governing category
Principle C: a referential expression (R-expression) is always free
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including an ‘initiator’ or ‘agent’ argument (licensed by the causative node v heading a ‘little v
Phrase’ VP)?3. Therefore, the sortal variable A in the Complement position of V is given a
morphophonological exponent —pronounced’, or ‘materialized’-, as an “anaphor”, a term that
we consider an interface epiphenomenon when referring to the phonological form of a syntactic
object (as opposed to a set of semantic properties, with which there is not always a perfect
superposition, as the existence of long-distance anaphors as in Latin proves). In a more general
spirit, we will consider all phonological forms epiphenomenal aspects of syntactic-semantic
construal, as there is no one-to-one link between phonological form and syntactic distribution or
semantic interpretation (for an empirical study concerning Case from the present perspective,
see Krivochen, 2012a: 77, ff.; also Trejo, 2013: Chapter 2; see also Schmerling, in press for a
fully explicit Categorial grammar built from the morphophonology up). The possible
phonological outcomes of A are apparently the superposition of the following two states (Case /
theta roles interpretations being -non deterministically- read off the configuration containing the
variable and the structurally closest procedural head, Tense for nominative, causativity for
accusative, Preposition for dative; see Krivochen, 2012a for details):

a) Anaphor (reflexives, reciprocals)
b) Pronoun (e.g., him, her, it)

However, it would be a stipulation to claim that Lexical NP is not a possible state of the
referential sortal system, and it would give NPs a special place within the theory: something we
would like to avoid, unless data should so require. A theoretical revision of the proposal above,
including NPs into the A system, considers only phonological variables (that is, elements whose
phonological exponent, or ‘materialization’ is dependent on that of some other element), which
are logically referential expressions all the same. Consequently, the structure of (13) is actually
—something like- (15):

15) [ve A [ Vo [ve shaved A]]]

If hierarchy actually plays a role in reference assignment when interpreting a string, it does so
along with linearity (Culicover, 2013): since top-bottom relations in a phrase marker does not
necessarily correspond to left-to-right relations when that phrase marker is linearized (see, e.g.,
Uriagereka’s 2012: 56 Mirror Linear Correspondence Axiom, which maps c-command?* into
follow-on relations instead of precedence), there must be some independent mechanism if
syntactic structure is to be inferred from phonological order in terms of a linear function (a
methodology employed widely in Generative Grammar, most notably since Kayne, 1994).
However, if we look at things the other way round, departing from a Conceptual Structure CS
and considering morpho-phonology to be a subsystem that forces the collapse of all possible

23 We will exclude lexico-syntactic proposals like Hale and Keyser’s (2002) for the time being, because it
is not clear that the lexical structure (or I-syntactic structure) actually affects the binding properties of
variables. In the case of a lexical decomposition model (e.g., Hale and Keyser, 2002; Mateu Fontanals,
2002; Jackendoff, 2002), the structure for the change of state predicate would be something along the
lines of [John [DO [CAUSE [BECOME [John, shave]]]]]. The exact formulation varies from author to
author, our sample structure is closer to the original decomposition approach in Generative Semantics
(McCawley, 1968 and much related work).

24 Following Reinhart (1976) and much related work, let us define that A c-commands B iff the first
branching node that dominates A also dominates B, and neither A nor B dominate each other. C-
command is said to be asymmetric iff A c-commands B but B does not c-command A: this qualification
excludes sister nodes, which mutually c-command.
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interpretations of referential variables to one of their possible outcomes to materialize them, the
resultant system is quite different. This proposal is clearly different from the usual ‘phonology-
free syntax’ position that is assumed in MGG, and disrupts the independency of components in
the Y-model (see, e.g., Chomsky, 1957 for the first arguments in favour of the independency of
syntax). It is crucial to bear in mind, though, that a deterministic system for the materialization

of variables faces difficult problems: consider (16), from Bach (1970: 121)

16) The man; who shows he; deserves it; will get the prize;j he; desires

Bach (1970) used (16) as part of an argument against the transformation pronominalization as
defined, for example, in Lees and Klima (1963: 23). In effect, as Bach notes, a
pronominalization approach woud yield an infinitely complex Deep Structure, with infinitely
many embedded NPs. However, there seems to be arguments in favor of some structural
sensitivity for variable materialization (which could take the form of preferences or gradients
rather than deterministic rules): for instance, examples like (16) are ungrammatical:

16) *He; who shows the man; deserves the prize; he; desires will get it;

That is, crossing dependencies (computationally context-sensitive local configurations) pose
problems for a transformational theory of pronominalization (at least in the strongest version, in
which all pronouns are equally transformationally derived, which as Postal, 1969: 202 among
others points out, need not be the case), but as Jacobson (1977) argues in depth, the syntactic
configurations in which crossing reference is possible (that is, patterns like [i...j...i...j...] fori
# ) is severely restricted, and interpretation is not always straightforward (sometimes requiring
relaxing referential identity to ‘sloppy identity’). She takes these structural and semantic
constraints to be arguments in favor of a theory in which surface pronouns do not always
correspond to NPs at Deep Structure. In our terms, the argument can be recast as one against
strict deterministic rules relating occurrences of variables and their materialization. So whereas
an approach based on c-command (or command, as in Langacker, 1969) between referential
variables before and after mapping operations might have shortcomings if interpreted as a set of
obligatory and deterministic rules, language-specific cyclic conditions do seem to influence the
possibilities for variables to surface as pronouns or anaphors in specific configurations where
there is a competition for preferences in referential chains (see, e.g., the discussion of the
pronoun/anaphor alternance in Dutch by Rooryck and Van Wyngaerd, 2011; also the rich
inventory of examples in Culicover & Jackendoff, 2005: Chapter 10, among others. The concept
of ‘competition’ in chains is developed in Martin & Uriagereka, 2014). If cycles are not
aprioristic entities but emergent properties of derivations, inter-linguistic variation is only to be
expected. Moreover, if binding is not a primitive of the theory of grammar, but an interpretive
effect of cross-cycle relations at the semantics-pragmatics interface, putative ‘exceptions’ like
the morphophonological exponents in Malayo-Polynesian languages noted in Reuland (2011.:
23) could fall into place. We will not develop a dynamical syntax approach to binding here, but
it is to be noted that there are enough objections to canonical Binding Theory to pursue
alternatives that are not purely syntactic in nature (for some such alternatives, see Culicover &
Jackendoff, 2005; Reinhart, 2006, among others).

Now, an elegant theoretical solution to modelling the lexicon would set formally uniform
(yet crucially not static) criteria for referential variables, be they sortal or eventive (in Borer’s
2005a, b terms). This is what we will propose now, as an extension of the system sketched
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above containing procedural elements and A sortal variables: the subset of the lexicon used to
derive a given sentence is an array that consists of

e A variables, corresponding to sortal entities
e [ variables, corresponding to eventive entities
e Procedural elements

Let us work with the traditional idea that there is a lexicon separate from the syntax, and that the
syntax manipulates elements from that lexicon in order to build structure for a while longer. The
question arises of what the nature of the elements in the lexicon is, and how they are instantiated
in specific derivations. Here we will assume that the set of elements used to build linguistic
structure in a particular instance contains abstract types, not tokens (see Krivochen, 2015b for an
extended analysis of this idea and its application to displacement phenomena). Moreover, types
do not correspond to full-fledged lexical items with featural specifications which determine their
syntactic, semantic, and phonological properties (as would be the case in non-transformational
lexicalist frameworks), but to variables in the sense specified above, whose category, reference,
and morpho-phonological exponent will depend on the local relations that it establishes with
other nodes. A token, in this sense, is simply a pair type, context (that is, a type inserted in a
structure or otherwise manipulated by a rule). We will maintain the distinction between A and I'
as if it was a primitive of the theory, but it should be borne in mind that these themselves can be
decomposed: recent approaches to roots within the Minimalist tradition (Marantz, 2007,
Panagiotidis, 2014; Borer, 2017) assume a-categorial roots and a set of ‘categorizer’ functional
heads (v, n, and maybe others) which determine that a single root -say, Vwater- would be
interpreted as a part of speech or another —watery vs. watery-; this perspective owes much
(more than it seems to be willing to recognize) to the Generative Semantics enterprise in the late
60s and early 70s (McCawley, 1968, 1973; Lakoff, 1970, among others). Transformational
rules, then, make reference to tokens, not types. In more general terms, which suffice for the
purposes of the present work, the simplification of the lexicon we proposed above can be made
more schematic, expressing a fundamental opposition between relational and non-relational
elements, which goes deeper into levels of description than the A, I version: we could conceive
of T variables (with the exception of some very primitive eventive entities, mainly
presentational and stative unaccusatives, like [appear] and [be] respectively) as the result of of
local dependencies between semantically underspecified roots related by means of a very
narrow number of procedural elements, whose variability we will represent via binary features
in a purely descriptive manner:

17) P: a terminal comprising locative instructions in terms of central / terminal coincidence
relations (Hale, 1986)
V: a terminal comprising eventivity in terms of [+/- dynamic] (Mateu Fontanals, 2002)
v: a terminal comprising causativity in terms of [+/- affectedness]®

25 Mateu Fontanals (2002) adopts a v head for verbs like [have], in which it is not clear that there is even
an external initiator (since the semantics of possession can be decomposed by means of just figure-ground
dynamics with a central coincidence relation, as in Harley’s, 2003 ‘Puave’). However, it would not be
quite correct to eliminate v altogether, since verbs like [have] do not behave like unaccusatives or
ergatives, particularly when it comes to diathesis. We thus follow Mateu Fontanals in this point, much
discussion pending. See Krivochen (2015c) for discussion about the procedural value of v.
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D: a terminal comprising sortality in terms of specificity and definiteness (in
combination with aspectual, modal, and temporal information).

Let us summarize the main idea of this section: every grammar operates over an
alphabet. In the case of natural language, that alphabet contains (at least) two kinds of elements:
conceptual elements (which provide semantic substance), and procedural elements (instructions
pertaining to how to interpret the relations between substances). Those conceptual elements
receive their morpho-phonological exponents partly depending on their distribution and local
relations with other elements, and partly depending on cost-benefit relations at the time of
building a representation of the meaning of the construction that those elements appear in.
Materialization options for procedural elements are quite more restricted, for they belong to
closed classes. Moreover, we have suggested that these elements are located in a mental space,
whose properties and characteristics we will expand on in the remainder of this thesis. In this
view, procedural instructions pertain to where to look for semantic substance and how to
establish relations among substantive elements and between substantive elements and models of
the world.

1.3 On generative operations®

A generative grammar for natural languages is an explicit formal system (Chomsky,
1965: 4; 1995: 162, fn. 1) based on an algorithm that recursively enumerates structural
descriptions of well-formed strings in the form complex structures made up of discrete atomic
elements in the manner of a proof (see Pullum, 2007). Essentially, the construction of structural
descriptions proceeds in the following way: ‘take simple things and combine them to make a
more complex thing’. So far, a point on which transformational and non-transformational
theories of syntax agree (and even pre-generative forms of structuralism), is that syntax is
computational (derivations are developments of proofs), and computation is discrete
combinatorics, operating on discrete objects. Let us focus on MGG for the time being. This
computational system, in short, takes lexical items from an unordered set (the so-called
Numeration) and combines them step-by-step binarily, establishing hierarchical relations
between pairs of distinct objects. Current developments within transformational versions of
generative grammar, from Chomsky (1995) on, have led to the proposal of a single, ‘free’
generative algorithm called Merge, which ‘takes objects X, Y already constructed and forms a
new object Z.” (Chomsky, 2013: 40). Needless to say, stipulations aside, X and Y can be of
arbitrary complexity, either terminals (i.e., lexical items, which do not branch) or non-terminals
(branching nodes, i.e., sub-trees) built via Merge, which, in Uriagereka’s (2002a) terms
corresponds to the distinction between (a) Monotonic (which make the tree grow constantly and
at a constant rate; expressible in finite-state terms?’) and (b) non-Monotonic (non-regular)
Merge.

26 Most of what follows in this section is borrowed from Krivochen (2015a), although the discussion has
been shortened and adapted to the present context. We refer the reader to that publication for details about
phrase structure building under the present assumptions. Here, we will focus on alternatives rather than
discuss the problems of current assumptions.

2 Consider that finite-state models allow head-tail recursion, insofar as loops can consist of arbitrarily
long chains of symbols, linearly ordered (i.e., excluding hierarchy and embedding). If this is so, as
Uriagereka (2008: 233) proposes, then the Markovian character of monotonic Merge (or “merge to the
root”) follows straightforwardly: the monotonically assembled sequence [he [saw [the [book]]]] (and any
other like it) can be expressed by means of a Markov chain, oversimplified as ‘he — saw — the — book’,
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Merge was devised as an attempt to unify two defining properties of natural languages in the
MGG lore, hierarchical structure and displacement. The former (External Merge) includes a
theory of proper containment, dominance, or non-connectedness relations between syntactic
objects; the latter (Internal Merge, or Move), a theory of how syntactic objects are interpreted in
syntactic locations that differ from their phonological location. There are some crucial notions
in the previous paragraph: one of them is the ‘new object Z’ part. Within the Chomsky
Hierarchy CH, an inclusive classification of formal grammars (see Chomsky, 1959: Theorem
1%8), External Merge (EM) (where X and Y belong neither to the same object nor to each other,
but are taken from the ‘Numeration’, a subset of the mental Lexicon that is used to derive a
particular expression) is regarded by Uriagereka (2008: 234) as a context-free operation,
because it creates Z from any two X, Y available at a time in a derivational space. Note that
Merge(X, Y) = {Z, {X, Y}} is the bottom-up equivalent of the PSR Z — X, Y. Thus, EM is
available to Push-Down Automata, which allow true recursion, i.e., free center embedding (as
opposed to Finite State Automata, which allow only head-tail recursion)?. Note, however, that
this Merge operation can be further decomposed as follows:

18) a. Concatenation (join X and Y together)
b. Labeling / Projection (form Z)

Labeling implies taking {X, Y} as a unit (or, alternatively put, identifying the categorial
specification of Z and its distributional properties) for the purposes of further computations,
which in turn determines its syntactic behavior (can it be an argument? can it take arguments?,
etc.) and interpretation at the sound and meaning interfaces with the Sensory-Motor (SM) and
Conceptual-Intentional (ClI) systems, respectively. Such decomposition has been attempted,
among others, by Boeckx (2009: 48), Hornstein (2009: 57-58), and Hornstein & Pietroski
(2009), under mainstream Minimalist assumptions.

Of those steps, only the first is computationally context-free, insofar as Labeling
requires the algorithm to peer into either X or Y to find categorial features to project (following
orthodox assumptions, expanded on in Chomsky, 2013, 2015); this probing can go further than
the last element introduced in the derivational space, thus, a ‘last-in-first-out’ stack is not
enough. The operation proceeds in such a way that if X =V and Y = N, then Z = VP via
percolation of V’s categorial features; this operation determines that this object VP, as it is,
cannot be an argument, but can take an argument (e.g., an initiator or ‘effector’, following Van
Valin and Wilkins’ 1996 proposal), can be anchored in time, etc. Some recent proposals on the
Chomskyan side assume that other features than categorial features can determine labels,
including agreeing ¢ features among other intra-theoretical stipulations (e.g., Chomsky, 2015).

with each lexical item configuring a state of the system. We did not include loops here, but it is equally
simple to add n loops to the finite-state automaton, as in [he saw the old, boring, heavy book].

28 “Theorem 1: for both grammars and languages, Type 0 2 Type 1 2 Type 2 2 Type 3’ (Chomsky, 1959:
143); where Type 0 = unrestricted; Type 1 = Context-Sensitive; Type 2 = Context-Free; Type 3 = regular.

29 Also Medeiros (2015a, b) analyses dependencies traditionally considered to involve movement within a
stack-perspective (i.e., implementable via a PDA): his stack mechanism, which we will briefly introduce
in Section 3.2.5 below, correctly predicts superiority effects as the ones arising in multiple Wh- questions
like [who saw what?] and [what did who see?]. It remains to be seen if a stack model based on the Linear
Correspondence Axiom (Kayne, 1994) as a linearizing algorithm can also accommodate phenomena like
anti-superiority effects, which are known to arise in languages like Japanese and Korean (Jeong, 2003);
not to mention non-monotonic or cross-cycle dependencies. These areas are currently under research.
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Thus, Concatenate might be computationally context-free at most, as it merely ‘puts things
together’, but Labeling must be as (mildly) context-sensitive as the structure mapping operation
Internal Merge IM (formerly Move-a). This is the case if IM’s (mild) context-sensitive nature
(in turn, requiring at least an extended Push-Down Automaton, PDA+ to be computationally
implemented, see Joshi, 1985) depends on IM searching anywhere within the limits of left and
right boundary symbols (Uriagereka, 2008: 227-229) within an already constructed object W to
extract / copy a syntactic object of arbitrary complexity X € W and merge it to W (this
constitutes what is called reprojection, see Matushanski, 2006; also Uriagereka and Hornstein,
2002), or to Z o W, always extending the phrase marker in a bottom-up fashion (the so-called
Extension Condition, see Chomsky, 1995: 189-190; Kitahara, 1997: 5-8) without modifying it
(“tampering with it”) internally, by definition. We will see that non-transformational models
differ with respect to the assumptions they make about structure building, but they all
implement normal grammars®, thus, they all need some notion of nonterminal, which is always
labeled in some way: differences in this respect are mostly notational (see, e.g., Bresnan, 2001,
2011: 117 for an LFG perspective; Steedman and Baldridge, 2011: 185-186 for discussion
within Combinatory Categorial Grammar), and do not affect the core idea®. We beg the reader
to keep in mind the concept of label in the sense of ‘what determines how a certain unit is to be
interpreted for the purposes of future computations’, for it will prove useful when comparing
different kinds of formal grammars: we will suggest it is the defining property of normal
grammars: only those can operate over labels.

As opposed to Merge (and, in general, the format of Phrase Structure Rules that
prevailed in the Standard Theory and its extensions), Jackendoff (2011) argues in favor of a
different kind of structure building operation within a generative framework: Shieber’s (1986)
Unification. The formalism put forth by Shieber, and adopted by HPSG, LFG, and other non-
transformational grammars, is heavily based on the concept of feature structure, assuming a
very rich and specified Lexicon (see, e.g., Nordlinger and Bresnan, 2011 for a presentation of
LFG; and Green, 2011 for an overview of HPSG; both LFG and HPSG operate over feature
matrices via Unification). In fact, it does not apply to undetermined X and Y objects, but, by
definition, applies to feature structures, which are defined as a partial function of features
(dimensions, in Minimalist syntax) to values (see Pollard and Sag, 1994: Chapter 1): for

%0As a reminder,

Chomsky-normal grammar: every context-free language is generated by a grammar for which all
productions are of the form A — BC or A — b. (A, B, C, nonterminals, b a terminal, including ¢)

Greibach-normal grammar: every context-free language is generated by a grammar for which all
productions are of the form A — ba, where b is a terminal and a is a string of nonterminal variables.

Unless explicitly indicated, we will use ‘normal’ to refer to either kind of formal grammar, for they are
equivalent in most relevant cases. See also Post (1943: 198-199).

31 As Postal (1964: 7) correctly points out, traditional grammar assumes the same basic ‘phrase structure
grammar’ generative grammars do, with a terminological change: instead of identifying the immediate
constituents of S(entence) as NP and VP, they are Subject and Predicate. A nontrivial observation to
make is that headedness is not a sine qua non condition for labelling, for we can have in natural language
exocentric constructions that are nevertheless labeled (including non-sentential units, see, e.g., Emonds,
1976: 52-56). Formally, the requirement for labeled nonterminals is a constant in all the frameworks we
have reviewed so far. It is crucial to bear this in mind, for it will be significant when dealing with non-
normal formal grammars.
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instance, we can have a mapping from the feature [person] to the value [third] (which is a partial
function insofar as there are other possible values), as in the following example:

19) cat: NP

mumber: singular
agreement:
person: third

Such a structure is abbreviated as Dnpssg. Feature structures vary in their specificity, and in the
number of features they contain (here, we have only categorial and agreement features, but
different formalisms have adopted more, including specifications for grammatical functions and
subcategorization frames). Unification applies to feature structures in the following way
(Shieber, 1986: 14):

20) In formal terms, we define the unification of two feature structures D’ and D” as the
most general feature structure D, such that D’ € D and D” < D. We notate this D = D’
uD”.

Some further clarification is necessary here. Within Unification grammars, € is used to
symbolize a subsumption relation between feature structures, in which a feature structure,
abbreviated D, contains part of the information of another D’, such that D’ € D. In more
complex terms, the concept of subsumption is based on that of dom(D) (the domain of a feature
structure, namely, the features it includes, regardless of their mapped values), such that D’ € D
iff V(x) | x € dom(D’), x € dom(D). A more concrete example will clarify the differences
between Unify and (Chomskyan) Merge (taken from Jackendoff, 2011: 276, ex. 10 a, b):

21) a. Unification of [V, +past] and [V, 3 sing] = [V, +past, 3 sing]
(not [[V, +past] [V, 3 sing]], as with Merge)
b. Unification of [VP V NP] and [V, +past] = [VP [V, +past] NP]
(not [[V, +past] [VP V NP]], as with Merge)

We can recognize three distinct possible results of the operation, based on Shieber (1986: 15):

e Unification adds information (e.g., feature structures are not identical, but compatible)
¢ Unification does not add information (e.g., feature structures are identical)
e Unification fails due to conflicting information (e.g., same features, different values)

Merge could be formulated in such a way that derivations must be counter-entropic (that is, the
informational load for the interfaces is always increased, at least if one interprets the extension
condition and the full interpretation principle strictly). But this is only one of the possibilities
with Unification, which makes the derivational dynamics, in our opinion, more interesting
(insofar as the computational consequences of each possibility have to be taken into account at
each derivational point, if Unification is to be implemented in a derivational model). Jackendoff
(2011: 276) claims that Merge can be regarded as a particular instance of Unify, in which
feature structures are reduced to two, in the following way:

22) Merge (X, Y)
Unify (X, [xy]), being [x y] a feature structure containing unspecified terminal elements
=[X,y],as X D x.
Unify (Y, X,y =[X, Y],asY D.
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Unification-based grammars do not consider a structure-mapping algorithm, since they are by
definition non-transformational: there is no operation derivationally relating phrase markers,
nor are there different, subjacent levels of structure (or conditions applying to them). Thus,
these models are called monostratal (since there is no mapping between levels or components,
even though there might be different components expressing different information, as in c- and
f-structures in LFG).

Merge-based and Unification-based models of structure building include most major syntactic
theories (MP —including Stabler-style Minimalist Grammars-, HPSG, LFG, Survive-
Minimalism, Simpler Syntax). We have reviewed pros and cons of both classes of grammars in
Krivochen (2015a; 2016c), here we will go further, assuming the discussion there.

It is crucial to bear in mind that, despite what some (widely assumed) theories imply, models of
structure building are nothing but models, not the actual object of research. That is, a binary-
branched tree is not a sentence or its structure, it is only a model of a sentence or its structure,
just as Bohr’s atomic model was not an atom. For non-linguists, this clarification might seem
otiose, but within generative linguistics it is most important: MGG’s theories of displacement
and linearization, for instance, depend on linguistic structures being actually 2-D trees in the
graph-theoretic sense (which has not been thoroughly analyzed, with the exception of the works
of Roberts, 2015 and the slightly more topologically-oriented proposal in Uriagereka, 2011).
Non-transformational theories are also, although to a lesser extent, committed to graph theoretic
assumptions. While the properties of a hydrogen atom can be made explicit regardless of the
model used (that is, a hydrogen atom will always have a proton and an electron, regardless of
whether we are graphing it using Bohr’s model, Schrodinger’s, Rutherford’s...), the properties
assigned to a particular string of language largely (if not entirely) depend on the theoretical
framework we are submerged in and the model they assume. For the sake of concreteness, let us
consider Kayne’s (1994) Linear Correspondence Axiom (LCA), which states that linear order is
a function of asymmetric c-command relations between terminals® (see Section 2.9 below for
clarification). LCA-compatible objects are always and only of the following form:

23) XP

X/\
\/\

Y. /P

N

z t

X’s asymmetrical c-command path (i.e., all the nodes X c-commands but that do not c-
command X) is marked in blue and Y’s, in green. Z does not asymmetrically c-command
anything and nor does its sister (they mutually c-command, which is referred to as a ‘point of
symmetry’), but since the most deeply embedded element in the structure is a trace t, it need not

32 The LCA formulation is as follows (we will come back to it in Section 2.9):

‘Linear Correspondence Axiom: [LCA] d(A) is a linear ordering of T.” [A a set of non-terminals, T a set
of terminals, d a terminal-to-nonterminal relation, defined as asymmetric c-command] (Kayne, 1994: 6)
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be linearized (as it receives no phonological exponent), and the potentially problematic point of
symmetry situation is directly dismissed. The transitive c-command relations we diagrammed in
(23) are translated into linear order as follows:

24) X~ Y"Z[ Y]

Note that the linearization axiom (to which we will return below, as it is an example of function-
based syntax, against which we will argue) rests on two fundamental, far-reaching stipulations
(there are others, like the assimilation of specifiers and adjuncts, or restrictions over labeling,
but they all derive, in our perspective, from these two):

o Structural uniformity under X-bar theoretic assumptions (regardless of structure
building directionality, that is, the LCA is not necessarily tied to either top-down —PSR-
or bottom-up —Merge- approaches, if linearization is strictly post-syntactic)

e The most deeply embedded element in a structure must always be a trace (or any other
kind of phonologically null element) in order to break a symmetry point

However, there is an essential confusion here: while the linear character of the signifié is an
observable phenomenon, theory-independent; the syntactic structure that is inferred from it is
quite the opposite, a highly theory-dependent, purely abstract set of stipulations. The confusion
between levels has lead MGG theorists like Adger (2012, p.c.), or Boeckx (2014) (see also
Chomsky, 2013, 2015; to mention just the most recent references) to claim that every road leads
to Merge (in different forms, always part of UG and frequently stipulated as an operation over
feature bundles), and you cannot have an explanatory theory of language without assuming
something like it (going so far as to say that ‘(...) it would require stipulation to bar either of
them (...)’ [External and Internal Merge], Chomsky, 2013: 40). Particularly after the explosion
of the so-called ‘biolinguistic enterprise’ (see Chomsky, 2005; Di Sciullo and Boeckx, 2011;
Fujita and Boeckx, 2016), MGG proponents seem to be under the impression that they are
actually describing and ‘explaining’ something external to their particular formalism, in the
most extreme cases, a biological reality (failing to note that, as Postal, 2004: 298 —paraphrasing
Everett- does, that ‘if linguistics were what the author [Chomsky] claims, syntactic trees would
be visible in CAT scans’). This is a problem for epistemology, and falls outside the scope of our
work. We do stress, however, that the best we can aspire to for the time being is having a model
of the object that can capture and faithfully represent the properties of mental processes and
representations while attending to the proviso that we are not claiming linguistic structures are
in fact the way we model them®, a position that is not shared by most practitioners of MGG
(who follow a Kaynean approach to phrase structure). After all, if physics still uses models, at
this point in history, we cannot expect much more from linguistic theory.

1.4 On Linguistics and Neurolinguistics, Reductions and Unifications

We propose in this work an alternative model to transformational generative grammar and
associated ‘biolinguistics’ in the present work; which, in our opinion, has the advantage of
capturing some properties we expect to verify empirically. While models for phrase structure

33 In Krivochen (2015a; 2017) we have resorted to a modified version of the well-known tree model
purely for expository purposes, but the same considerations apply. We are quite confident that the
problems we tackle (e.g., the structure of coordination, adjunction, iteration, and their consequences for
computational models of linguistic competence) exist independently of the specific framework we
utilized, and arise in other frameworks as well (HPSG, LFG, Simpler Syntax, Construction Grammar...).

28



building and apparent ‘mapping’ have been thoroughly presented in past works (Krivochen,
2015a, b), there is a missing step, which is in fact crucial: how do we link those models with
neurocognitive conditions and set up an empirically plausible program? In this respect, Poeppel
and Embick (2005); Embick and Poeppel (2014) find an essential discontinuity between the
objects of study in linguistics and neuroscience, which they call a ‘granularity mismatch’:

Granularity Mismatch Problem (GMP): Linguistic and neuroscientific studies of
language operate with objects of different granularity. In particular, linguistic
computation involves a number of fine-grained distinctions and explicit computational
operations. Neuroscientific approaches to language operate in terms of broader
conceptual distinctions. (Poeppel and Embick, 2005: 104)

This mismatch, in their terms, prevents the formulation of both computationally and biologically
plausible links between linguistics and neuroscience. There is a fundamental
incommensurability between the units of linguistics and neuroscience, and this ‘hiatus’ arises at
each of the different levels of analysis and involves the relevant units at each level. Their (2014)
piece repeats the case, with very little to add.

It is crucial to note that, when Poeppel and Embick (henceforth P&E) write ‘linguistics’,
the reader should recover generative from the context. That is, non-trivially, P&E’s case argues
for the incommensurability of primitives and operations assumed in MGG and those studied in
neuroscience (meaning, there is no direct, one-to-one correlation between objects and
operations). This is evident from their comparative table (updated 2014 version, p. 3):

Linguistics Neuroscience

Objects Distinctive feature Dendrite/spine

Timing slot Neuron

Morpheme Cortical microcircuit

Phrase Cortical column
Operations Feature spreading Long term

potentiation (LTP)

Merge Oscillation

Concatenation Adaptation

Semantic composition synchronisation

Table 1: Examples of hypothesized primitive objects / operations.

It is obvious that the assumed elements in ‘linguistics’ are largely theory-internal and narrowly
concerned with syntax (and in passing with propositional semantics): the dependence on Merge
(which, by the way, is not formally distinguished from alternatives like Unification or
Concatenation in either of P&E’s papers), or feature spreading in the syntactic sense, is an
exclusive characteristic of the Minimalist Program. Other notions, while more widespread, are
not exempt from problems, like ‘phrase’ (why not ‘constituent’ or ‘nonterminal’? Do languages
like Piraha or Riau Indonesian, according to the analyses of Everett, 2005, and Jackendoff and
Wittenberg, 2017 and Gil, 2009 respectively, have anything resembling ‘phrases’ in the MGG
sense, or ‘constituents’ in the structuralist sense?). Recently, operations of feature spreading and
reassembly have also undergone healthy criticism and revision from a Harmonic Grammar
perspective (Putnam, 2017), in which candidate competition and satisfaction of mutually
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conflicting constraints play a crucial role. There is also no mention to Item-and-Process
grammars (including Montague grammar and variants of Categorial Grammars), whose form is
radically different from Item-and-Arrangement grammars (which include MGG). Nor are
important critical discussions about the untenability or inconsistency of the generative-
biolinguistic ontology of syntactic objects and primitives that are just assumed in Table 1 even
acknowledged (Katz & Postal, 1991; Postal, 2009; Behme, 2015a). In more general terms, we
argue that the nature of fundamental linguistic objects and operations has to be problematized
rather than taken for granted.

After presenting this object / operation mismatch between linguistic and neuroscience,
Embick and Poeppel (2014: 3) say that

(...) crucially, without any straightforward way of aligning and connecting the
inventories that the two types of theories identify, it is not possible to speak of any sort of
unification.

We think that the GMP is not a matter of principle (as they claim), but of methodology. The
discussion, however, is necessary. For starters, it is not obvious that we want a unification of
neuroscience and linguistics, and it is even less obvious that the only way to achieve mutual
understanding and non-trivial collaboration is through unification (or reduction, a term that is
often mentioned in the biolinguistic literature, in an inexplicable attempt to do with linguistics
and neuroscience what was once done with two well-defined scientific fields, physics and
chemistry attending to scale issues). With this criterion, mathematicians and physicists should
not be able to understand each other, let alone collaborate, for primitives of mathematics and
physics are not strictly parallel. However, we do have very precise mathematical models of
physical phenomena (after all, the Standard Model is a collection of numbers, just to give an
example), see Tegmark (2007) for the strongest position in this respect, namely, that the
physical reality is a mathematical structure (the so-called ‘Mathematical Universe Hypothesis’).
Following P&E’s criterion, the relevant units in mathematics for the purposes of characterizing
each particle in the Standard Model are numbers, whereas the units in physics would be (for the
sake of concreteness, leaving aside much discussion about fields, to which we will return in
detail below) particles / forces. What is more, there is no physical entity that corresponds to a
number, nor can there ever be: numbers are abstract entities par excellence, and particles or
their associated fields are subject to conditions that do not affect numbers (the Pauli Exclusion
Principle for fermions, for instance). The present argument might seem a reductio ad absurdum,
but the reader should first consider if P&E’s own argument is not a reductio ad absurdum of
their own position (as P&E build their argument from an extreme position), or alternatively, of
MGG biolinguistics (see Postal, 2004: Chapter 11 for very critical discussion of some aspects of
so-called ‘biolinguistics’ as presented by Chomsky; also Postal, 2009). The spirit of the GMP,
the idea that syntax and neuroscience operate over objects that are essentially different, is hardly
controversial. The devil is in the details: linguistics as MGG syntax, unification as the goal, etc.
These substantive issues notwithstanding, the core of P&E’s work, and the spirit of the GMP,
need to be seriously considered by ‘biolinguists’. A methodological warning is certainly due, as
there have been recent attempts within MGG to indeed identify (establish an isomorphism
between) different brain oscillatory frequencies with Merger of syntactic objects to strong
(Transitive) / weak (Intransitive) phases. In these works, to give but an example, the highly
theory-internal notion of feature Agree is in some recent works mapped directly to measurable
brain oscillation frequency coupling without even considering aspects of incommensurability
between observables and stipulations. Thus, we get things like
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A review of the cognitive neuroscience literature will suggest that non-Phase Heads
(PHs) may oscillate at gamma, that transitive PHs [...] would do so at [frequency] beta2,
and that intransitive PHs oscillate at betal. In fact, this triangle represents the three
elements of phrases/phases: complement, head, and specifier/edge. (Ramirez Fernandez,
2015: 78)

(..)

A first division can be done by claiming that non-PHs are sustained by gamma
oscillations and PHs by beta oscillations. Furthermore, among PHs, two beta sub-bands
may implement transitive and intransitive PHs: beta2 and betal, respectively. [...],
intransitive PHs bear appealing resemblances to specifiers and internally merged
elements, which prompts one to consider them as a single elementary category. (Op. Cit.:
79)

The problems with this approach should be obvious: as we will discuss shortly, there is simply
no reason to assume that primitives of brain dynamics correspond to primitives of a particular
linguistic theory (in this case, MGG): Ramirez Fernandez’s position (shared by Murphy, 2015,
2016, among others, sometimes with variants, making MGG ‘phases’ correspond with patterns
of coupled oscillations: in all cases, there are no field equations provided, nor is there an
explanation of why this putative correspondence should be the case) is the mirror image of the
strong icommensurability hypothesis of P&E, and falls short for the same reasons. The notions
of Phase Head, complement, head, and specifier/edge not only have no natural correlates in non-
phrase structure based models (or even phrase structure models that do not assume the
traditional X-bar skeleton), they are strictly intra-theoretical insofar as they do not represent
anything in the data, but in a model (one, of many possible models) of selected data (what
constitutes the ‘core’ of the grammar —and mostly, the grammar of English-, more on this
below). In principle, a deep analysis of the brain dynamic oscillations involved in language
processing is of course desirable, but without a critical analysis of the data, without an
adequately powerful theory of computation (where ‘adequacy’ is to be understood as in Joshi,
1985: 208), and without a psychologically plausible theory of ‘language’ (including syntax,
semantics, morpho-phonology, pragmatics, and their interrelations), this position is nothing
short of untenable (or trivial). It is also crucial to bear in mind that theories of processing and
neurobiology of language must not be confused with theories of grammar: psychological
experiments or brain imaging do not shed light on the properties of specific constructions (say,
gerunds vs. gerundives; or the non-recursive properties of non-restrictive relative clauses; or...),
which falls under the scope of grammar see Langendoen & Postal, 1984 for some discussion
about the ontology of grammatical objects). In summary, the unification way equates theoretical
constructs with observables, and P&E’s argument refutes this position by adopting a polar
opposite stance. In our opinion, neither is justified either epistemologically or empirically.

That said, and overlooking some more fine-graded gaps in P&E’s argument, it is useful to
bear in mind their tripartite approach, as follows, to the relations between linguistics and
neuroscience, if for no other reason, because they assume these disciplines to be fundamentally
different, and consequently, the (essentially programmatic) relations between these disciplines
which these authors propose take this essential difference into consideration (Embick and
Poeppel, 2014: 4):
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o Correlational neurolinguistics: Computational-Representational (CR) theories of
language are used to investigate the Neuro-Biological (NB) foundations of language.
Knowledge of how the brain computes is gained by capitalizing on CR knowledge of
language.

o Integrated neurolinguistics: CR neurolinguistics plus the NB perspective provides
crucial evidence that adjudicates among different CR theories. That is, brain data enrich
our understanding of language at the CR level.

o Explanatory neurolinguistics: (Correlational + Integrated neurolinguistics) plus
something about NB structure/function explains why the CR theory of language
involves particular computations and representations (and not others).

Again, the equation ‘linguistic theory = computational-representational theory’ does not come
for free, and there is no discussion about the nature of the computations involved (but the
authors do cite Gallistel and King, 2010 when discussing computation, so we can quite safely
assume they are on the “digital-function-based computation’ side). While we will not address
our questions in terms of these levels of neurolinguistic integration, they are more likely to be
expressed in theory-neutral terms, with the appropriate caveats (e.g., about the nature of
computations and representations). While still incompatible at fundamental levels with our
proposal, a reformulation of the work in the neuroscience of language in terms of P&E’s
distinction would constitute a great improvement over existing theories of ‘biolinguistics’, and
perhaps even a whole research program on its own.

Coming back to the ‘incommensurability problem’, let us assume for the sake of the
argument that P&E’s position is not, as we have suggested above, a reductio ad absurdum of
‘mainstream’ biolinguistics ignoring issues of scale and emergent behavior. Is unification, an
example of which we saw in Ramirez Fernandez’s extract, the only way to go? Or, is it even
desirable? Does ‘commensurability’ imply such unification? Let us address these questions in
connection to alternatives proposed from within cognitive neuroscience.

Reduction and unification are meaningful concepts if we are dealing with fields or objects
that are essentially the same and can be mapped onto one another in a straightforward way,
while losing as little information as possible; otherwise, there is simply no point in unifying, as
the loss would be much greater than the gain (in terms of specificity, depth of insight, and
definition of the object). P&E assume that, if CR and NB cannot be put in correspondence, they
cannot be related at all. That is, in our opinion, overlooking half the picture: what if we are not
looking at linear systems? What if we can gain insight on computation by looking at the
biological substratum of computation, at microscopic, mesoscopic, and macroscopis levels?
What kind of formal theory is allowed by, and consistent with, conditions of neurological
plausibility? (see Piattelli-Palmarini & Uriagereka, 2008; Saddy & Uriagereka, 2004 for some
perspectives on these questions, somewhat different from —much closer to MGG than- the
perspective adopted here) A whole set of possibilities, questions, and concepts becomes
available, including the essential notion of emergence as a staple of nonlinear dynamical
systems. McClelland and Vallabha (2009), from the perspective of connectionist networks,
make a useful distinction between mechanistic and emergent dynamics. This is useful for laying
out our own conception and contrasting it with P&E’s (and also Gallistel and King’s) take on
linguistic computations and representations, which impact on their incommensurability.
McCelland and Vallabha (2009: 2) define mechanistic dynamics as a set of rules or equations
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that stipulate the behavior of a system, more specifically, a set of differential equations. The
evolution of the relevant system is completely deterministic, there being no room for stochastic
effects or non-linear behavior. Emergent dynamics, on the other hand, are related to ‘several
mechanistic subsystems’ (McCelland and Vallabha, 2009: 2) interacting with each other.
Connectionist approaches and dynamical systems theory do share some basic assumptions:

(a) mechanistic dynamics are best described by differential equations that are rooted in
biology and

(b) psychological phenomena such as categorization and selection reflect the emergent
dynamics of the system. (McClelland and Vallabha, 2009: 4)

The computation is, in this view, an emergent property of the neurocognitive substratum,
an idea with which we wholeheartedly agree: there is no ‘incommensurability’ problem if the
relation between computation and physiology is one of emergence rather than of unification.

For the purposes of the present work, and particularly because the derivational system
assumed by P&E (that is, the theoretical apparatus of the Minimalist Program) is function-based
and describable entirely in mechanistic terms (particularly in a strongly feature-based system,
like Pesetsky and Torrego, 2007; Di Sciullo and Isac, 2008; Panagiotidis, 2011; Stroik and
Putnam, 2013, in which having the feature matrix of each element, we can safely reconstruct the
derivation step-by-step). We will take mechanistic systems to be describable (although perhaps
not exhaustively) by means of recurrence relations, and non-linear dynamical systems, to be
describable (although perhaps not exhaustively) by means of differential equations. A system,
viewed at in the right scale and with a global perspective, can display computationally mixed
dynamics; however, if we focus only on a single level of organization and look at it locally, we
will usually be stuck with structural and computational uniformity. Consider, for instance, one
of the three arguments in Kornai (1985) in favor of finite-state models of natural language
stringsets, the one concerned with aspects of neural computation:

As individual neurons can be modeled by finite automata (McCulloch-Pitts 1943), and a
finite three-dimensional array of such automata can be substituted by one finite
automaton (see Kleene 1956), NLs must be regular. (Kornai, 1985: 4)

Such argument assumes structural uniformity all the way down (or up) levels of
organization, so that mechanistic dynamics arise trivially, because the assumptions determine
s0*. P&E do a good job in this respect, showing there are differences at different levels of
analysis (but their assumptions lead them in what we consider the wrong way, towards an
impossible unification). We adopt McClelland and Vallabha’s distinction, and link both kinds of
dynamics assuming the object in question is a complex non-linear system. Relevantly, the
concept of emergence does not need either reduction or unification; properties that are not
directly predictable from the individual behavior of units arise when those units / actants interact
(Boccara, 2002; Ladyman, Lambert, and Wiesner, 2012). Assuming there are neural bases for
mental computations (that is, rejecting a dualist position with respect to the mind-body problem,

34 Interestingly enough, Kornai’s arguments are the mirror image of Chomsky’s (1957): Chomsky argues
that, since there are portions of English that are not finite-state modelable, then English is not a finite state
language. That is, at a minimum, a leap of faith: the existence of portions of a language that go beyond
Type 3 complexity does not mean that the language itself (understood, as in computer science, as a set of
strings) is all beyond finite-state complexity, as we have shown in Krivochen (2015a), Krivochen and
Schmerling (2016), and Bravo et al. (2015) with empirical arguments from English, Spanish, and Latin.
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contra Chomsky, 1966: 40), a possible research program consists on looking for the neural
structures that generate linguistic (or, more generally, symbolic) representations as global
emergent properties of their internal dynamics, which can be, at a very local level (e.g., neuron-
to-neuron), mechanistic in nature. Neither is reducible to the other, as they have a different
computational and physical nature, but we can link them in a non-trivial way if we give up the
unmotivated belief in the linear relation between physical substratum and computational
properties. That linearity is exclusive of certain kinds of hardware-software relations (as in a
PC), but claiming that the same reasoning is valid for the mind-neuron relation is a leap of faith
that is not backed up empirically: there is no proof that the brain is ‘wired’ like a computer, or
that it operates like one (that is, following digital, function-based principles, as argued by
Gallistel and King, 2010). Nor is there evidence that cognitive systems are linear, quite on the
contrary (Beim Graben et al. 2007, 2008; van der Mass and Raijmakers, 2009; Beim Graben et
al. 2004; Saddy and Uriagereka, 2004; Schoner, 2009, among many others). Crucially, dynamic
systems are characterized by a ‘loss of stability’ (Schoner, 2009: 2), as the system is permeable
by external perturbations (multiple sources of information, ‘noise’ in a strict information-
theoretic sense). The tension between stability and instability is at the core of the notion of
dynamical frustration, which depends, precisely, on the conflict between opposing or mutually
incompatible tendencies (requirements, constraints...) remaining unsolved:

The essence of complexity may lie here: A system without dynamical frustration will
either settle to equilibrium or grow without bounds. (Binder, 2008: 322)

Two of the leitmotifs of the present work are linked in this quotation: complexity and dynamical
frustration. And now we introduce a third: field theory and its relation to neurocognitive
dynamics. From a brain dynamics perspective, Schéner (2009: 2) claims that Dynamic Systems
Theory (DST) ‘is a specific set of concepts’, which are worth reproducing here:

(1) Behavioral patterns resist change; that is, they are stable. This may be mathematically
characterized by considering behavioral patterns as the attractor states of a dynamical
system.

(2) Behavioral change is brought about by a loss of stability.

(3) Representations possess stability properties, as well, and can be understood as the
attractor states of dynamic fields, that is, of continuous distributions of neuronal
activation.

(4) Cognitive processes emerge from instabilities of dynamic fields.

(5) Learning occurs as changes in behavioral or field dynamics that shift the behavioral
and environmental context in which these instabilities occur.

Given this set of concepts, can we show that we can construct an explanatory program for
linguistics (without loss of generality, for these considerations apply to cognitive sciences as a
whole) stemming from conditions defined in dynamical field theory, given specific limitations
over the system? Proceeding with the utmost care, we will attempt to do just that. First, we will
describe the theory, and the predictions it makes, here and in Part I1. Discussion and details
about field dynamics and their relation to computation will follow in Part 111, and empirical
linguistic evidence will be analyzed in Part IV.

1.5 Grammar assignment or grammar recognition?
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Assume the following scenario: we are presented with a piece of data and a structural
description. What is the relation between them? Does the structural description refer to
something that is within the data? In more philosophical terms: is there structure in an input if
there is no one to interpret it? An example of a mild structure recognition stance can be
Shirley’s (2014: 12) claim that ‘not only can humans locate patterns in complex data, but that
the drive to do so can lead us to find patterns everywhere, even in random data’ (our
highlighting). This entails that the data has a structure, internal and inherent to it. Whatever
cognitive operations we carry on when interpreting (function-based or not, automatic or not...),
they are aimed at extracting somehow the structural description that is within the data, patterns
that can then be generalized. Therefore, we find patterns (i.e., structure) in strings, instead of
assigning those strings a provisional structural description in real time, which is progressively
‘polished’ (in roughly the lines of Townsend and Bever, 2001). A view of language in which a
given natural language is a set of strings (Chomsky, 1957, 1965) entails a strong version of
structure recognition, insofar as the speaker needs to extract the structural description out of a
stimulus and match it with the set of well-formed structural descriptions SD, by means of a
function that matches a sentence S to SD by a grammar G (Chomsky, 1965: 31). There are, we
think, many problems with this ‘structure location’ approach, which underlies many theories not
only of language as a cognitive capacity (including MGG as well as those versions of LFG that
assume an Augmented Transition Network parser, see Kaplan, 1972, 1995: 11 for an example —
although we must note that Kaplan is very much aware of the limitations of the approach, and
explicitly restricts the ‘comprehension’ capacities of ATN to syntactic relations between
constituents-), but of general cognition (e.g., Hauser, 2009; Fitch, 2013; Zink, et al., 2008) and
computational modelling of natural language grammars (Berwick, 1984; Ristad and Berwick,
1989). To begin with, the assumption that humans locate patterns in data (i.e., that patterns exist
in the data) is controversial: when moving out of symbolic strings (either numerical, linguistic,
or some other nature) to consider wider perception issues, the model does not apply so clearly
(this does not entail an endorsement of structure recognition applied to language, it just states
that the models are explicitly worried about linguistic stimuli but not about other kind of
perceptual stimuli which display syntactic properties all the same). Do the cup and the desk it is
on at the moment, for instance, configure a figure-ground dynamics inherently? Or is it the case
that, since the most salient object for the purposes of my perception is the cup (as it contains the
tea | need to stay awake and write this), | assign that static, atelic event a figure-ground
dynamics in which the cup configures the figure, thus the perceptive foreground, and the desk is
the ground, the background or spatial context, both related by means of a central coincidence
spatial relation (Hale, 1986)? The question is not trivial. Not only does it call into question the
nature of the objects involved (objects, in a wide sense, comprising both eventive and sortal
entities, and, among the former, central- and terminal-coincidence locative relations), but it also
raises further questions about the computational properties of the structure-assigning system
(call it a mind), its versatility, and the way in which it makes sense out of non-obviously related
entities. Studies on the visual capacity have argued in favour of an innate capacity to distinguish
figure from ground, perceptively salient objects from the background in which they appear, and,
more generally, relevant features from non-relevant features in an array of sensory information
(e.g., in the case of facial recognition in newborns, see Slater and Kirby, 1998; also Blake and
Sekuler, 2006 for a more general perspective on perception and its relation to the so-called
‘Plato’s Problem’, a.k.a. ‘poverty of stimulus argument’). The extent to which those arguments
pass over to abstract structures (e.g., arithmetical / geometrical) or language is far from clear.
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A second, but not less important problem is the assumption that there exists something
like random data (see Matlach & Krivochen, 2016 for discussion from representational and
derivational perspectives). If one adopts a grammar assignment position, the problem just
becomes more serious: is there such a thing as random data? Strictly speaking, there is a limit to
data variation, which is given by limits on possible physical structures. But let us be more
practical: assume we have an algorithm to generate structure with a finite number of variables
{X,V, z, ..., n}; an example of such an algorithm would be good old Merge, which takes at most
two variables at each derivational point in the traditional formulations, to be bound by lexical
terminals. All one can do is try to control as few variables as possible, always under the belief
that the procedure is linear (i.e., outputs are proportional to inputs and the system is closed). If
the system should be non-linear and / or chaotic, things would work very differently from
square one (as we will see in detail below). However, in a linear system, since each variable can
take a finite number of values (if the system is required to be physically implementable, we
cannot take N, say, as the set of values for our algorithm, because it would never halt), the
number of possible local combinations is finite. Sure, possible combinations are increased if the
number of variables is increased as well, but the set of local combinations is always finitely
enumerable. This certainly relativizes the concept of ‘random’ data, at least from a
mathematical point of view. In a system where you have only two production rules and two
possible values (0-1, or [bi]-[ba] syllable types in the case of Shirley’s and Saddy’s work), the
‘random’ character of a string (which might be so, widely considered, for experimental
purposes) is quite dubious under strict theoretical considerations. What looks ‘random’
representationally might not be derivationally, and vice versa: equal transition probabilities
between adjacent symbols in a string (representational randomness) does not correlate with
equal weights assigned to nondeterministic expansions for a nonterminal symbol in the grammar
that generates said strings. The representational and derivational properties of the stimulus must
also be distinguished from whatever a parser can ‘learn’ about that stimulus: if the transition
probability between adjacent symbols in a string remains equal and constant throughout
experimental trials, for instance, the ‘randomness’ of the string is formally constant...but if the
system in charge of interpreting that string is capable of adjusting internal weights and learn
and adapt, the transition probability for this system will change, even though that in the
generative mechanism (the grammar that generates the input) will remain the same.

The last problem with the grammar recognition approach that we will consider here is
quite more practical: there is always more than a single structural description compatible with
the input, both in language and in other cognitive capacities (for specific discussion about
language, see Ross, 1969a; Heinz, 2007; Townsend and Bever, 2001: 86-87). This goes against
theoretical claims of structural uniformity, which attempt to make all inputs fit a single
structural description skeleton. A good example of strong structural uniformity is given by the
binary branching axiom in MGG, best expressed in the form of X-bar theory (Chomsky, 1970;
Stowell, 1980) and its revisions and extensions (none of which has addressed core structural
assumptions, see e.g. Chomsky, 2013, 2015, who rephrases binarity and endocentricity under a
slightly different rhetorical guise), but which was already present in early forms of generative
grammar and even pre-generativist approaches to syntactic structure (e.g., Tesniére, 1959: 14-
17).% Interestingly enough, such uniformity pretension was not featured in pre-generative and

% It is to be noted that, against common conceptions, binarity is not a recent thing: it was present since
the first days of generative grammar, as part of the definition of generalized transformations. For
example, Katz & Postal (1964: 12) claim that ‘The recursive power [of a generative grammar] resides in
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primarily structuralist theories, see e.g. Wells (1947); Hockett (1958); Lyons (1968), which
acknowledged the necessity of, for instance, distinguishing endocentric and exocentric
constructions (Lyons, 1968: 231), paying attention to both morphology and semantics. There
was no formal criterion (although Wells does follow the methodology of ‘definitions’ also used
by Bloomfield, 1926), but we think structuralist insights should not be abandoned if they can be
adapted within a wider explanatory framework.

Some of the problems and consequences of adopting a single template for syntactic
structure (the ‘principle of invariance of linguistic complexity’ in the terms of Sampson, 2009)
are introduced by Culicover and Jackendoff (2005: 113):

One might wish to argue that binary branching is maximally simple on grounds of
Structural Uniformity. The argument would be that, first, there are many relations that
are binary, and second, we would gain maximum generality by assuming that all
relations are binary. However, since everywhere in the universe as well as everywhere in
language there will be binary relations, it would follow from this reasoning that only
binary relations exist everywhere. It is difficult to see the value of such reasoning, unless
it were to turn out that there were positive empirical consequences of generalizing binary
relations uniformly, and doing so required no additional complications of the theory. To
our knowledge this has not been demonstrated for language, let alone in general.

It is not trivial to note that almost any complex formal object can be modeled in terms of binary
relations, from abstract patterns of plant growth to the Fibonacci or Lucas sequences