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## ABSTRACT

The applicative or functional language, SASL is investigated from the point of view of an implementation. The aim is to determine and experiment with a run-time environment (SASL parallel machine) which incorporates parallelism so that constituent parts of a program (its sub-expressions) can be processed concurrently.

The introduction of parallelism is characterised by two fundamental issues. The type of programs, referred to as parallel and the so called strategy of parallelism, employed by the parallel machine. The former concerns deriving a graph from the program text indicating the order in which things must be done and the notion of "worthwhile" parallelism. In order to obtain a parallel program the original (sequential) program is transformed and/or modified. Certain programs are found to be essentially sequential. Parallelism is expressed as call-by-parallel parameter passing mechanism and by a parallel conditional operator, suggesting speculative parallelism.

The issue of the strategy of parallelism concerns the scheme under which a regime of SASL processors combine their effort in processing a parallel program. The objective being to shorten the length of computation carried out by the sequential machine on the initial program.

The class of parallel programs seems to be non-trivial and it includes both non-numerical and numerical programs. The "speed-up" by appealing to parallelism for such programs is found to be substantial.
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## Introduction

The essence of program notations referred to as applicative or functional [1] lies in the fact that they possess the familiar properties of the notation of mathematics void of imperative notions. This is the point of difference with conventional program notations referred to as imperative, examples of which are the languages FOKTKAN, ALGOL, PASCAL etc, where the basic programming notions are sequencing and store manipulation.

The meaning of a program in an imperative language is the behaviour (history of states) traced by the underlying mechanism executing the program (given its data). Certain states involve performing input or output. Thus computation is expressed in terms of state changes. Bach constituent part of the program has to wait for the appropriate state of the machine to be arrived at before it makes its contribution.

The execution of a part may cause a "side-effect" on the execution of another. The presence of side-effects causes the underlying mechanism to be sequential, performing one thing at a time.

On the contrary the meaning of an applicative program is an object in the universe of discourse of the language. The object is referred to as the value of the program. At this level of programming the behaviour of the underlying
mechanism evaluating the program is not addressed by the program.

The computation that an applicative program entails is a transformational process [2] of the program (data is part of the program in applicative languages) through a sequence of intermediate representations of its value to a final representation, providing the sequence converges. This is a canonical representation of the value the program denotes. The value is sometimes referred to as its Normal Form 【3」. Obtaining this representation achieves termination of the computation since no further transformation is possible.

Computation as a transformation process suggests that there is an invariance relation between the states the evaluation mechanism traces, namely that the meaning of the program is preserved at all times. What actually changes between states (otherwise the machine would be of no use) is the representation of the programs's value. Each transformation results in more detail about the canonical representation being computed. Note we refer to evaluation of an applicative program and to execution of an imperative program for obvious reasons. An imperative program's result is obtained as a side-effect during its execution.

The contribution of a constituent part of a program is also a value which results after it has been transformed (simplified) to the canonical representation of this value. Thus the evaluation of this part has no "effect" on the
evaluation of another part. Its purpose is to communicate this value.

We observe the evaluations a program entails are partially ordered with respect to the data dependencies between them. An evaluation is data dependent on another when the latter is a sub-evaluation of the former. This can be determined from the program text, represented as a graph, as will be shown in chapter five.

The standard evaluation mechanisms of applicative languages flatten this partial order to a total order bound by the uni-processor implementation environment. The objective of the present study is the construction of an evaluation mechanism which exploits the "inherent" parallelism of programs, suggested by the partial order and the type of parallelism possessed by various programs.

The investigation is based on the applicative language SASL [4]. The work is organised into chapters as follows.

Chapter two consists of three sections. The first introduces the basic features of SASL, the second describes its computational process and the mathematical properties it possesses and the third introduces the notion of parallel operators and a call-by-parallel parameter passing mechanism. Annotations in the program text are used to specify parallel primitive operators and a system function STRICT encapsulates the parallel parameter passing mechanism. Both parallel primitive operators and the (meta-)
function STRICT can be thought of as "hints" to the evaluation mechanism, specifying possible parallel behaviour.

In chapter three the parallel implementation of SASL developed in S-ALGOL [5] is described. This is based on an earlier implementation of SASL [6]. The evaluator of this SASL system was unsuitable for our purpose so a new parallel evaluation mechanism was constructed and interfaced to the rest of the SASL system. This gave us a complete SASL system to develope and experiment with parallel programs. The level of parallelism concerns the concurrent progress of evaluators each carrying out part of the computation a program entails.

Chapter four describes the model of parallelism where the evaluation mechanism employs different strategies for parallelism. A strategy of spawning, as it is referred to, determines when an assistant evaluator is to be assigned a task. Initially there is a single task and one evaluator. The presence of parallel operators in the program text, translated by the compiler into parallel instructions generate a tree of tasks, which represents the partial order mentioned previously.

A strategy causes either the realisation of the partial order by employing an evaluator on each branch of the tree or its conversion to a total order where a single evaluator traverses the tree simulating the parallel evaluation of
tasks. No bound on the number of evaluators is assumed.

The effect of parallelism is measured in terms of the evaluation steps [7] a program entails. This characterises the performance of programs so that comparison between different strategies can be made. The results of the parallel evaluation of programs are presented in graphical form in the appendix.

In chapter five the idea of parallelisation of programs is put forward wherebye a SASL program written initially without consideration of the evaluation mechanism is transformed into a parallel program. Work has been done by Darlington and Burstall [8」 on automatic and semi-automatic transformations. None of that is implemented here. Transformations to suitable forms is by hand directed by program graphs (see next paragraph). A parallel program as opposed to a sequential program is one whose evaluation splits into a number of sub-evaluations, each of which may decompose further. Programs structured in this way result from adopting a programming style known as Divide-andConquer [9].

In order to identify the sub-evaluations which can be carried out in parallel a program text is represented as a directed graph. The nodes of the graph correspond to operators in the language which construct composite parts (expressions). The arcs of the graph show the data dependencies between evaluations of parts. Arcs out of a
node which do not converge onto a common node characterise the corresponding operator as parallel. This implies its operands may be computed in parallel.

A number of graph manipulation, list processing, numerical and symbol manipulation parallel programs have been developed. The parallelism of these programs is investigated by submitting them to the evaluation mechanism under different strategies of spawning.

Chapter six contains the results of testing the example programs developed in chapter five on the parallel evaluator described in chapter three, under different strategies as described in chapter four.

Conclusions are presented in chapter seven.

The language SASL, its computational process and its extension by parallel constructs

In this chapter we present the basic features of the applicative/functional language SASL (more details of which can be found in [4]), the computational process it entails and its extension with constructs which express a certain notion of parallelism. The name SASL stands for "St.Andrews Static Language". "Static" refers to the fact that SASL contains no commands and a data structure once created cannot be altered. "Applicative" or "functional" indicates the programming style of the language where algorithms are specified in terms of functions applied to arguments as the only "control" construct available to the programmer.

A SASL program is an expression which has for its value an object. The outcome of the program is to print a representation of the object, unlike the programs in imperative languages like FORTRAN, ALKOL etc. where a program specifies what behaviour step-by-step the machine is to perform, each construct in the program addresses the "state" of the machine.

In SASl algorithms are specified at an abstraction level over the state of the machine which executes the program. In fact all the states the machine traces in executing (evaluating) a program from the initial one to the final one are equivalent from the point of view that each preserves
the meaning (value) of the program. Thus the state of the machine is not addressed in the program. The programmer computes with objects rather than with states. Note that although all machine states preserve the meaning of the program (and data) they are actually different states since each new state must be associated with computing some detail about the program's value not present in the previous state, otherwise the machine would be of no use.

Objects

The data items SASL expressions describe are called objects. Every expression has an object as its value. No significance is attached to expressions other than as a means to talk about objects. Any sub-expression expression can be replaced by any other which has the same value without affecting the value of a larger expression of which is is a part. This is a property of expressions called Referential Transparency [10].

The universe of discource of SASL has six types of object :-

1. Numbers - these are the integers such as $-5,0,99$ etc.
2. Truth-values - there are two such objects true and false.
3. Characters - \%a represents the character a, \%\% represents the character \% etc.
4. Lists - a list is an ordered collection of objects called its components. For example

$$
1,2,1 \text { and } 99,
$$

are lists of length 3 and 1 respectively. Note that repetition of components is allowed. A list may have an infinite number of components. For example the list of all integers is a well defined SASl object. The empty list is represented by the constant ().
5. Functions - a function is a rule which associates to a SASL object (the input of the function) a unique SASL object (its output).
6. Undefined - there is a unique object undefined which is the value of expressions such as $\% a+1$ and of expressions which entail non-terminating computations. Note here we differentiate between a non-terminating computation and a computation whose result is an Infinite list. An infinite list is a perfectly well defined object but only a finite number of its components can be printed in finite time.

The language obeys the rule that all six types of object have the same "civil rights" :-
any object can be named
any object can be a component of a list
any object can be the input of a function
any object can be the output of a function
the above rule characterises the language as being semantically complete [11].

## Expressions

Expressions are either atomic (they have no syntactic structure for example a constant or a name) or they are composite (constructed out of sub-expressions. The usual arithmetic, logical and relational operators construct one sort of composite expressions.

Juxtaposition of two expressions, for example

## A B

denotes the application of a function to its argument (the input of the function). It also denotes selection from a list. For example

$$
(1,99,4) 2
$$

selects 99 , the second component of the list.

List expressions are constructed with the operator :, for example
x : list
constructs a new list by prefixing to list the component $x$.

Commas are shorthand for list expressions. For example

$$
1,2,3 \text { and } 1: 2: 3:()
$$

are equivalent. Concatenation of two lists is denoted by the operator ++. For example

$$
(1,2)++(3,)
$$

gives the list $1,2,3$

Another form of composite expression is the conditional expression constructed with the operator $\rightarrow$. For example

$$
A \rightarrow B ; C
$$

denotes the value of $B$ or $C$ respectively depending on whether the value of $A$ is true or false, otherwise it denotes the object undefined.

An expression may include definitions of names that appear in it using the where construct followed by clauses. Each clause defines a name. For example
$a+b$
where
$a=1$
$b=2$
evaluates to 3.

Nested definitions are allowed, for example

$$
a+b
$$

## where

$a=1$
$b=2+c$
where
$c=3$
evaluates to 6. Multiple definitions are also possible, for example

$$
\mathrm{a}, \mathrm{~b}, \mathrm{c}=1,2,3
$$

is equivalent to

$$
\begin{aligned}
& a=1 \\
& b=2 \\
& c=3
\end{aligned}
$$

Definitions in general are of the form LHS = RHS where LHS is a construction of arbitrary complexity built from names and constants using commas, brackets and the operator :. The RHS varies over expressions, for example

$$
\mathrm{x}: \mathrm{y}=1,2,3,1+3
$$

is equivalent to

$$
\begin{aligned}
& \mathrm{x}=1 \\
& \mathrm{y}=2,3,1+3
\end{aligned}
$$

the name $y$ denotes the list 2, 3, 4.

In the case of function definition, 山HS consists of the name of the function being defined followed by one or more formal parameters. As a formal parameter we can have a name, a constant or a construction of arbitrary complexity enclosed in brackets, as in multiple definitions. Names in formal parameters denote arbitrary input objects and they are local to the clause. For example the clause

$$
\operatorname{sum}(x, y)=x+y
$$

defines the function which computes the sum of two integers, passed to it as the components of a 2-list. Another way of defining the same function is

```
sum x y = x+y
```

where we use the fact that a function (denoted by sum $x$ ) can return as its value another function (that which adds $x$ to its parameter). Note that the (more general) function sum can be partially parameterised [12」 to yield the (less general, specialised) functions incr and decr

```
incr = sum 1
decr = sum (-1)
```

so that the expressions incr 1 and decr 1 evaluate to 2 and O respectively.

Functions can be defined by more than one clause each clause covering a case of the parameters, for example the clauses

```
IENGTH () = 0
LENGTH (a:x) = 1 + LENGTH x
```

define the function which computes the length of its input list. The first clause applies to the case where the input is the empty list. In the second clause the input is a list where the name a denotes the first component of the list and $x$ denotes the list of the rest of the components. Clauses are ordered by the order they are written. Thus in the example below

```
factorial 0 = 1
factorial n = n * factorial ( }n-1\mathrm{ )
```

the function factorial expects its actual parameter to be the object zero or an arbitrary object, in that order. Definitions of names as well as definitions of functions can be circular too, for example

$$
\text { ones }=1 \text { : ones }
$$

defines the infinite list 1: 1: 1 : ... Definitions can also be mutually recursive, as in the following program

```
list1
where
list1 = 1 : list2
list2 = 2 : list1
```

the above program denotes the infinite list 1: 2: 1: 2...

The syntax of the language obeys the rule that any expression can be a sub-expression of a composite expression. Wrapping up an expression in brackets does not have any effect on its value, it merely affects the syntax.

## Computational process

The use of $=$ in definitions of the form LHS = RHS has two important consequences
(a) It allows an equational proof theory $\lfloor 13\rfloor$ to be built where facts we wish to prove about programs are stated as equations (clauses) in the same language as the programs are written in. The clauses are used as axioms to derive a fact which holds for a program.
(b) It characterises the mechanism of computation the language entails based on the notion of substitution where every instance of the form LHS in an expression is replaced by the RHS providing the scope of names is taken into account in the obvious way. The substitution operation plus those operations such as + , * etc. determine how a computation gets done. We shall discover that this mechanism is flexible enough to allow the introduction of
parallelism where the operations along the computation path overlap in time by splitting the computation path into parallel sub-paths. Consider the program for the factorial function, using each clause of the definition of tunction factorial as a substitution rule and arithmetic rules as simplification rules the computation path the program entails is shown in figure 2.1

$$
\begin{gathered}
\text { factorial } 3 \\
3 * \text { factorial } 2 \\
3 * 2 * \text { factorial } 1 \\
3 * 2 * 1 * \text { factorial } 0 \\
3 * 2 * 1 * 1
\end{gathered}
$$

6
figure 2.1 - a computation path
note each substitution produces a refinement (simplification) of the representation of the object 6. We refer to the above process as being carried out by an "evaluator" for the language.

The evaluator comes up against the problen of which substitution to perform whenever there is a choice, as in the following program
g (factorial (-1))
where
g $x=1$
if the inner substitution is always preferred the path diverges as shown in figure 2.2

$$
\begin{gathered}
g(f a c t o r i a l(-1)) \\
g(-1 * \text { factorial }(-2)) \\
g(-1 *-2 * \text { factorial }(-3))
\end{gathered}
$$

figure 2.2 - inner substitutions, divergent path
if the outer substitution is performed the path converges to 1 in one step, figure 2.3

$$
g(\text { factorial }(-1))
$$

## 1

figure 2.3 - outer substitution, convergent path

Another problem with substitutions is the possibility different paths converging to different results. Both
of the above problems are answered in the context of formal systems such as the Lambda Calculus [3〕 and SRS [14]. The Lambda Calculus is the basis of SASL and other applicative languages $[15,16,17]$. It is a formal system where concepts such as variable binding and variable abstraction can be studied but it is not a programming language because it lacks a definite universe of discourse. The entities referred to as functions in the Lambda Calculus have general character since they do not express a relation between some definite objects. The introduction into the Lambda Calculus of objects with their associated operations, like those supported by SASL, plus "syntactic sugar" gives a programming language, namely SASL. Mathematical results which hold in the Lambda Calculus by implication are assumed to hold for SASL too, although strictly speaking it must be proved they also hold for objects and operations introduced into the Lambda Calculus. Computation in the Lambda Calculus is carried out in terms of transforming an expression to another by applying certain rules, called reduction rules. These are concerned with renaming names occuring in an expression, simplification of certain expressions and substitution of an expression for the occurrences of a name in an expression. An expression which cannot be transformed any further by application of the reduction rules is said to be in Normal Form. Computation with an expression is a sequence of reduction rules applied to the expression. A. finite sequence, producing a Normal Form of the expression,
represents a terminating computation.

Ihe central result in Lambda Calculus is the ChurchRosser theorem [18] which states that for expresssions $A$, $B, C$ if $A$ reduces to $B$ and $A$ reduces to $C$ then there exists an expression $D$ to which both expressions $B$ and $C$ reduce. This is diagramatically represented by completing the diamond where the arrow represents the application of a reduction rule, figure 2.4

figure 2.4
a corollary of the Church-Rosser theorem guarantees uniqueness of Normal Forms. If two different computation paths which an expression gives rise to terminate, they do so with the same Normal Form. The Church-hosser theorem secures independence from the order in which evaluations are carried out, except in the cases where the (meta-) algorithm driving the evaluator imposes a particular order so as to ensure that a non-terminaning path is not chosen at the expense of a terminating path.

An algorithm known as vormal order keduction which always performs the outermost leftmost reductions first is proved to achieve termination providing there is a Normal Form for the expression [3]. This is reflected in SASL by
adopting a parameter passing mechanism referred to as call-by-need [19] where actual parameter expressions are passed unevaluated (no substitutions done on them) to the function. Thus the clause

$$
f x=1
$$

defines a proper object (a function) even in the case where $x$ denotes the object undefined.

From the point of view of the proof theory this is necessary in order to use
$=$ as it is used in mathematics. Formally this is stated as the equality being fully substitutive [13].

Consider the following program

```
factorial 4
where
factorial n = fisplit 1 n
fsplit i i = i
fsplit i j = split i mid *
                                    fsplit (mid+1) j
                                    where
                                    mid = (i+j)/2
```

at each occurence of the operator * we can split the computation path into parallel paths, see figure 2.5

## factorial 4


figure 2.5 - splitting a computation path
thus the Church-Rosser theorem gives rise to the possibility of several evaluators working simultaneously, each pursuing a sub-path of the computation a program entails. This brings us to the subject of this thesis which is to divise and experiment with such a mechanism.

Parallel operators and Call-by-parallel

In the previous section the possibility of parallelism was noted where a computation path splits (see figure 2.b) when an operator expression of the form $A * B$ is evaluated. In order to identify the expressions that can be evaluated in parallel a program is represented as a directed graph. A node with arcs to other nodes identifies a composite expression constructed by some operator, its arcs point to nodes which identify the operands of the operator. The Clauses (definitions) are used to unfold [8j the graph. The graph shows the structure of a program in terms of the data
dependencies between evaluations that it entails. An evaluation is data dependent on another when the former requires the result (value) of the latter. Data dependencies impose an order in which the associated evaluations must be carried out. Representing a program as a graph we see that evaluations are partially ordered with respect to the data dependencies which arise between them hence certain evaluations can be carried out in parallei. Consider the program graph, shown in figure 2.6, of the following program

$$
\begin{aligned}
& \text { rec } 0= 1 \\
& \text { rec } n= x+\text { square } x \\
& \frac{\text { where }}{} \\
& x=\text { rec }(n-1) \\
& \text { square } a=a * a
\end{aligned}
$$


figure 2.6 - program graph of the function "rec"
in the graph, shown in figure 2.6 , we see that both operands of the operator + depend on the evaluation of the sub-expression

$$
\operatorname{rec}(n-1)
$$

and so they cannot be usefully evaluated in parallel. The same is true of the operands of *. Thus the values of the function rec for $n$, $n-1, \ldots$ must be evaluated sequentially. Consider also the graph, shown in figure 2.7, of the function "or" (used in Example 3, chapter five), defined as

$$
\text { or } m n=m=() \rightarrow n
$$

III

figure 2.7 - program graph of function "or"
the condition, $m=()$, and the left alternative, $n$, operands of the conditional operator $->$, can be evaluated in parallel whereas the right alternative, $m$, is data dependent on the condition and hence must be evaluated after the condition has been evaluated. The operands of the relational operator $=$ can be evaluated in parallel but the operand () entails a rather trivial evaluation offering no opportunity for useful parallelism.

Analysis of a program in this way，to discover the data dependencies and the informal analysis of what expressions are＂worth＂evaluating in parallel characterises the instances of operators which are to be interpreted as being parallel．The conditional operator is said to be strict in its first operand and non－strict in the second and third． other non－strict operators are $\& \#$ and $\| ⿰ ⿰ 三 丨 ⿰ 丨 三 ⿻ ⿻ 一 𠃋 十 一 ~(l o g i c a l ~ a n d, ~$ or respectively）which have their operands evaluated in parallel．In the case of evaluating an expression of the form A\＆非B termination of one of $A$ or $B$ with the result false causes the evaluation of the other to become irrelevant［20］（even if its value is undefined）Thus non－ strict operators involve initiating an evaluation in anticipation that its value might be needed．

Parallelism can also be manifested as parallel evaluation of the arguments of a function．For example expressions of the form

SUM matrix1 matrix2 k
met in a program for matrix multiplication（Example 8， chapter five）where matrix1 and matrix2 are sub－expressions which may be evaluated strictly before the whole expression is evaluated．In order to secure this form of parallelism， a call－by－value parameter passing mechanism，refered to as call－by－parallel must be adopted in this case．For this
＊$f$ is said to be strict when $f$ undefined $=$ undefined holds．
purpose a system function STKICT is implemented which effects call-by-parallel. It is described as follows

```
STRICT f x y = Evaluate strictly x and y and then
    Evaluate the expression f x y
```

now the above expression becomes

## STRICT SUM matrix1 matrix2 k

where matrix1 and matrix2 are evaluated in parallel. Note $k$ is not "taken in" by the function STRICT. In fact the function SIRICT can be defined in terms of the parallel operator \&\# as follows

$$
\begin{aligned}
\text { STRICT } f \mathrm{x} y= & \mathrm{x}=\mathrm{x} \text { \&\& } \mathrm{y}=\mathrm{y} \rightarrow \mathrm{f} \mathrm{x} \mathrm{y} \\
& { }^{\prime} \text { dummy" }
\end{aligned}
$$

where the expression $x=x$ evaluates always to true and forces strict evaluation of $x$.

In general the pattern of the parameters which are taken will vary, for example suppose that in the following expression
F x1 x2 x3 x4
only x1 and $x 2$ need be evaluated (strictly) in parallel. A function GS1 can be defined in terms of STKICT
GS1 F x1 x2 x3 x4 = STRICT aux x1 x3

## where

$$
a u x a b=F a x 2 b x 4
$$

Call-by-need is being retained in all other cases of function application where parallelism is not required. "Lazy evaluation" is another name for the call-by-need mechanism, mentioned previously, concerning parameters of functions and list constructors $\lfloor 21,22\rfloor$.

We use STRIC' in a number of similar cases where operands of functions or infix operators : and ++ need to be called by value. Consider for example the function

$$
\begin{aligned}
\text { FOR } a \mathrm{~b} f= & \mathrm{a}>\mathrm{b} \rightarrow() \\
& f a: F O k(a+1) \mathrm{b} f
\end{aligned}
$$

whose result is a list. Parallelism can be eifected by replacing : by a function cons and forcing simultaneous call-by-value on its parameters

$$
\begin{aligned}
& \text { FOR a } b \mathrm{f}= \mathrm{a}>\mathrm{b} \rightarrow \\
& \text { STRICT } \\
& \text { cons } \\
&(f a) \\
&(\text { FOK }(a+1) \mathrm{b} f)
\end{aligned}
$$

the graph of FOK is shown in figure 2.8

figure 2.8 - program graph of function FOK
however one of the parallel computations accomplishes little.

In order to balance the evaluations of the list's components fok is modified as follows

| SPLITFOK $a \mathrm{~b} f=$ | $\mathrm{a}=\mathrm{b} \rightarrow \mathrm{f} a$, |
| ---: | :--- |
|  | STKICT |
|  | APPELYD |
|  | $($ SPLITFOK a mid f$)$ |
|  | $($ SPLITFOK $($ mid +1$) \mathrm{b} \mathrm{f})$ |
|  | where |
|  | mid $=(a+b) / 2$ |

and its graph is shown in figure 2.9

figure 2.9-program graph of function SPLITRUK
note the need for an APPEND function in order to flatten back the result to a linear list.

The last two cases of parallelism suggest that in order to extract parallelisn lazy evaluation has to be forced to do some work. Replacing call-by-need by call-by-value cannot be introduced safely without risking non-termination [23]. The approach to effecting parallelism adopted here is based on the parallel call-by-parallel scheme and on using
annotation symbols which mark strict (infix) operators as being parallel, the parallel + operator, for example, is written as $+\#$ which the compiler takes note of and produces a parallel PLUS instruction for the evaluation mechanism.

## CHAPTER THREE

Implementation

In chapter two we saw that the computational process SASL entails is based on the notion of substitution. This process is implemented on an abstract machine. "Abstract" refers to the fact that the machine's behaviour is simulated in software. An implementation of a substitution machine in hardware is reported in [24]. Substitution machines are of two basic types, characterised by the way they support the notion of substitution.

The first type consists of the Reduction machines, where substitutions are performed literally on the machine representation of a program. Each substitution results in modifying part of the representation. Termination is reached when there are no further substitutions to perform, a canonical representation of the object the program denotes has been obtained. The machine representation of a program is either a graph or a string. In graph reduction parts of the graph are shared through pointers. Reducing a shared part is felt simultaneously by all other parts which have pointers to it. In string reduction a substitution may produce multiple copies of a part and each has to be reduced separately. In graph reduction substitutions are performed on the program graph directly using the clauses (definitions) of the program as substitution rules [25] or the program is compiled into a fixed set of constants
called combinators. This incorporates a process of removing all the variables which appear in the program based on a technique borrowed from Logic [26,43]. The operation of substitution on combinatory code is much simpler than that on program graphs where attention must be paid to conflicts of names.

The second type consists of the Interpreters or fixed program machines, where substitutions are simulated [27,28,29]. The machine representation of a program remains unmodified throughout the computation but the data mutates. The source text of the program is compiled into a code tree where each node of the tree represents an instruction of the machine. This is interpreted by the machine causing it to modify its state.

The present investigation is based on fixed program machines, known as the SECD machines [28]. The state of such machines consists of a stack, an Environment, a Control and a Dump component. SECD machines represent the original attempts to implement applicative/functional languages, influenced by the machines of algol-like languages.

We shall describe an implementation of SAS $\lrcorner$ based on the SECD type machines and then we shall modify it, so that several machines can combine their effort in carrying out the computation a program entails.

The SASL machine
The SASL machine is simulated by a program ${ }^{+}$written in S-ALGOL. It is based on the original SASL machine [29」 which supported a weaker version of SASL without infinite lists and multiple definitional Clauses with a call-byvalue parameter passing mechanism. These features are supported in a later implementation of SASL [0]. This latter implementation consists of three parts, a monitor which handles interaction with the user, a compiler which translates a program, the user submits to the system, into a code tree and an evaluator which evaluates the code tree by recursively evaluating its sub-trees. The evaluator does not suit our purposes, for it simulates the SASL machine at a higher level not allowing us to examine its progress step-by-step. Thus we constructed a new evaluator ${ }^{++}$ and interfaced it to the rest of the SASL system. This has enabled us to obtain a full SASL system and experiment with a number of non-trivial programs.

Since SASL distinguishes between the different data types at run-time rather than at compile-time the machine has a "tagged" architecture. The memory of the machine consists of a number of cells each of which contains two data items, a head and a tail. In this implementation"the management of the memory is left to $S-a l g o l . ~ T h i s$ facilitates the implementation effort and makes simulating the interaction of machines less painful. The machine's other components are a Stack (S) and three special

## + [appendix II]

++ [appendix II, ine 1124]
registers. A Control (c) register , an Environment (i) register and a Dump (D) register.

## The Control.

$\operatorname{INDEX}=0$

figure 3.1 - code tree for the expression $\mathbb{X}+\mathrm{Y}$

The $C$ register points to the node of a code tree currently being evaluated (or interpreted) by the machine, such nodes contain instructions. Their sub-trees denote the operands of the instructions. The number of operandsdepends on the type of instruction. In figure 3.1 the code tree for the expression $X+Y$ is shown.


$$
\text { figure } 2.2 \text { - pre-order evaluation of } X+Y
$$

The $C$ register has also a sub-component Indux which parameterises the action of the machine for that instruction depending on whether none, one or both of the
operands to the instruction are accessible on the stack. This is necessary since a code tree is traversed (evaluated) in pre-order. The InDix takes the integer values $0,1,2$.

The Environment

figure 3.3 - the Fnvironment state component

The F register points to a linked list of name-value pairs, figure 3.3. The list is organised as a stack to reflect the nesting of environments. Thus the environment is a structure which keeps track of the names that are currently in scope and their associated values. Nested definitions result in nested environments.

Initially all names in the Environment are associated with suspensions. A suspension is a data structure with two data fields. A CODw field and an HivV field. It represents a "frozen" computation which on demand of its value the machine carries out by initialising its $C$ and registers from the suspension. Un termination the value obtained overwrites the CODE field of the suspension and
the ENV is used as a flag to indicate to subsequent accesses that it has been evaluated. Thus, if frozen code is ever evaluated, it is only evaluated once.

The Dump ${ }^{+}$

| NEXTC | ENVR | IASIID |
| :---: | :---: | :---: |
| INDEX |  |  |

figure 3.4 - the state component bump

The D register points to linked list of nodes each of which is a data structure with three fields, see figure 3.4. Fach node identifies a state of the machine to be restored when the evaluation of the code subtree currently pointed to by the $C$ register is completed. Since code trees are traversed in pre-order the $C$ register pointing to the node of the tree is saved in the NEXPC field and set to the node of the left sub-tree from where it can be restored.

The evaluation of some code sub-trees is carried out by extending the current environment with local definitions. This extension to the current environment has to be undone when control (the $C$ register) returns to the father node of the sub-trees. Thus prior to extendine it, the current environment is stored in the bivk field of the data structure. The third field LASTV is used to orgenise the + [app. II, 1. 1031]
list as a stack. Note the NEXTC field has a sub-field INDEX which indicates on restoring the state from the Dump what action remains to be done for the instruction. For example it may require checking the type of the value of the operand on top of the stack. An empty lump indicates termination of the whole program.

## Output

Initially the C register of the machine points to the root node of the code tree which the compiler produces from the program source. The root node identifies a special instruction PRINT with the rest of the code tree as its operand. The execution of PRIN'I causes the machine to save a "print" state on the Dump and continue with the evaluation of the operand of PRINT. Kestoring the print state from the Dump causes the machine to output to the world outside the object referenced by the top of the Stack. [app. II, 1. 2601]

A sequence of PRINT/EVALUATE actions can be performed with this mechanism which enables the machine to handle the case where a list is to be printed. The machine evaluates a component of the list, it prints it and then goes on to evaluate the next component, printing an infinite list is handled in the same way except that the end of the list is never reached.

In general a list is computed as follows. Initially none of the components of the list are computed. A data
structure (a suspension, see above) with all the information to generate the list is passed around instead. The components of the list are evaluated, so that part of the list is actually generated, when access to the components of the list is required. This occurs when a list's component is an operand to a strict instruction (eg. arithmetic) or the whole list is operand to the PKINT instruction. This is known as lazy evaluation.

The "unfreezing". of computations is print-driven (ie. nothing is evaluated unless it contributes to the calculation of an object to be printed).

Instruction set

The operation of the machine on each instruction comprises the following five basic actions which manipulate the components of the machine [app. II, lines 1040-1094]
I. pushstack (item):

The object denoted by item is pushed onto the Stack. In fact a reference to the run-time object is pushed onto the Stack.
II. popstack:

The top element of the Stack is popped.
III. cont.state (code):

The $C$ register is set to point to the code sub-tree denoted by code. The INDEX component of the $C$ register is set to O. This indicates that no operands are available on
the Stack for the instruction at the node of the sub-tree.
IV. save. state (i):

The contents of the $C$, $\mathcal{H}$ and $D$ registers are saved on
the Dump. The INDEX component of the $C$ register is set to the value i. This is the value of INDEX when the state is restored from the Dump.
V. load.state:

The top node of the Dump, pointed to by the $D$ register, is popped and its contents initialise the $C, E$ and $D$ registers. This can be thought of as coming back to a "continuation" [30] left behind. The top of the Stack is the value passed to the continuation. If this value is suspended then it is evaluated and the result overwrites the code field of the suspension. The env field is used as a flag to indicate that the suspension has been evaluated.

The component INDEX of the $C$ register is also initialised from the corresponding sub-field of the Dump. This indicates the number of operands to be expected on the Stack, currently accessible.

INDEX is also used to implement step-by-step actions of the evaluation mechanism such as parameter binding, clause matching (in the TRYS instruction below) and list selection (in the APPLY instruction below).

Each following instruction is given by its mnemonic followed by the names which denote its operands (sub-
trees). The effect of each instruction on the current state of the machine is parameterised by the IND世X of the Control component of the state and it is described in terms of the five basic actions I-V.

IINDEX $=\underline{0}:$
lookup name in the current E
push its value on the Stack
push an error value if not found
if the top of the Stack is a suspension
perform the following actions:

```
save.state (1)
set C to the code field of the suspension
set E to the env field of the suspension
cont.state (C)
```

Otherwise:
load.state
$\underline{\text { INDEX }}=1:$
If the Stack top is a suspension
perform the following actions:

```
save.state (1)
initialise C and E from the suspension
cont.state (C)
```

Otherwise:

```
overwrite name in current #
load.state
```


## CONDITIONAL $\underline{e}, \underline{e}, \underline{e}$

```
INDEX = 偘
    save.state (1)
    cont.state (e)
    INDEX = 1:
    If the top is the object true:
    pop the top element of the Stack
    cont.state (e1)
    If the top is the object false:
    pop the top element of the Stack
    cont.state (e2)
Otherwise:
Replace the top element of the Stack with an error value. load.state
```


## BLOCK d, e


figure 3.5 - a BLOCK code tree

The name d denotes a linked list of names and code sub-trees which represent computations of their values, see figure 3.5.
extend current $E$ with the definitions from d each name is bound to a suspension CODE fields initialised with corresponding code sub-trees and bNV fields initialised with the extended current $E$ cont.state (e)

MAP defis

figure 3.6 - a closure representing the function
$f x=x+y$ where $E$ defines the free variable $y$

```
construct a closure from the code sub-tree
denoted by defs and current environment (E)
push it onto the Stack
load.state
```

A closure is the machine's representation of a function, see figure 3.6. The field FORM denotes the parameter of the function being defined. It can be a constant, a name or a template the actual parameter must match. The field bUNY denotes the code sub-tree to be evaluated as a result of applying the function to an argument. The field kiv denotes the define-time Environment which is the current Environment E. On applying the function to an argument the sub-tree body is evaluated in environment en possibly extended with the binding of the formal parameter to the actual parameter (argument).


SUSPENSIONS
figure 3.7-1ist cell creation
claim a new list cell (see figure 3.7)
create a suspension from e1 and current $上$ and initialise the head data field of the cell create a suspension from e2 and current E and initialise with it the tail data
field of the cell
push a reference to the cell onto the Stack load.state

## ChicKKLIST e

$\underline{I N D E X}=\underline{0}:$
save.state (1)
cont.state (e)

INDEX $=1:$
if top of the Stack is a list perform the following:
load.state

Otherwise:
pop the top element of the Stack push onto the stack an error value load.state

HD e
$\underline{\text { INDEX }}=\underline{0}:$
save. state (1)
cont.state (e)

INDEX $=1:$
if the top of the Stack is a list:
pop the top element of the Stack push the contents of the head onto the stack load.state

Otherwise:
pop the top of the Stack and push an error value load.state

> TL e

Perform the same actions as when applying the operator HD to a list except that the tail of the list is pushed onto the stack instead of the head.

## APPमY e1, e2

$\underline{\text { INDEX }}=\underline{0}:$
save.state (1)
cont.state (e)

INDEX = 1:
if the Stack top is a list or a BASIC FUNCTION:
save.state (2)
cont.state (e2)
if the Stack top is a closure:
create a suspension from e 2 and E
push it onto the Stack
bind formal parameter to actual parameter (the top element of the Stack.)

Binding may involve a matching process and may fail to match formal parameter to actual or it extends the current E with the formal parameter and its associated suspended value. I'his is referred to as the call-by-need parameter passing mechanism. If the binding process is successful it returns a new Environment otherwise it generates an error value which becomes the value of the function application.
set E to the result of binding set $C$ to the body of the function closure cont.state (C)

INDEX $=$ 2:
if the second from the top of the Stack element
is a list:
select the ith element of the list, where the top of the Stack denotes $i$ and the second from the top element denotes the list
load.state

The selection process may involve generating the part of the list which is suspended in order to reach the ith element, see figure 3.8 (a), (b), (c) and (d)


S


S
(a)
(b)
figure 3.8
the ith element is reached when the top of the Stack, used as list selector is the value 1

figure 3.8

If the second from the top of the Stack element
is a BASIC FUNCIION: Eapp. II, 1. 986]
replace the top two elements of the
Stack with the result of applying
the function to the object on top
of the Stack.
load.state

Note that BASIC FUNCTIUI is a predicate which tests the type of the object it is being applied to and it returns a Iruth-value true or false on top of the Stack.

The class of instructions referred to by the memonics BINOP and UliOP represent the following arithmetic, relational and logical operators, defined over the appropriate type of objects
"+", "*", "-", "/", "rem", "~", "!", "\&", " "<", ">", "~"

These are mapped by the compiler to machine instructions PLUS, TIMES, MINUS etc.

## BINOP e1, e2

$$
\text { INDEX }=\underline{0}:
$$

save.state (1)
cont.state (e1)

## INDEX $=1:$

save.state (2)
cont.state (e2)
$\underline{\text { INDEX }}=\underline{2}:$
replace the top two elements of the Stack with the result of applying the instruction to these elements, the result is an error value when the type of the operands are not of type expected by the instruction load.state

## UNOP e

```
INDEX = O:
    save.state (1)
    cont.state (e)
INDEX = 1:
    replace the top element of the Stack
    with the result of applying the instruction
    to this element
    load.state
```

This completes the instruction set of the machine except for the instruction TKYS, similar to MAP but the closure it constructs represents a function defined by more than one clause. The implementation of multiple definitional Clauses is rather involved, relying on giving different values to the INDEX subcomponent of the Control component, each identifying a "state" of the process which selects the representation of the function whose formal parameter matches the actual parameter the closure is being applied to. The effect of the instruction TKYS is desrcibed in detail in [6]. [app. II, 1. 1626]

## Introduction of parallelism

In chapter two we proposed the use of annotation marks which induce the compiler to produce parallel instructions. Executing a parallel instruction, such as PAK-PLUS ${ }^{+}$for example, has the effect of the current machine switching to + [appendix II, line 2086]
a WAIT state. The code sub-trees (operands) and current Environment of the machine initialise the $C$ and $H$ registers of new assistant machines. On termination of its assistants the machine may resume its computation.

The machine described in the previous section needs to be modified so that several machines combine their effort in executing a program. Each machine now has an additional Destination register whose contents identify its father machine. A machine is identified as a slot which receives a result. On termination a machine sends its result to this slot.

Since new machines are initialised with the same Environment, it is possible for them to access a suspension simultaneously or a machine to access a suspension which is currently being "coerced" to the value : it denotes by another machine. Simultaneous access to a suspension which has been "coerced" (or "unfrozen") to the value it represents, poses no problem since all accesses are readonly. Otherwise simultaneous access or access while the suspension is being "coerced" to its value does present a problem.* In order to prohibit the same evaluation being carried out by different machines only the first machine must be allowed exclusive access. This saves unnecessary work being done. For this reason a suspension now has an extra "lock" field which is set by the machine which accesses it first and reset when it is overwriten. A machine which finds a suspension locked switches to a

* Let us examine how deadlock may arise between, say, two evaluations $A$ and $B$. This can only occur when they are data dependent upon each other.

A : Requires the value of a sub-expression let us name it $X$ which is itself data dependent on the sub-expression $Y$
$B$ : Requires the value of the sub-expression $Y$ which is data dependent on the sub-expression $X$

In SASL this arises from certain definitions of the form

```
X = .... Y ....
Y = .... X ....
```

for example

$$
\begin{aligned}
& X=1+Y \\
& Y=1-X
\end{aligned}
$$

which give the equation $X=2-X$ satisfied by the object undefined

Note however the equation $X=1: X$ admits a solution, the infinite list 1:1:1..... and undefined is not a solution.

Thus deadlock only arises when a SASL program denotes the object undeftined

LOCKED state until it is evaluated.

The operation of the machine is extended by the following two actions: [app. II, lines 2352-2513]
VI. spawn (code, env, slot):

This action is invoked when a machine meets a parallel instruction. It causes a new assistant machine to be initialised by a code sub-tree denoted by code and by an Environment denoted by env. The slot initialises the Destination register of the machine. It denotes a place on the Stack of its father machine.

## VII. kill (machine id):

This action is invoked on two occasions. Firstly, it is invoked by a machine which terminates its operation normally. Secondly, it is invoked by a father machine which no longer requires the result of the computation carried out by its child machine. The identity of the child machine is denoted by machine_id. We can think of the father machine sending a kill signal to its child. The kill signal is propagated by the child to all of its children and so on.

The effect of a parallel instruction is described below. The cases for the instructions $P A K-U R$ and PAR-AND are treated as special ones since they are more powerful than the corresponding sequential ones.
PAK-BINOP e1, e2

## PAK-BINUP

```
spawn(e1, ElvV, slot1)
spawn(e2, ENV, slot2)
switch to WAIT state
```

The top two places on the Stack are reserved as slots to receive the results from the evaluation of the operands to the parallel instruction. A machine in WAIT state checks its Stack for results from its children, it then applies the instruction to these results. The machine resumes its progress by invoking the load.state action.

> PAK-UK e1, e2

```
spawn (e1, ENV, slot1)
spawn (e2, liNV, slot2)
switch to WAIT state
```

WAIT state:
if top or second from the top element
is the object true:
kill (child)
pop the two top Stack elements push onto the stack the object true load.state
if one slot is the object false
and the other is an error value:
push onto the Stack an error value load.state
if both slots contain error values:
push onto the stack an error value
load.state
if both slots contain the object false
pop the Stack twice
push this object onto the Stack
load.state

Otherwise:
remain in WAIT state

Similarly for the other parallel instructions PAR-AND and PAR-CONDITIONAL etc. [app. II, 1. 1180]

Error Handing [app. II, 1. 2597]


## figure 3.9 - the error value "true + 1 "

The sequential (lazy) evaluator whenever it detects an error it terminates its progress and prints it as the value of the program. This is represented by the evaluated (or partially evaluated) code sub-tree. The node contains the instruction and the branches point to its evaluated operand (s), as shown in the example above. Since the control of the parallel evaluator is distributed this error value is treated as any other value. The corresponaing task sends it to its father task this to its father and so on until the top task is reached which reports a partially evaluated code sub-tree (built bottom-up).

The partially evaluated code tree represents a trace of the computation carried out. The trace can be suppressed by having each task just propagating the smallest sub-tree (the error value) so that the error value climbs the tree of tasks unmodified.

A model of paralleli.sm

The parallel evaluator described in chapter three decomposes the evaluation of a program into a tree of tasks. The execution of a parallel instruction causes the current task to switch to a wait state until the operands of the instruction are available. These are to be evaluated as newly created tasks. In the implementation a new task is created by the primitive action spawn.

figure 4.1 - a tree of tasks

If a snapshot is taken at the parallel evaluation of a program the overall state is a composite of "smaller" states which form a tree, see figure 4.1. A node identifies a task in a particular state. ACTIVE states indicate the tasks are being processed, WAIT states identify tasks waiting for results of other tasks. A task is in a LOCKED state when it requires the value of a common suspension currently being "unfrozen" by another task. It. remains in LOCKED state until the suspension is overwritten with the value it represents. The possibility of
interference of the above kind between tasks where a task becomes (dynamically) dependent on the value of another task other than the direct father/son dependency sugests that there is a graph of tasks and not just a tree. The broken line in figure 4.1 indicates that temporary datadependencies arise between tasks, when the dependencjes are resolved the related tasks still continue in existence. Unbroken lines show the flow of values which are obtained with the completion of tasks.

Conflict in the form of simultaneous access to the value of a suspension is a consequence of the efficient implementation of lazy evaluation in the environments model of computation (SECD type implementation). This is the technique by which non-strict functions and infinite lists are supported. In the graph reduction model of computation conflict would also arise between tasks due to "sharing" parts of the graph. Evaluating a shared part of the graph is felt simultaneously by all other references to it. on the contrary, string reduction gets round this problem by duplicating effort on common parts.

figure 4.2 - ACIIVE tasks are associated with evaluators $a, b, c$

ACIIVE tasks are associated with the loci of control of evaluators which process them, shown by arrows in figure 4.2. In order to model the behaviour of a malti-processor machine we must take into account the following two observations.

figure 4.3-1'asks exceed evaluators

First, as active tasks are being processed they generate new tasks. The number of created tasks, for a program of modest size, soon overwhelms the number of evaluators, see figure 4.3.

Second, the assignment of tasks to evaluators may involve considerable communication overheads. The above observations suggest that active tasks should not necessarily receive the attention of evaluators as soon as they are created. Thus in the model an assistant
evaluator to the current evaluator is employed only after a certain amount of "time" has elapsed (see below).
'a ==>

(a)

(b)

(d)
figure 4.4 - each evaluator simulatee
the parallel evaluation of tasks
a: main evaluator, $b:$ assistant

In the absence of assistant evaluators the locus of control of the cirrent evaluator traces a bottom first leftmost path over the tree of tasks, see figures 4.4 (a), (b) and (c). Thus each evaluator will attempt to simulate the parallel evaluation of tasks it creates.

When an assistant evaluator to the current one is actually employed it is assigned the last task to be processed by the current evaluator. Further assistants similarly are assigned the next to last tasks. fhus assistant evaluators take load off the current evaluator. These may have the benefit of other assistants in the same fashion and so on.

Ihe effect of a "parallel run" of a program in the model is measured by the amount of effort the initial evaluator exerts. This is the number of steps it goes through to evaluate its input program. A step is equivalent to the execution of one instruction, as described in chapter three. Thus in the model the locus of control of the initial evaluator is associated.with a count of the number of instructions it performs. Also a count of the number of lock steps which occurred during its progress as well as the total number of lock steps is noted for each run.

figure 4.5
In the case shown in figure 4.5 where the main evaluator has come back to a task assigned to an assistant evaluator which has not completed it yet, it is assumed from this moment onwards that the effort of the assjstant evaluator counts as if it was exerted by the main evaluator.

## When to spawn

It has been mentioned that an assistant evaluator is
employed after some "time" has elapsed. During this time several (or no) new tasks may have been created pending processing. Time is related to the amount of work the evaluator performs. Thus its locus of control is associated with a clock which registers its effort. The clock is set to a certain threshold which, when it gets exceeded, causes the initiation of an assistant evaluator. This occurs every time the threshold is exceeded providing there are tasks to be processed. Time has been measured in three different ways.

First, as the number of instructions executed.

Second, as the number of COLON instructions (list cell creations).

Third, as the number of APPLY instructions (function applications).

In order to make this quantity ("time") relative to the evaluation of each program experimented with, a threshold is computed as a percentage of the total number of instructions performed under sequential evaluation where a single evaluator is employed.

Note that the delay a threshold imposes is finite so that the correct result of parallel operators such as "|\#" (PAR-OK) and "\&\#" (PAR-AND) is computed. If the evaluation of one of the operands diverges then eventually the threshold which prohibits the spawning of the task for the
other operand will be exceeded. This would cause the second operand task to be processed. If its value is true for OK or false for $A N D$ then the application of the parallel operator will return this value as its result.

Each program is evaluated in the model under different strategies of spawning where a strategy is determined by the particular threshold imposed. All strategies are bounded by two extremum cases.

The Totally sequential case where only a single evaluator is employed. This evaluator simulates the parallel evaluation of all tasks. So the partial order of tasks represented by the graph in figure 4.4 (a) is flattened to a total order.

The Maximally parallel case where a new evaluator is employed as soon as a task is created. Between these two strategies there is a spectrum of strategies which result in imposing an order on tasks otherwise unordered.

A series of experiments is performed for each program under different strategies. The outcome of each experiment for each program apart from its result provides the following information.

The number of steps performed by the initial evaluator, as a percentage optimisation over the number of steps under totally sequential strategy.

The number of lock steps of the initial evaluator.

These constitute actual delay in the overall evaluation.

The total number of lock steps indicating the amount of interference between, evaluators. The performance in each experiment is plotted against the corresponding stratesy.

Sample points taken at regular intervals during the evaluation which show the number of tasks being processed at each sample point. The profile of an evaluation is presented as a histogram. The results of experiments appear in chapter six.

## Simulation


figure 4.6

In the absence of real concurrency the behaviour of the model of parallelism is simulated by a program which executes sequentially. Its locus of control (S-ALGUA's) timeshares over the tasks so that each task is processed for a timeslice equivalent to the execution of one instruction.

The interaction between evaluatjons of tasks is
modelled at instruction execution level. Modelling at subinstruction level would be required to examine storage management problems for example. Such a simulation is reported in [31]. Figure 4.6 shows how parallelism is achieved. All tasks are arranged in a ring structure with the processor going round the ring giving each task a step equivalent to one instruction. Tasks in wait state just examine their Stack slots to see if their assistant tasks have produced any results. Tasks in locked states examine the field "lock" of the suspension. Pending tasks which have not "fired" yet are ignored.

The action of a task killing its sub-task as it discovers it does not need its result any longer, is assumed to occur instantaneously before any other task changes state. This is a rather ideal situation since the problem of identifying irrelevant tasks and terminating them in order to recover the portion of resources allocated to them is not a trivial problem $[20,32,33]$. The main problem is that of "chasing" where if the number of newly generated tasks, sub-tasks of a killed task, which receive the attention of processors, grows faster than the rate of killing them then this can result in the machine being taken over by irrelevant tasks. This is analogous to the case where a garbage collection process runs out of space itself while trying to recover unwanted space in a sequential machine.
resource allocation that a real multi-processor machine would have to deal with. Here the main idea is to discover the amount of parallelism "logically" present which can be exploited. The simulation does not answer the problem of whether such parallelism can be "physically" realised.

From the point of view of a parallel architecture the ring suggests the arrangement shown in figure 4.7 .


The machine consists of a pool of processors and a pool of tasks. A task has some portion of the total memory engaged. The fact that the run time structure is highly interleaved suggests that there must be a globally referenced memory divided into blocks. As a task is being processed it generates more tasks which can be processed by the current processor or other processors. The proposals for architectures $[31,39,40]$ take up this problem more fully.

## CHAPTER FIVE

## Parallel Programs

In this chapter we examine a number of SASL programs with the purpose of identifying evaluations that can be carried out in parallel. In some cases the original program must be transformed or even replaced by a more parallel program.

An expression represented as a graph of data dependencies shows the evaluations that can be carried out in parallel. Evaluations are ordered by the data dependencies that arise in their evaluations. A data dependency indicates that computing the value of an expression requires that of another expression.

The complexity of evaluations is important in deciding the grain of parallelism [34]. This is a criterion by which we consider, for example, the operation of multiplying two matrices as appropriate for organising it in parallel, whereas we consider the multiplication of two integers not appropriate because the grain of parallelism in this instance is too fine. Consider the program for computing the exponentiation function

```
expo x 1 = x
expo x n = x * expo x ( n-1 )
```


figure 5.1 - program graph of expo

Its graph representation, shown in figure 5.1, indicates sub-expressions $x$ and expo $(n-1)$ may be evaluated in parallel. The complexity of the evaluations though suggests rather unbalanced evaluations. This means there is relatively little amount of work to be done in parallel.

figure 5.2-program graph of splitexpo
A transformation of the program produces a balanced split exponentiation function, see figure 5.2, defined as

```
splitexpo x 1 = x
splitexpo x n = splitexpo x (n/2) *
    splitexpo x (n-(n/2))
```

Now we can interpret the primitive operator * as bejng parallel. For that purpose we introduce an annotation symbol \# which directs the compiler to generate a parallel instruction for the benefit of the evaluator. Parallel instructions cause an evaluation path to split into parallel paths.

## Examples from graph theory


figure 5.j - a directed graph

Graphs model many real life situations so graph manipulating programs are interesting cases to examine. In particular we will examine graphs of relationships.

A directed graph $\hat{G}$ consists of a finite number of vertices and arcs labelled by a direction. We choose to name vertices by integers. The directed graph shown in figure 5.3 has vertices 1, 2, 3 and arcs 12, 13, 22, 23. Arrows indicate the direction of each arc. We define a function $G$ to represent the graph.
$G O=3$ || the size of graph in vertices
$G 1=2,3$
$G 2=2,3$
G $3=()$

The function $G$ is passed as a parameter to graph manipulation functions.

## Example 1

To compute the reachability relation of a graph $G$, by following the outgoing arcs from each vertex. program

Rel $G=$
FOR 1 ( $G$ O) reach
where
reach $i=i, ' t o "$, extend () i , nl
extend sofar $i=$ MEMBER sofar $i->()$
UNION arcs suces
where
$\operatorname{arcs}=G i$
suces $=$ MAPUNITE (extend (i:sofar)) arcs

The standard functions FOR, MAPUNITE,UNION and MEMBER are defined by the following Clauses

```
FOK a b \(\mathrm{f}=\mathrm{a}>\mathrm{b} \rightarrow\) ()
    \(f a: \operatorname{FOR}(a+1) b f\)
MAPUNITE f()\(=()\)
MAPUNITE \(f(a: x)=\) UNION (fa) (MAPUNITE \(f x\) )
MEMBER () \(\mathrm{a}=\mathrm{false}\)
MEMBER ( \(a: x\) ) \(a=\) true
MEMBER ( \(\mathrm{a}: \mathrm{x}\) ) \(\mathrm{b}=\) MEMBER x b
UNION () \(\mathrm{y}=\mathrm{y}\)
UNION ( \(\mathrm{a}: \mathrm{x}\) ) \(\mathrm{y}=\mathrm{MENBER}\) y \(\mathrm{a} \rightarrow\) UNION \(\mathrm{y} x\)
    a : UNION x y
```

Sets are represented by lists. The output of the function $F O R$ is a list. This represents the reachability relation (can be thought of as a new graph) for the input graph. The components of the list are computed sequentially as the list is being printed.

Parallelism manifests here as parallel evaluation of the list's components. This is effected by defining a function SPLITFOR which computes the list as a balanced tree (represented as a list of lists) and then flattens the tree into a linear list by the APPEND function.

```
SPLITFOR a a f = f a,
SPLIPFOR a b f = APPEND (SPLITFOK a mid f)
(SPLITFOR (mid+1) b f)
where
mid}=(a+b)/
```

APPEND $\mathrm{h} t=\mathrm{h}+\mathrm{t} \mathrm{t}$

To transform the function SPLITFOR to a parallel function we use the function STRICI which simulates simultaneous call-by-value on the operands of append, this is defined as call-by-parallel. Note there is always a choice to be made concerning the grain of parallelism which selects a certain function to be transformed into a parallel one. This involves apart from the structure of the corresponding flow graph knowledge of the complexity of the function. Whether this is left to the user to decide or for the system to cope with automatically is an open question. For example the function MEMBER which scans a list could also be chosen for parallel transformation.

Example 2

A directed graph $G$ is called cyclic if there exists a vertex which can reach itself. To test whether a given graph is cyclic we use the function extend defined in the previous example.
program

```
cyclic G = cycleat 1
    where
    cycleat i = i > G O ->false
        MEMBER path |# cycleat (i+1)
        where
        path = extend () i
```

The evaluations of sub-expressions
MEMBER path i
cycleat (i+1)
operands to the parallel operator $\mid \#$ (parallel-or) can be carried out simultaneously. The relative complexity of the evaluations suggests that they are unbalanced. So we must transform the function cycleat so that the looping it entails is unfolded in a tree structure with the operator I\# at the nodes.

```
cycleat i i = NMNBER path i
    where
    path = extend () i
cycleat i j = cycleat i mid i# cycleat (mid+1) j
    where
    mid = (i+j)/2
```

Example 3

Modify the previous program to compute the vertex at which the cycle starts. We can modify the function cycleat to return the name of the vertex instead of true and the empty list instead of false. program

```
cycleat i i = MEMBER path i -> i ; ()
cycleat i j = or (cycleat i mid)
    (cycleat (mid+1) j)
or left right = right=() -># left
    right
```

To effect parallelism we define a parallel conditional operator $->\#$ which evaluates the predicate expression and
the left alternative in parallel. Note the because of the data dependency of the predicate to the right alternative we do not need a full parallel conditional. A second annotation mark would be required to define such an operator. Termination of the predicate with the value false causes the evaluation of the left alternative to be forcibly terminated, if it is still going on, as irrelevant.

## Example 4

A vertex of a directed graph is called terminal if a directed cycle cannot be reached from it. If a graph is not cyclic the set of terminal vertices consists of all the vertices of the graph.

Compute the set of terminal vertices of a directed graph. program

```
terminals G =
FILTER term (COUNT 1 (G O))
where
term i = ~nont i
nont i = OR (NEMBER path i : MAP nont path)
OR () = false
OR (a : x ) = a | OR x
```

we use the function "extend" from example 1. The function COUNT computes the list 1,2 , ....(G 0 ) which is filtered to leave in only those components (vertices) which satisfy
the predicate term. We choose to parallelise the function FILTER. We replace the list 1, 2, ...(G O) by introducing an extra parameter in FILTEK and apply the split transformation to it.

```
FILTER p n n = p n -> n,
()
```

```
FILTER p n m = APPEND (FILTHR p n mid)
```

FILTER p n m = APPEND (FILTHR p n mid)
(FILTER p (mid+1) m)

```
    (FILTER p (mid+1) m)
```

where
$\operatorname{mid}=(n+m) / 2$
now APPEND is prefixed by STRICT as in example 1. Further parallelism is possible from the function $O R$ which scans a list looking for the object true as soon as it finds this object it returns it as its result, otherwise it returns the object false. The parallel ok function is defined as follows

```
OR () = false
OR (a:x) = a |# OR x
```

note since the sequential function $O R$ does not need to evaluate all the components of the list, only as far as the first true, the parallel OR function involves evaluating components in anticipation that their value might be needed.

## Example 5

In a directed graph when a vertex $v$ has an arc to a
vertex $u$ then the vertex $u$ is called the successor of $v$ and $v$ is called the predecessor of $u$. For some vertex $i$ the minimal transition pair with i as the initial vertex is the smallest pair of sets $M$ and $N$ such that
vertex i is a member of $M$
all successors of $M$ are members of $N$
all predecessors of $N$ are members of $M$

The following program computes the sets $M$ and $N$ for a given graph $g$ which satisfy the above conditions.
mtpair g
Where
MN mset nset $=c 1 \& c 2 \rightarrow$ mset, nset

```
MN (c1 -> mset ; mset1)
        (c2 -> nset ; nset1)
```


## where

c1 = SUBSHI succs mset
c2 $=$ SUBSET preds nset
succs $=$ MAPUNITE succ mset
preds = MAPUNITW pred nset
nset1 = UNION nset succs
mset1 $=$ UNION mset preds

```
Suce v = g v
pred v = FILTER (arc v) (COUNT 1 (g 0))
arc i i = false
arc i j = member (succ j) i
COUNT a b = a > b -> ()
```

    \(\mathrm{a}: \operatorname{COUNT}(\mathrm{a}+1) \mathrm{b}\)
    The function COUNT computes the list 1,2 , ....n which is the list of vertices of the input graph g.

An undirected graph, shown in figure 5.4, is represented here with a double arc.

figure 5.4 - an undirected connected graph
such a graph is called connected if every vertex is reachable from any other. An undirected connected graph is called bipartite if its vertices can be partitioned in two sets $M$ and $\mathbb{N}$ such that no edge (a double arc) joins two vertices of the same set. To solve the problem whether a given graph is bipartite can be programmed as follows

Let i be an initial vertex, say 1 . We can use the function $M N$, defined above, to assign the vertices to two sets $M$ and $N$ such that vertices joined by an edge are assigned to different sets. As the graph is connected all. vertices will be assigned to at least one set. The graph is not bipartite if a vertex has been assigned to both sets.

```
bipartite g = empty (INTERSHCTION M IN)
    where
    empty () = true
    empty s = false
    M,N=NN (1,)(suce 1)
```

Note since vertices are joined by double arcs there is no need for the function pred, just use succ. The empty set is represented as the empty list (). lhe function INTERSECTION computes the denoted set operation. In order to transform mtpair into a parallel program the operator ó is replaced by the parallel operator \& so that subexpressions c1 and c2 are evaluated in parallel. Since deft is strict in only one of its operands (see the Pak-AnL instruction in chapter three), termination of one of the evaluations, say cl for example, giving false causes the termination of the evaluation of $c 2$ as irrelevant.

figure 5.5 -- program graph of "Mil"

Note that it is possible that the value of ci, for example, will be required by the evaluation of the expression

## MN ( .... ) (c2 ....)

the graph of "MN" in figure 5.5 indicates that the latter evaluation is data-dependent on the evaluation, characterised by the operator \&非 as speculative. This suggests that both the values of $c 1$ and $c 2$ must be found before the operator $\&$ is applied. So the sub-expression

$$
c 1 \& c 2
$$

in the sequential program is replaced by

```
STRICT and c1 c2
```

where the function "and" is defined by

```
and x y = x & y
```


## Example 6

To test whether a function contains a zero in a given interval within a given accuracy criterion (the local version of SASL does not cope, at present, with real numbers but the program will work on a variety of "scaled" integer functions).

The method of solution is to divide the given interval into two sub-intervals and search for a zero of the function in the sub-interval which indicates the function crosses the x-axis. If neither sub-interval indicates this condition they are searched left to right by being subdivided further. program

Root $f x y e=x-y<2^{*} e->$
negsign $x$ y ->'root is ", mid
'no root found', negsign $x$ mid -> left negsign mid y -> right ONEOF left right
where
negsign $a b=f a * f b<0$
left $=$ Root $\mathrm{f} x$ mid e
right $=$ Root $f$ mid $y$
$\operatorname{mid}=(x+y) / 2$

ONEOF $\mathrm{m} \mathrm{n}=$ isnroot $\mathrm{m} \rightarrow \mathrm{n}$
m
isnroot (mesg: $x$ ) $=x=()$

Parallelism here manifests as splitting the interval and pursuing the test on each sub-interval in parallel. Success on one of the sub-intervals renders the search in the other as irrelevant (if one is looking for just one root).

Again the full parallel conditional operator was not needed. Only the condition and left alternative need be evaluated in parallel. Note that for the particular case where the pattern of searches followed by the sequential program is optimal, this occurs when the sequential program never takes up a right half interval, the introduction of parallelism does not improve the performance. In general though we can safely assume this will not be the case. Note also that as soon as a path hits success this is detected by the immediate application of ONEOF and reports it to the outer application of itself so that the answer reaches the top of the tree causing termination of search paths on its way. This is effected by replacing -> by the parallel operator ->\# in the body of the function ONEOF (see example 3).

## Example 7

The program to compute the moves of discs which solve the towers of Hanoi.

## program

```
Hanoi \(O(a, b, c)=()\)
Hanoi \(n(a, b, c)=\) Hanoi \((n-1)(a, c, b)\),
    move,
    Hanoi ( \(n-1\) ) ( b,a,c )
        where
    move = 'disc ",a,' to", c
```

To transform the function Hanoi into a parallel
function we just replace the two occurences of comma by a function comm2 and use STRICI to force call-by-parallel on the parameters of the function comm2.

$$
\begin{aligned}
\text { Hanoi } n(a, b, c)= & \text { STRICY comm2 } 1 r \\
& \underline{\text { where }} \\
& \text { comm2 } 1 r=1, \text { move, } r \\
& 1=\text { Hanoi }(n-1)(a, c, b) \\
& r=\text { Hanoi }(n-1)(b, a, c)
\end{aligned}
$$

Note that no transformation of the program to enhance parallelism is required since the evaluation of subexpressions $l$ and $r$ are of the same complexity.

## Example 8

To compute the matrix product of two matrices. In order to present a clearer program let us assume the matrices are square of dimension $n$, power of 2 . A matrix is represented as a list of lists in row order. For example the expression

$$
((1,0),(0,1))
$$

represents the unit square matrix of order '2. We define the product in terms of inner product operations between vectors. A row or a column of a matrix constitutes a vector. The inner product function $I P$ is defined by the following Clauses

```
    IP () () = 0
    IP (r : x ) (c : y ) = r * c + IP x y
```

a matrix is transposed by the function transpose below

```
transpose M = map hd M : transpose (map tl M)
hd (a : x) = a
tl (a : x) = x
```

The ith row of the product matrix is formed by taking the inner product of the ith row of matrix $M$ with all the columns of matrix $N$.

## program

```
multiply M N = mult M (transpose N)
mult () cols = ()
mult (r : rows) cols = new r : mult rows cols
where
new row = MAP (IP row) cols
```

We identify parallel evaluations at the level (grain) of function mult where the operands of : can be evaluated in parallel. Similarly at the inner level of MAP used by the function new and finally at the level of function IP.

The infix operator : can be replaced by a function cons and then we can use the function STRICT to force call-byvalue on the actual parameters of cons. The complexity of the function new and more obviously of IP with respect to the complexity of the whole program suggests that we only consider parallelism at the level of the function mult. Note that had we decided to consider parallel evaluations, say at the level of function IP, we would need to transform
this function in order to balance the tree of evaluations that the parallel + operator gives rise to.

The same criticism applies in introducine parallelism at the level of function mult whose parallel balanced version may be defined as follows

```
mult rows cols = split 1 (LENGTH rows)
where
    splj.t i i = new (rows i),
    split i j = STRICT APPEND
    (split i mid)
    (split (mid+1) j)
```

Now the rows of the product matrix are computed in parallel. Closer examination of the algorithm shows that each such evaluation requires access to the colum matrix cols. This implies the evaluations cannot froceed independently of each other. In order to obtain an effectively parallel program for matrix multiplication we therefore look for a different algorithm, in fact the function split above provides the idea. The computation of an element is given by the formula
$c_{i j}=a_{i 1} b_{1 j}+a_{i 2} b_{2 j}+a_{i 3} b_{3 j}+\cdots$
Let us consider multiplying matrices $A$ and $b$ obtaining matrix $C$, all of dimension $n$, a power of 2 .
this function in order to balance the tree of evaluations that the parallel + operator gives rise to.

The same criticism applies in introducing parallelism at the level of function mult whose parallel balanced version may be defined as follows

```
mult rows cols = split 1 (LENGTH rows)
    where
    split i i = new (rows i),
    split i j = SIRICT APPEND
        (split i mid)
```

Now the rows of the product matrix are computed in parallel. Closer examination of the algorithm shows that each such evaluation requires access to the column matrix cols. This implies the evaluations cannot proceed independently of each other. In order to obtain an effectively parallel program for matrix multiplication we therefore look for a different algorithm, in fact the function split above provides the idea. The computation of an element is given by the formula
$c=a b+a+b+b+$

Let us consider multiplying matrices $A$ and $B$ obtaining matrix $C$, all of dimension $n$, a power of 2 .
we can divide matrices $A$ and $B$ so that they form (2X\%) matrices whose elements are $(n / 2) X(n / 2)$ matrices. An element Cij of the product matrix is computed using the same equation as above, for example

$$
C_{11}=A_{11} B_{11}+A_{12} B_{21}
$$

but the operands of addition and multiplication are matrices. The equation indicates the two multiplications can be carried out in parallel. ivote each multiplication between the matrices $A i j$ and $B i j$, of dimensjon $n / \check{L}$ will give rise to parallel evaluations of matrices of dimension $n / 4$ and so on until multiplication of atomic operands is reached.

The computationthis algorithm implies recursively subdivides into non-trivial independent evaluations. The new algorithm for matrix multiplication is yet another example of the approach to problem solving known as the Divide-and-Conquer method. In fact we have already encountered many examples of this method when the functions splitexpo, SPLITFOR, cycleat were defined. Programs implementing this type of algorithm are ideally suitable for parallel evaluation, since their evaluation splits evenly into subevaluations. These can be carried out in parallel.

In order to change the representation of a ( $n X n$ ) matrix $A$ so that $A \operatorname{i} j$ is not an integer but a $(n / 2) \times(n / 2)$ matrix we define a function maked to do the conversion.
make2 $A n=G$

## where

$$
\begin{aligned}
& \text { G } 11=F \\
& \text { where } F i j=A i j \\
& \text { G } 12=F \\
& \text { where } F i j=A i \quad \text { (j+offset) } \\
& \text { G } 21=\mathrm{F} \\
& \text { Where } F i j=A(i+o f f s e t) j \\
& G 22=F \\
& \text { where } F i j=A \text { (i+offset) (j+offset) } \\
& \text { offset }=n / 2
\end{aligned}
$$

Since the results of operations are square matrices printed as lists of lists, we define a function MATRIX which produces a square matrix

MATRIX $\mathrm{n} \mathrm{e}=$ FOR 1 nr
where
$\mathrm{r} i=F O R 1 \mathrm{nc}$
where
$c j=e i j$

The addition of matrices of dimension $k$, represented as 2X2 matrices with elements matrices of dimension $k / 2$ is defined by function SUM as follows

SUM $F G 1=F+G$
SUM $F G k=M A T R I X 2 e$
where
e i $j=\operatorname{SUM}(F i j)(G i j)(k / 2)$

The multiplication of $2 \times 2$ matrices is defined in terms of the function MATRIX as follows..

```
mult2 A B = MATRIX 2 ((A i 1*B 1 j) +(A i 2*B 2 j))
```

Now we can define matrix multiplication anew in terms of the functions mult2, make2, MATRIX and SUM

## program

```
multiply A B 2 = mult2 A. B
multiply A B n = mult A2 B2 (n/2)
    where
    A2 = make2 A n
    B2 = make2 B n
```

mult $M \mathbb{N} k=\operatorname{MATRIX} 2 e$ where

$$
\begin{aligned}
& \text { e i } j=\operatorname{SUM}\left(m u l t i p l y ( M i 1 ) \left(\begin{array}{lll}
\mathrm{N} & 1 & \mathrm{j}) \mathrm{k})
\end{array}\right.\right. \\
& \text { (multiply ( } M \text { i 2) (M2 j) k) } \\
& k \text { 。 }
\end{aligned}
$$

We identify parallelism at the level of function MATKLX where the elements of the matrix can be evaluated in parallel. This is effected by transforming FUR into a parallel function. Note that since the first parameter of MATRIX is 2 the function FOR produces a 2-list so that there is no need to transform FOR to the function SPLITFOR, we have met this function in example 1.

Parallelism is also identified at the level of function e where the operands of the function SUM can be evaluated
in parallel. We choose the level of the function SUM because the grain of the function MATRIX overwhelms the simulator, even for a small (8X8) matrix.

Note the bulk of the work is done at the level of the function SUM and although an element may be evaluated before another is it has to be printed in a particular order. To effect parallelism the function STRICT is used to perform call-by-parallel on the operands of SUM

```
e i j = STRICT SUM (multiply (M i 1) (N 1 j)k)
    (multiply (M i 2) (N 2 j) k)
```

k

## Example 9

To sort a list of integers in ascending order. There are a number of sorting algorithms [35]. We choose the sort by merge algorithm because it employs the Divide-andConquer technique. Other sorting methods such as quicksort do this also but are not considered here. Given a list of $n$ numbers, split it into two sub-lists of $n / 2$ and $n+2 / 2$ numbers and then merge the sorted sub-lists.
program

```
sort x = split 1 (IENGTH x)
    where
    split n n = x n,
    split n m = STRICT merge
        (split n mid)
        (split (mid+1) m)
```

            where
            \(\operatorname{mid}=(n+m) / 2\)
    merge () $y=y$
merge $x()=x$
$\operatorname{merge}(\mathrm{a}: \mathrm{x})(\mathrm{b}: \mathrm{y})=\mathrm{a}\langle=\mathrm{b} \rightarrow \mathrm{a}: \operatorname{merge} \mathrm{x}(\mathrm{b}: y)$
b : merge ( $\mathrm{a}: \mathrm{x}$ ) b

Note that all parallel evaluations require access to some element of the list x .

Example 10

To compute a relation from two relations. The relations are two tables of library information. One table gives the relation between books and authors and the other between borrowed books and names of borrowers. The relation to be computed is defined as "the list of authors whose books are lend to other authors".

A table is represented by a list of pairs. Hach pair is represented by a 2-list. The list of book-author pairs is denoted by the parameter $B A L$ and the book-borrower list of
pairs is denoted by the parameter $B B L$.

## program

```
new_rel BAL BBL = relation BBL
    where
    relation () = ()
    relation(p:x) = rel p -> p 2:relation x
                        relation x
rel(bk,br) = AND(author ~}=(),\mathrm{ author N = br)
where
    author = FIIND BAL br
```

AND () = true
AND $(a: x)=a \rightarrow$ AND $x$; false
FIND () item = ()
FIND ((item,nm) : x) item $=n m$
FIND ((bk,item) : x) item = bk
FIIND ( $p: x$ ) item $=$ FIND $x$ item

The function FIND searches the list of pairs for an item, if it finds the item contained in a pair it returns the related object. Both functions relation and FIND may be parallelised. We choose the grain of parallelism offered by the latter function which performs FIND steps recursing on its first parameter. We transform the recursions into a tree whose terminals, left to right, are the unwound recursions.

```
relation x = split 1 (WENGTH x)
    where
    split n n = rel (x n) -> x n 2,
        ()
    split n m = APPEIND (split n mid)
        (split (mid+1) n)
        where
        mid = (n+m)/2
```

By prefixing APPEND with the system function STKICI a parallel program is obtained.

Example 11

A partition of an integer $n$ is a collection of positive integers whose sum is $n$. The integers in the collections are called the parts of the partition. We do not impose any other restrictions on the partitions. Consider the partitions of the first three integers.

1
211
32112111

We see that the partition of 3 is generated from those of 2 and 1 by extending (prefixing) the partitions of 2 with $1=(3-2)$, obtaining 12111 and of 1 with $2=(3-1)$ obtaining 21 and finally of 0 which is empty (nullpart) with $3=(3-0)$ to get 3 .

## program

```
nullpart = (),
part O = nullpart
part n = fora 1 n last
    where
    last i = prefix i (part (n-i))
    prefix i () = ()
    prefix i (p : x) = p=nullpart->(i,) : prefix i x
                                    (i : p) : prefix i x
```

fora $\mathrm{a} \mathrm{b} \mathrm{f}=\mathrm{a}>\mathrm{b} \rightarrow$ ()
$f a++$ fora $(a+1) b f$

By paralleling function fora, the partitions may be generated in parallel.

```
fora \(\mathrm{a} b \mathrm{f}=\mathrm{a}=\mathrm{b} \rightarrow \mathrm{m} \mathrm{a}\),
    STRICT APPEND (fora a mid \(f\) )
        (fora (mid+1) b f)
    where
    \(\operatorname{mid}=(a+b) / 2\)
```

Note that same partitions are recomputed, following the technique of [36] we modify the function part to be a memo function which remembers previously generated partitions.

```
partlist = MAP part (from O)
part n = fora 1 n last
    where
    last i = prefix i (partlist (n-i+1))
```

Example 12

To generate the permutations of set of integers. We take the solution given in the Sasl manual \4」. program

$$
\begin{aligned}
& \text { perms }()=(), \\
& \text { perms } x=f x
\end{aligned}
$$

where

$$
\begin{aligned}
f(a: y)= & \operatorname{MAP}(\text { cons } a)(\text { perms } y)++ \\
& g(y++(a,)) \\
g y= & y=x \rightarrow() \\
& f x
\end{aligned}
$$

Similarly here replacing ++ by the function APPwN and using STKICT to effect simultaneous call-by-value of the parameters of APPEND, the evaluation path splits into parallel sub-paths. One path computes the permutations of a list of numbers where the first element is fixed. The other rotates the list and computes its permutations. Each subpath follows the same split pattern.

Let us consider the same algorithm expressed somewhat differently so that parallel paths are of the same
complexity, where the loop defined by $g$ has been taken out and externalised.

```
perms x = MAP f x
    where
    f a = MAP (cons a) (perms (diff x a))
diff () a = ()
diff (a : x) a = x
diff (b : x) a = diff x a
we replace MAP by the function "split"
perms x = split 1 (IENGTH x)
        where
    split n n = f (x n),
    split n m = STRICT APPEND
                                    (split n mid)
                                    (split (mid+1) m)
where
mid = (n+m)/2
```


## Example 13

The queens problem where the queens are to be placed on an ( $n X n$ ) board in such a way that none checks any other. We use the solution of [4〕 where the board is represented by a list. The components of the list represent the columns of the board. Each component is an integer and its value represents the row of the board.
complexity, where the loop defined by $g$ has been taken out and externalised.

```
perms x = MAP f x
    where
    fa=MAP (cons a) (perms (diff x a))
diff () a = ()
diff (a : x) a = x
diff (b : x) a = diff x a
we replace MAP by the function "split"
perms x = split 1 (LHNGTH x)
        where
        split n n = f(x n),
        split n m = STRICT APPEND
        (split n mid)
                                    (split (mid+1)m)
        where
        mid = (n+m)/2
```

Example 13

The queens problem where the queens are to be placed on an ( $n X n$ ) board in such a way that none checks any other. We use the solution of [4] where the board is represented by a list. The components of the list represent the columns of the board. Each component is an integer and its value represents the row of the board.

```
soln q b = q > 8 -> alter b
    safe q b full q b m : b , soln (q+1) b
    soln 1 (a:b)
    soln (q+1) b
```

The algorithm starts from an initial position and either extends if the safe condition is satisfied or it modifies it to for a safe condition. It backtracks when a safe condition must be found by altering previously placed queens. Intuitively, we feel that fixing the initial positions and pursuing them in parallel to success or failure without backtracking will give us a parallel program. Allowing backtracking means that parallel paths may converge on the same route.

```
FOR 1 n initial
```

where

```
initial = soln (1,)
soln b = safe b -> full b ->b
    FOR 1 n extend
where
extend q = soln (q : b)
```

By parallelising the list generator function FOK we easily obtain a parallel program. In fact we only transform the first occurence of $F O K$ otherwise the run time structure overwhelms the simulator.

To program the numerical method of solving Laplaces's equation on a rectangular grid with given boundary values. This problem is programmed on the Data Flow computer LS7」 using a different approach to parallelism.

Initially the interior points of grid are given estimated (guessed) values and a new point on the grid is computed using the formula
$U_{n i j}=\left(U_{n i-1} j+U_{n i}+1 j+U_{n i j}-1+u_{n i j}-1\right) / 4$ where $n$ is the iteration step and $i$ and $j$ vary over the rows and columns respectively of the grid. The interior of the grid is iterated until successive values on each point differ by a given amount, which characterises the degree of accuracy of the approximation. The initial grid is given a constant value on all the interior points. The choice of initial value affects the number of iterations required to achieve convergence.

## program

```
output
where
R = NO_OF_ROWS
C = NO_OF_COLS
BOUND_VALUE = ... || a R-list of C-lists
output = MAP grid (from O)
grid O = INIT_GRID
grid n = FOR 1 R r
                                    where
```

```
r i = FOR 1 C c
```

r i = FOR 1 C c
where
where
c j = BOUNDARY (i,j) -> BOUND_VALUE i j
c j = BOUNDARY (i,j) -> BOUND_VALUE i j
c j = BOUNDARY (i,j) -> BOUND_VALUE i j
(output (n-1) i (j-1) +
(output (n-1) i (j-1) +
(output (n-1) i (j-1) +
output (n-1) i (j+1) +
output (n-1) i (j+1) +
output (n-1) i (j+1) +
output (n-1) (i-1) j +
output (n-1) (i-1) j +
output (n-1) (i-1) j +
output (n-1) (i+1) j
output (n-1) (i+1) j
output (n-1) (i+1) j
)/4
)/4
)/4
BOUNDARY (i,j) = OR (i=1,i=R,j=1,j=C)
OR () = false
OR (a:x) = a |\# OR x
from n = n : from ( }n+1

```

The function "from" it produces an infinite list which plays the role of the loop control variable in imperative programming.

The grid is represented as a list of lists. The output of the program is an infinite list denoted by the identifier "output". Each component of the list is a grid. Note the lazy evaluation mechanism of SASL enables output to be received from such an infinite computation. The pattern the computation follows is "compute a component of the list, print it and do the same for the rest of the list". When convergence is achieved we interrupt the computation. This can be determined by comparing the values printed out. A better solution where convergence is tested from within the program might be preferable but this program is adequate to demonstrate the idea of successive approximations being generated.

The algorithm adopted here can be thought of as a "bottom-up" method of solution. The evaluation of each new point comprises a rather trivial computation path. One way to extract parallelism is to divide the grid into sub-grids and compute each in parallel. The amount of parallelism obtained in this way depends on the size of the grid. But even a relatively small grid may involve a large number of iterations before convergence is achieved. This makes the amount of work on each sub-grid comparatively small.

In order to extract parallelism in the form where the whole evaluation process sub-divides into non-trivial smaller evaluations it seems we must adopt a "top-down" method of solution, where the result of the program is just the grid after a number of iterations. Intermediate grids
not being printed. In this way the evaluation of each point on this "final" grid involves a respectable amount of work. program
```

output k = FOR 1 R r
where
r i = FOR 1 C c
where
c j = U k i j
UOi j = INIT_GRID
U n i j = BOUNDARY (i,j) -> BOUND_VALUE i j
(U (n-1) i (j-1) +
U (n-1) i ( j+1) +
U (n-1) (i-1) j +
U(n-1) (i+1) j
)/4

```

The + operators are marked as parallel +\# and the arithmetic expression of the form \(A+B+C+D\) is rearranged to \((A+B)+(C+D)\) in order to have balanced paths.

Since SASl does not support a package for simulating real numbers we were not able to test this program properly but only from the point of view of unfolding the recursions in parallel.

Example 15

To program a parser for Lambda Calculus strings defined by the following syntactic rules expressed in BNF (we use \(L\) instead of for typographical reasons).
```

wfe = var | lamb var. wfe | (wfe ) | wfe wfe
var =a|b|c| .....

```

The syntax specification for a well formed formula of Lambda Calculus is that it is either a variable or a function or a bracketed well formed expression or a concatenation of well formed formulae. First of all immediate recursion is removed from the above syntax specification by introducing extra rules.
```

wfe=e1 | fun
e1 = e2{ e2 }
e2 = var | (wfe)
fun = lamb var . wfe
var = a | b | c | x | y | z

```
where \{ \} indicate zero or more repetitions of the enclosed object. For simplicity the syntactic variable var is assumed to vary over just six names. For each syntactic variable a function is defined which recognises whether that entity occurs at the front of its input string. Such a recogniser function returns two results. A logical indicating success of failure to recognise the item and the remaining of the input string after the item has been taken
from the front of the input string. A recogniser corresponding to the left hand side of a syntactic rule uses recognisers corresponding to the right hand sides of rules.

A recogniser for a terminal symbol is a function which tests whether a particular string occurs at the front of its input string, ignoring leading spaces. So the test is string equality. In order to avoid defining a separate recogniser of each terminal, a function which takes a string as its input and returns a recogniser for that string is defined.
```

term pattern string = f pattern string

```
where
f p () = false,string
\(f() s=\) true,s
\(f \mathrm{p}(\%: s)=f \mathrm{p}\)
\(f(a: p)(a: s)=f p s\)
f p s = false,string
so the symbol ( is recognised by a function bra defined as
\[
\text { bra }=\text { term '(" }
\]

The alternative ( 1 ) BNF symbols are defined by a function bar which takes a list of alternative recognisers as its first parameter and an input string as its second parameter and tests whether the front of the string can be recognised by any of the recognisers
```

bar () string = false,string
bar (rec1 : x) string = r1 -> true,s1
bar x string
where
r1,s1 = rec1 string

```
thus var is defined as
```

var = bar (a, b, c, x, y, z)

```
and further for \(\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{lamb}\)
```

var = bar (map term ('a",'b",'c','x','y','z'))
lamb = term 'L''

```
similarly concatenation is defined
```

conc () string = true,string
conc (rec1 : x) = r1 -> r2 -> true,s2
false,string
where
r2,s2 = conc x s1
false,string
where
r1,s1 = rec1 string

```

Using the function conc we can define a recogniser for the category funct as follows
```

funct = conc (lamb , var , dot , wfe)
dot = term '."

```

Using bar and conc defining repetion is developed as follows
```

repet obj = bar (obj....obj, zero)
zero string = true,string
obj.....obj = conc (obj, repet obj)

```
thus finally in legal SASL
```

repet obj = bar (conc (obj., repet obj) , zero)

```

Now we are in a position to define the complete parser wfe using the recognisers defined already
```

wfe = bar (e1 , func)
e1 = conc (e2, repet e2)
e2 = bar (var , conc (bra, wfe, ket))

```

To identify what can be done in parallel the functions bar and conc are analysed by unfolding their graghs. The graph of bar is shown in figure \(b .6\)

figure 5.6 - progran graph of "bar"
it suggests that the condition and right alternative of the conditional operator may be evaluated in parallel. In order to use the parallel operator \(\rightarrow\) \#\# already defined r1 is
replaced by \({ }^{\sim} r 1\) and the alternatives of the conditional are swapped.

The graph of conc is shown in figure 5.7

figure 5.7-program graph of "conc"
it indicates that the sub-expressions
\[
\text { reci string } \quad \text { conc } x \text { si }
\]
cannot be be evaluated in parallel since the latter is data dependent on the value denoted by sl which is part of the result of the former. Thus the function conc is characterised as essentially sequential.

Finally, the "split" transformation applied to the function "bar" gives us the following balanced function
```

bar x string = split 1 (LfivGTH x)
where
split i i = x i string
split i j = ONH:OF
(split i mid) (split (mid+1) j
where mid = (i+j)/2

```

ONEOF \(1 \mathrm{r}={ }^{\sim} \mathrm{h}\) d 1 ->\# r ; 1

\section*{Results}

In this chapter we analyse the results, obtained by running the programs developed in chapter five, on the parallel evaluator (see chapter three and four) and comment on the method by which parallel programs are derived from sequential ones.

Simulation results are presented in the appendix, in the form of tables. Tables numbered \(n .1\) and \(n .2\) correspond to the example program numbered \(n\) in chapter five. What do the tables mean ?

As we have discovered in chapter five a (parallel) program task decomposes into a tree of sub-tasks. A special case of this is the program which tests a directed graph for the bipartite property (Example 5) where its evaluation only occasionally decomposes into two sub-tasks and the rest of the time it consists of a single task.

The evaluator has a choice of evaluation schemes at its disposal. This is controlled by an input parameter (see below about "strategy") of the simulation. I'he most obvious schemes are two, the totally sequential scheme where no parallelism is invoked at all and the other is the maximally parallel (most eager evaluation) scheme where as soon as a sub-task is created it is assigned to an evaluator. The sub-task is processed independently of the
main task and its associated evaluator is an assistant to the one processing the main task. In between these extreme evaluation schemes there exist a number of evaluation schemes each dictating when evaluations are "forked out" from ongoing evaluations. Thus certain tasks which would be processed in parallel under the maximally parallel scheme are evaluated in sequential order under an "in-between" scheme. Note that although the evaluator's behaviour seems to vary between eager and lazy evaluation this is not strictly accurate since call-by-parallel has replaced call-by-need (see chapter two) even in the absence of parallelism due to the dictates of a particular scheme. In this case the evaluator simulates the parallel evaluation of sub-tasks. Each evaluation scheme is called a "strategy" of the evaluation mechanism. Below we explain how strategy is quantified.

The simulation we have constructed sets out to discover how to exploit the parallelism "inherent" in the programs of chapter five by testing different parallel evaluation schemes (strategies). The effect of each scheme is measured by the resulting length of computation (number of main evaluator's steps).

The performance under each parallel evaluation scheme is calculated as a percentage improvement over the length of computation under the totally sequential scheme. Thus in table 1.2 for instance a particular strategy (horizontal axis) of \(10 \%\) (see below) achieves \(60 \%\) gain in performance
(shown in the vertical axis).

Strategies

A particular strategy dictates when each evaluator is to "off-load" (logically) a sub-task to an assistant evaluator. This is when a parallel activity is to be set up. A strategy models the degree of parallelism employed in a real machine consisting of multi-processors for a given program.

So under a strategy a certain amount of work is shared amongst evaluators and a corresponding improvement over the sequential strategy (just a single task, the main one) is expected.

A strategy amounts to an assumption concerning the pattern of resource allocation in a real machine. In this study we have assumed that an evaluator gets the benefit of an assistant after it has performed a certain amount of work. During this time it may have generated some or no new (sub-) tasks. In the former case these are assigned to assistant evaluators as the particular strategy dictates.

The condition of unbounded parallelism (number of assistants or number of "off-loadings") is assumed.

The "amount of work" (or "time") referred to previously is based on three types of measurement
(a) the number of steps
(b) the number of COLON steps (list cell creations)
(c) the number of APPLY steps (function applications) we have found that all three methods of measuring the amount of work give approximately the same results.

Each strategy is represented by a percentage, input to the simulator. For example, a strategy of \(10 \%\) indicates that each evaluator is allowed to obtain an assistant whenever the work it has done exceeds \(10 \%\) of the total amount of work the program would have entailed under the totally sequential scheme. This is done in order to meaningfully compare results from programs of different computation lengths (number of steps). If a program is evaluated under a more eager strategy, say 5\%, modelling the case where the machine is bigger, we wish to discover the corresponding effect on the performance of the program. Thus \(0 \%\) represents the maximally parallel scheme and \(100 \%\) represents the totally sequential scheme.

The simulation has a twofold significance. On one hand we use it to discover the amount of parallelism in programs and on the other it indicates a scheme of machine program organisation suitable for an environment which incorporates parallelism.

The histograms, tables numbered n.1, give us an idea of the run-time profile of each program under the \(10 \%\) strategy. The vertical axes of tables \(n .1\) show the number of evaluators processing tasks and the horizontal axes show time in terms of computation length. We discovered that
the shape of histograms generally remains the same for different strategies so only the \(10 \%\) case is shown. A histogram indicates the amount of work that can be done in parallel over time. We also compare histograms against our intuition about what programs do.

\section*{Parallel programs}

In this section we comment on what we have discovered about the method of deriving (by hand) parallel programs from initially sequential ones. First, we have found out that parallelism needs to be expressed (effected) by two language constructs which are introduced into SASL for the purpose of expressing parallel programs. These are the annotation symbol "\#" which modifies a primitive operator to a parallel primitive operator. In particular we note that the parallel non-strict primitive operators \&\# (PAKAND), \(\# \#(P A R-O R)\) and \(->\#(P A R-C O N D I T I O L N A L)\) express the notion of speculative parallelism where the evaluation of one of their operands is initiated in anticipation that its value might be needed and terminated forcibly when otherwise.

The other parallel construct we found to be needed is the call-by-parallel parameter passing mechanism expressed (forced) by the system function STRICT which operates on a function and its two parameters. It "passes" evaluated the two parameters to the function. Any other more complex case of call-by-parallel was handled by defining an
appropriate (user) function in terms of STRICT and auxiliary functions (see chapter two).

Note that our approach does not rely on explicitly creating and synchronising "processes" so that we avoid the problem of the run-time management of parallelism at this level. We have resorted to the use of parallel constructs, taking caution against non-termination, for the purpose of experimentation, of controlling the "grain" of parallelism, avoiding non-useful parallelism and finally since call-byneed cannot be replaced by call-by-parallel (a case of call-by-value) without introducing non-termination (see chapter two).

In order to identify parallelism in a program we proceed from the top (outer) level function definitions to the inner ones. Each time we enter a level the "grain" of parallelism becomes finer. The corresponding program graph identifies the data dependencies. For instance in the example 15 (parsing strings), the graph of the function "conc" indicates a sequential function whereas parallelism was identified at the level of the function "bar" which has a similar structure as "conc" but no prohibiting data dependencies.

Parallelism can be seen from performance, graphs to be most enhanced if the program graph is balanced in the sense that the sub-expressions to be evaluated in parallel are of similar complexity. This is enforced when the Divide-and-

In some cases parallelism manifests itself as parallel evaluation of a list's components (when its length is finite). For example expressions of the form
\(a: b: c \cdots:()\)

figure 6.1 -program graph of a list evaluation
whose graph, shown in figure 6.1, suggests that the representation of a list by a two field data structure (a cell) gives a rather unbalanced tree of tashs.

figure 6.2 -transformed program graph

In order to obtain a balanced tree the operator : is replaced by the parallel function APPEND (defined in chapter five), the graph of the transformed expression is shown in figure 6.2. The functionality of the function APPEND requires us to change the components \(a, b\)... into

1－lists（a，），（b，），．．．，this is a rather ad－hoc solution． Keller［41］avoids the overhead introduced by the function APPEND by proposing a different data structure to the list cell．

Here a connection with the work of Darlington［45」 is apparent．A system of formal derivation of parallel programs from initial sequential ones or from initial specilications of programs is desirable．For example it is interesting to speculate whether the parallel matrix multiplication program（Example 9，chapter five）could be formally derived from an initially sequential one．

The parallel program for the queens（Example 13， chapter four）was obtained by reprogramming where backtracking was eliminated in favour of forward moves． Here we also note a certain inelegance since a path of forward moves which fails to arrive at a solution is represented by the empty list＂（）＂which appears in the output of the program since it is generated．The introduction into SASL of set expressions 【35〕 which evaluate to lists avoids the generation of unwanted components of the output list．

The case of the numerical program for solving a partial differential equation on a rectangular grid．（Example 14， chapter five）required reprogramming in order to compute the result of the computation in a＂top－down＂fashion instead of the＂bottom－up＂method of the initial sequential

The run-time results

In this section we analyse the results, shown in the appendix, of running the example programs, developed in chapter five, on the simulator we have constructed (see chapter three and four).

The tables \(1.2,2.2,3.2,5.2,9.2,10.2,15.2\) indicate that the performance of the example programs 1, 2, 3, 5, 9, 10, 15 is related linearly to the strategies of parallelism. Tables 4.2, 7.2, 8.2, 12.2, 13.2, 14.2 show a kind of exponential relationship. This must be due the fact their tree of sub-tasks are well balanced.

The example 6 (computing a zero of a polynomial) was not tested due to lack of real numbers in SASL, though we could have worked with some scaling. Example 11 (generating the partitions of an integer) turns out to be essentially sequential.

The histograms, tables 1.1 - 15.1 give us the profile of the parallel evaluations over time. These agree with our intuitive understanding of what programs do. For example table 5.1 (testing for the bipartite property on an undirected connected graph) where its evaluation can at most decompose into two parallel (sub-) evaluations. The histograms 2.1 (testing a directed graph for a cycle) and 3.1 (computing a vertex where a cycle starts) have a steep end since the completion of some sub-task causes the termination of all other tasks. The histogram of example 15
(parsing strings), table 15.1, indicates that for most of the time there is a single task (sequential evaluation for most of the time) since the sub-tasks terminate rather quickly. This is due to the fact that sub-tasks test the legality of a sub-string of the input string to the parser. Also parallelism is limited since it is only identified with one function, namely "bar", where all the other functions at the same level (grain) as "bar" are sequential. Table 9.1, corresponding to the Sort-by-merge program, indicates that for a large part at the end of the computation there is a single task (the main one) due to the fact that finally two large lists have to be merged to give the result sorted list of numbers. Merging is a sequential "operation". Valleys in the histograms indicate periods of sequential operations. Example 10 (computing a relation in a library) showed a large number of lock steps (see chapter four) due to the fact that all parallel evaluations search two global association lists.

The more or less symmetrical histograms indicate that at the beginning and at the end of computation the number of sub-tasks is low, exponentially increasing (decreasing) in between. This is due to the fact we have a binary tree of sub-tasks and the balancing tends to be good in such case.

Example 11, generating the partitions of an integer, exhibits an interesting point. Under the most eager strategy (0\%) it yielded \(65 \%\) gain over the length of the
totally sequential evaluation whereas the application of memo-isation [36] yielded \(67 \%\). This strongly suggests that performance gains are obtainable by means other than that of parallelism.

Finally we observe that the maximum number of parallel activities is 18 and although we have experimented with "toy" programs we can speculate that there will be maximum demand upon the resources of a real machine only for a rather limited period.

In table 16 the SPEED UP FACTOR is shown for the maximally parallel strategy ( \(0 \%\) ). This is related to the PERFORMANCE gain shown in the vertical axes of tables 1.2 15.2 calculated as
```

100 / (100 - PERFORMANCE)

```

\section*{Conclusions}

The work presented in the previous chapters has focused on two issues. The nature of a parallel implementation of SASL and the amount of parallelism in particular programs exploited by the implementation.

The implementation is based on the SECD implementation of SASL. This has been extended with primitives which handle the interaction of a whole regime of SECD machines, referred to as evaluators. The evaluators combine their effort in processing a single program task. This is possible because a program task decomposes to sub-tasks where each of those may decompose further and so on. A program which simulates a regime of evaluators, an unbounded number of which is assumed, has been constructed.

The evaluation of a program gives rise to a spectrum of behaviours in the simulator each determined by a strategy of spawning. Each strategy of spawning represents a particular degree of parallelism employed during the evaluation of a program. The spectrum varies between a totally sequential computation where just a.single evaluator is employed to process a program and a maximally parallel computation where a new evaluator is employed whenever a computation splits into sub-computations. Each behaviour between these extreme cases is characterised by the fact that a new evaluator is employed under a certain
constraint. This is imposed by having each evaluator working on some task obtain assistant evaluators after it has performed a certain amount of work and providing it has generated sub-tasks.

The parallelism of a program is investigated by evaluating it under different strategies and noting the corresponding performances. The performance measure is based on the number of evaluator's steps it takes to process a program to completion. Fach step is equivalent to the "execution" of an SECD machine instruction. We expect results obtained to hold true for other types of implementations where we have different steps, for example SK machine steps.

We discover by associating a strategy with the degree of parallelism employed in a multi-processor machine, that there is often a linear relationship between the performance of programs investigated and the degree of parallelism. This suggests that in a realistic situation, providing the parallel implementation can be efficiently supported doubling the size of the multi-processor machine approximately halves the run-time.

The parallelism of programs manifests as simultaneous evaluation of the operands of primitive operators and as simultaneous call-by-value on the parameters of functions. The parallel conditional operator gives rise to the notion of an "irrelevant" evaluation where its condition and
alternative(s) are evaluated in parallel. The evaluation of the alternative(s) is initiated in anticipation its value might be needed. If it turns out that it is not needed then it must be identified and terminated. Thus in order to extract parallelism from programs the lazy evaluator must be forced to do some work.

There are two problems with replacing call-by-need by call-by-value. On one hand it may introduce non-termination and on the other not all function calls offer the opportunity for useful work to be done in evaluating the actual parameters in parallel. The latter is also true with instances of primitive operators where the evaluations of their operands are ordered by a data dependency or one of them is rather trivial. In both cases parallelism cannot be introduced usefully. The approach we take is to introduce source annotations which mark the primitive operators which are to be interpreted as being parallel. Call-by-value is expressed in terms of primitive operators. We envisage that further work might be able to identify such operators partly automatically but this is, in general not computable. The annotations direct the compiler to produce parallel code (parallel instructions corresponding to parallel operators) which causes the evaluator to generate a tree of tasks. A similar use of functions like "SqKICT" directs the simulator to evaluate certain arguments of functions in parallel (call-by-parallel). A task is associated with the operand of a parallel operator. The
strategy of spawning, mentioned above, causes assistant evaluators to "take away" tasks, so that when the evaluator comes to process them they are evaluated already.

In order to identify in a program the parallel operators, and simultaneous call-by-values a program is represented as a graph of data dependecies. The definitions of names are used to unfold the graph discovering the data dependecies. In several cases in order to obtain a balanced tree of tasks the original program is transformed to a better parallel program by applying a programming technique known as divide and conquer.

We have gained considerable experience with the parallelism of a variety of programs. The structure of a parallel program seems to be of the following three forms.
1. The Divide and Conquer form where a program's evaluation recursively sub-divides into evaluations of similar complexity, the program for matrix multiplication, developed in chapter four, is an example of a program possessing this form.
2. The speculative form where evaluations are initiated in anticipation their result (value) will be needed. The parser for Lambda Calculus expressions is an example of this form.
3. The evaluation of a program occasionally requires the parallel evaluation of certain sub-expressions before
it continues sequentially, for example the program which tests whether an undirected connected graph is bipartite.

Note that all cases of parallelism concern deterministic programs. The case where parallelism is introduced by nondeterministic constructs has not been dealt with. The introduction of non-determinism enables a certain class of programs to be programmed in (near) applicative style [42」. This notion of parallelism is beyond the scope of the present study.

Parallelism may be extracted from non-numerical as well as numerical problems alike. The example programs investigated cover a wide range of applications.

The final word of course lies with the computer architects. What we have examined here is the "logical" aspects of parallelism, what can be done in parallel and for what programs. There have been a number of proposals for multi-processor machine designs \(\lfloor 31,39,40\rfloor\) which set out to support efficiently a notion of parallelism rather similar to the one investigated in the present study. The results of the present research have important implications for such research. It is clear that many algorithms which would not take advantage of such hardware can be transformed into more appropriate forms. It may be that appropriate language constructs would lead to the natural production of parallel programs.

It seems that a risky philosophy of task initiation is
almost essential if advantage is to be taken of inherent parallelism and consideration should be given to the efficiency of the killing process for irrelevant computations.
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A PPENDIXI

\section*{EVALUATORS}


EVALUATORS


-1
70
\(\pi\)
\(\pi\) -1
7
\(m\)
\(m\)
\(m\)

PERFORMANCE (\%)



EVALUATORS






\section*{table 8.1}
program \(8 \times 8\) matrix multiplication


TABLE 8.2


\section*{EVALUATORS}



esreq eqep e ut

TABLE 10. 1

TABLE 12.2
program To compute the permutations of the numbers \(1,2,3,4,5\)



EVALUATORS





The speed up factor is related to the PERFORMANCE axis in tables \(1.2-15.2\) by the formula 100 / (100 - PERFORMANCE)
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 1 1 円
pue
\begin{tabular}{|c|c|}
\hline －nd uryta & \begin{tabular}{l}
```

t% symb = "ggt" then gettila( pathname) alse
ff have( "\&racE") then
if symb = COMSTANT and its, va`u% is num then
Trace:= it% value( the num }
-139 54ntax("Int=ger Constant") alse
if tave( "diaglay" thon
if sumt = NAME than atow nane( its value)
|\E ELntax( NAME) eLミe
if have( "dalete") than
if sumb = NAME tnem dzacte(its,v引lue)
\#159 guntきx( NAME) e!5巴
1f hava("def") then
O\#gin
end
lat d = defs
if ~ 2rrorflggdo
\#1s= begin
\#nd
thzenv = cac!arec d, the.env)
let doject = axp.
if * errar*lag snen
0@g!M
it 5ymb = "50" 40
y=g 1\pi
emg
y f = Ereate{ pathname,"s",
\#gak(0,f,0, ב)
545tem( abyect, theyenv )
and alse if 5uma= "to" do nextsumb
if QfN=3,0d0 close\ of)

``` \\
 \\
```

ngoodbue from faralle sas san＇

```
\end{tabular} \\
\hline
\end{tabular}多

\(p u *\)




1 \(\square\) 1
\[
b=115
\]
end
untab
y

CuE
皆 4

いF5 \(\begin{array}{ll}1 & 2 \\ 7 & 4 \\ 0\end{array}\)






```

```
S-3!g』! Syうtem pa|q I&
```

```
```

```
S-3!g』! Syうtem pa|q I&
```

```



```

            #L5%010v?
    ```
            #L5%010v?
                = \ dV
                = \ dV
1f0r1:<440
1f0r1:<440
regeet
regeet
            =1dv:= v
            =1dv:= v
                if S!mb='## कhen % mext5ymb p&ntix(FLuS,v,opexp(4)) }
```

                if S!mb='## कhen % mext5ymb p&ntix(FLuS,v,opexp(4)) }
    ```


```

                if have( "-" y then intix( iNINUS, v , opexpi & ) )
    ```
                if have( "-" y then intix( iNINUS, v , opexpi & ) )
                <!इe 014v?
                <!इe 014v?
*htle v=01dv
*htle v=01dv
1*Pr:! = 3 & 
1*Pr:! = 3 & 
reges:%
reges:%
}) bldv:=
}) bldv:=
    = if hyver "=") then
    = if hyver "=") then
        if Symb= "=w'thenर mextsums; FIntix(EQ,viQpexp(3)) 子
```

        if Symb= "=w'thenर mextsums; FIntix(EQ,viQpexp(3)) 子
    ```


```

            i% h\Xive( "N=| \ then intix{ NE, v , opexp( 3 ) ) else
    ```
            i% h\Xive( "N=| \ then intix{ NE, v , opexp( 3 ) ) else
            If have: "<| ) than In+ix( LT, v, opexp( 3) ) else
```

            If have: "<| ) than In+ix( LT, v, opexp( 3) ) else
    ```






```

            e{se oldv}
    ```
            e{se oldv}
While v*=010v
While v*=010v
if pri: : =do
if pri: : =do
yh!Is have( "&") d=
yh!Is have( "&") d=
    = intix< PARAND
    = intix< PARAND
                                    2p未%(2)
                                    2p未%(2)
it pria =000
```

it pria =000

```

500 m
AE1－－
＝ 03 n
\＃E4～－
465
9E6－－
－g7 2－
36日－－
289－－
890 m－
551 －
\(542-2\)
1983－
\(\$ 44\)－
385 -
4nd－－
gッ7 2－
\(578-\)
359－－
0.00 —．

E01－
\(422--\)
003 －
－04－－
\(606-2\)
607 —－
20日－．
609 －
\(\pm 10-\)
\(-12-\)
c． \(3=\)




17
23
92

bsgさn
Ue4+ LNFLEND3 = Gwhs

\section*{p \\ aht1s зtart？？as}

> 勝い
\[
\begin{aligned}
& 1 \equiv t \\
& \text { is } 5
\end{aligned}
\]
\[
I \equiv t
\]


\section*{opaxp（ 0 ，）}
\[
\text { ミ-ヨ1;: 5yミt } 2 \mathrm{~m} \quad \text { Qage } \quad 20
\]
t4e 1－beg：n


6012 －tegin

I4d1 defn name＝djedefn．mame then
if \(\{\) ity defn \} is maf and ds\{ lis dafn\} is map then
：onstruct a IIst of alternatives from the two clauses
if d ity dafn ：a mip and dal its defn）is trys then

\[
\begin{aligned}
& \operatorname{con} 3(d(i t s . d \in f n), ~ n i l)),
\end{aligned}
\]




\(6 \geq 7\)
964
54 \(-5\)


```

S-alg21 Syscem page 24

```
```

|
BTrortiag:\#\#tuye
unrecdvered = もテu%
mes5aģ.glven:= tru%

```

```

end

```

```

begin

```

```

    1mも 14nE#= ב
    ```

```

    regsコ*
    ```


```

        it text.buffort p = wis ar p = buffer.ptr then 0
        s!selines ?
    ७\is 12nes >0
    ```

```

    r#peat
        P = (0+ 1 \ TEM buttaT.SIza
        wTyte text butfers p, }
    uhlag m=butfgr ptr
    ```

```

9%d

```


```

*eyir
Eh:= !f =0f( ynput f\&Iz% then ENNCH
\#\#e rygd( input. file)
If echo and IFput +iIe *= s.i de ivrite Eh

```
5-3ijs1545tar Dage 25

8：－－

Е． 7 －
もシュt bufter（ vuffarptr）＝－h
ミこ0－－
日コ1－


B．2－

Eころ -

224－1 end
225－－
3ため－－
827－－procedure さ̇yout
EEB 1－begin

＠30－5 20シn＝p
631－1 end
をここ－－

3ラ7 i－bき日に白

家まtchar
While letter ch（ar figiti ch 子 or ch＝＂－＂do

2－4 -2
e47
548－
849－－
850 2－
procelurytryk ミtring s？
E51－－
begin
\[
\approx 4 m b=5 h
\]






\footnotetext{

}
\[
\begin{aligned}
& \text { 1 } 1 \text { | } 1
\end{aligned}
\]


erid






\begin{tabular}{|c|c|}
\hline a & \(=\) \\
\hline \% & 2 \\
\hline 4 & \% \\
\hline 4 & 19 \\
\hline \(c\) & + \\
\hline \(\stackrel{+}{+}\) & \(\xrightarrow{\text { a }}\) \\
\hline .1 & \(=\) \\
\hline
\end{tabular}
\begin{tabular}{|c|}
\hline = \\
\hline \(\cdots\) \\
\hline [1] \\
\hline \(\square\) \\
\hline * \\
\hline -1 \\
\hline " \\
\hline \(=\) \\
\hline
\end{tabular}









\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{25}{|c|}{\multirow[t]{2}{*}{}} \\
\hline & & & & & & & & & & & & & & & & & & & & & & & & \\
\hline
\end{tabular}
12 5 E
戸たのにs
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QTQGaduTa eyai conc
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\(₹\)

 On（finch

\(\begin{array}{lll}1 & 1 \\ 1 & 1\end{array}\) N1 1 1
\(n j\) \(1 \quad 1\)
1 \(\begin{array}{lll}\text { 日j）} & 1 \\ 1 & \text { pix }\end{array}\) \(\begin{array}{llllll}1 & \text { mi } \\ 1 & 1 & 1 & 1\end{array}\)
20



 740う FED？ \(\mathrm{b}=\mathrm{g} 5\)

D リ








\section*{pue}
end
activity \(\quad\) Matgoing
アushstack CODE
\(d\) efauIt
bagin
จッа
CODE ISPTINt
bagin





```

S-aljci System paçe 4Q
IJT

```

```

                            CODE(ey) )
            <⿰nt.at: - 2u* अMOत*", INCYCL }
    PLUSOLHE

```

```

                                    intiz% APPLY, append
                                    CDCE( ב. : )
            cont.at(coua, none" } , INCYCL 子
    Ef, M5 このUヨ1.回口に:
PAEDR,F\&FANWD. gr ElOEH

```

```

    Eच3e S!JE.EVCL 0f
    "noner - begi
                ラコvecont("ロnce
                GOnt ヨt( GyOE: E2) , "nome")
            Tad
            if ST&CK\ top Ij まu5pended then
            begin
    ```









pu

3
0



－リ
NどY







EETE
740」 pEOT
EWuct ) Li+e0 = Ang

et arg \(=\) Popztack
et formal \(=02 \pi \operatorname{tar}\)
"o土ndins




\[
\begin{aligned}
& \text { 品 on }
\end{aligned}
\]
FTd \(\quad\) कt applying \(\exists\) aingle dat claus
pue

\(\triangle F E R\)
17
















 \begin{tabular}{l:l:llllllllllllllllllllll|l|l|l|l|l}
1 & 1 & 1 & \(i\) & 1 & - & \(i\) & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{tabular}





(1)


a00 \(1-\)三307－－ 2010－－ 2011 2012－－
2013－1
014
20：5
20：0－－
Q017 2－
218 －
2017 －
2らこ0－－
20は1－e
マ0き2－－
2020－．．．
20E4 2－
2025 －．
2026－－
2027 －－
2026－－
2030
0e
2030－．
2021 ．
2032
2093 －
2034
20.35
2036 3027－－
\(2038-2\)
2039 2－
2040－－ 2041

\section*{De \(2 \div \pi\)}



INC とCL
smod
－15 쑹
begin
I ニt ratar＝popgtうこ
if ratar \(\}\) strict ot rator 19 cons then －egin

savミ．contr＂tuiむs＂
〔ロrt．at（bIDE．s玉）＂Mane＂）
and \(=159\)
if rator is Elos．2＂\＃then
If rytor f fn．det 子 is mat then
bečn ！a single def clausき
pushatauk（rytom ）for error report


 Eİe CODE（ a己 ）
Pushsta：＝；rand
ENV：＝Aetnc ApFLY EonE（rator，GODE（ e己）\％ pator（fn entv）
シavecomt＂bincing dune＂；
GDmoback with the env
＝อnt．ヨะく CODE，＂Sinting＂，
SNCYCL

（1）－ \(1 \pi\)
IEt arg＝if ひDDE Qe isnt suspended then EuEpended CODE（e2），ENV，false ）

```

2062-
20-9
2044--
2025 ---
3046
447
30,8
80:%
2050
2051
2052
2-59
2054 --
3055 -.
2050--
2057 --
8:58
3055 --
20e0 --
2051 -2
--t2 --
20t3 --
2064 2-
ミ!\&5 ---
EO\&㇒ --
z067-
207 --
30.e - -
20e9
200 ミ-
2071 --
2072 --
2073-2
N74-2-
2075
|

```
\(2070-2\) 2077-․
ミ:- - - 1 อกは
\(23-5\)
\(-\)
200
202
procedure 3at cpmtr val -8000:


ㄹ.04 -
2.25

```

e:44 -..
2.:5 --
=1.46 --
2.47-
3:-5 --
2240 1-
2:50-
z:31
@152
3153
E154 --
E:35 --
2is6-1
2:57 --
E:SE 1-
ま:50
E:<0 -
z261
2162 --
103 -.
21:4 -1
0165 --
2105 --

```

```

31,%7
816日 --
2169-
2170 -
2171 -- prosedure monator

```


```

8174 --
2175 ..-
2176 --
2\&77 --


```
    if mougn info is log:%
```




```
            lat a = poptts5k;a=pogstack
```



```
                                    \SE FALSE
            10コ山己ロロ!
            PEiIhs, set: = & {se don t axpzet ta beclacksd up
    - 㥯e
```



```
    &et z =porytack ivt t=00pstack
    3がヨ ismt bogic gr b &srt lagic tinen
```




```
    <0日 [07t
    FS(Ihs. 3Et) = =%゙ョ\g
        @LEE
        のづ!女0%
SETBU多 HT:\:% "'OTNEVER"
```



```
        & s-sval(t) &n en
```




S－algo：Systam pagy $\quad$ g

```
2:78-*
23-4 2-
230-2
#}51
Eis2 --
2123--
2:54 --
E135 - -
2186 --
2\E7-1
2138--
3:55 --
2190 1-
2:51 --
2:-2 2-
2.-3-2
管754 --
21-5--
2:=6 --
3:57--
2%%8 2-
E.79 --
Ex50-2
#2%1-1
2=52--
20% --
2204
2ल35
まZ$0--
2207 -.
ミ20G --
2809 --
2210 1-
2711
```

```
DUTCYC&:
```

DUTCYC\&:
0TOESduTE \#5t Teg(contm 刀)
\& let act.\beta==0
1et i= =f

```

```

    \vdots:=i(next) }
    แ゙!1% : - =5
    pg.Mo{psptm}=act.pa,peptr=psptr+1
    s\existsmp! = =ヨ|pl+5m1
    if psptre:20 dc
        & peptr:=1i for i=1 to e0 do
    ```

```

z

```


```

procgdura まugtem{ Epytr 1nput. esp Imput.env,
bggin

```

```

8-alg<1 5y|tom वEj5 =5
*)
bこ!in
1 Io`d context
FS = p=

```

```

EvV =pS(E)
EDE :}=p5:c
LiMP:}=p:(d
SUE,CYCL :=05 sub, 64C1e
RESSLOT: =S(res slot)
ETACKDEFTH = क DS stackaEsth
CELLS = os< c主11E
Bnly if it is active

```

```

i%CODE isnt Ovarumite ヨne CODE isnt coerse and
GODE isnt PTint and
-CDDE Is in*iz and CODE(Infis-ap)=APPLYb) do
ま士こEUP{FS}
\XirE = \#g siza \ may havebegn jide-effected
*4 siz\#uf

```
a2s: --
2213 --
2714 2-
2215 --
2216 -
2217 --
2218 --
2219 --
2020 -
-aca -
2aza --
2223 --
2224 --
\(2225--\)
2aさ6 …
2aマ7 - -
22a日 -
2827--
2130 --
2a31 --
2232 --
2233 --
2234 --
-235--
\(2236--\)
2237 -
3238 -
をころ. --
\(2240-\)
2241 …
2こ42 --
を2:
2244 --
2245 --
\[
5-1927.545 t-6 \quad 2 \exists g \mathrm{~g} \quad \stackrel{7}{9}
\]

```

Letf1Tst=prosezs

```
            sta:\& ni: nil o \}
            1nfut env
            1np:1t ミxp
                dump Frint, "print, nil
                                dump (main. "dummy", nil, nil) )
                            "none" , nil of a dummy since the first
                                    stack nil nil, O) a dummy since the firs
                                    Mil, sands its rasult nor lettor right
                                    elaf entr [ nil. n:l 1
                                    \(\begin{array}{rl}n+1 \\ n & 1\end{array}\)
                                    fals, 1 lhs net set
O 1 玉:きき
        - 5115
        stock depth
fitst(next) : =f:ryt
firgt fizther \()=f 1 r \Xi t\)

if aisval coje 子 amil :ode isnt nothape and
coue ismt ar x シ de
casz true \()\) f
        coue 幺5 :onst
        slot top) = çder the. 50nst
    COd

    slot top) = if こode ig vias gethen codek the susp, its.val )
                d5s EbJer itsvial ?




ミub 幺y "a "right" ョitu "1atz
        it cute isnt course end fuif isnt guspended then


            \(\therefore 1\) ョぇ - osき (the susp)
    detョult
    begin

                อlse \(\begin{gathered}\text { env }\end{gathered}\)



```

    &##cgds
    ```

```

まtack（nii，nil，ob
-ste

```

```

                            It sub E4 = "right" then "nane" else
                            If sub. こy = "tyemse" then "mone" ejege
                            if sub.54 = "I老t" then "Mone" alse
                            sut.5名
                                &&T
                                itymbu= "right" than false else true,
    ```

```

                            Q of pntr[nil, nil].
                    PE
                        n:l
                            fa?:B
    ```

```

                            D. ! CE.15
                            !f 5ut.E4="rqght" thsn pS(stackdepth) else
                            0
                            O iosk
        it sub cy="rignt" than j:= = f+i else i := m+1
    ```





```

%
24:7
2410-
2419 =-
2420 --
3431 --
2422 --
2433 -1
2424 -
2vas .+5
2426 --
2427 1.
2429 -
2429 --
2430 --
2431 -
2432 --
2433-1
3434 --
2435 --
2436 --
2437 1-
243日 --
2+39 ---
2440 --
2441 2-
2442 --
2<43 --
2444 - -2
2465 -.
2:46 --
20:4 --
\#448-1
2449 -.

```

E-a:gol Sq三ter gaga, 74

if Iast. in ring \(\sim\) pa da lath initing w pnevious
lef \(F=\) fird. father \(p \equiv\) ?
!et \(1=1\)

if \(1=1\) dop( detadep, 1 ) =p(datadep, 2)
p! data.dep, ey=Mil
if pa \(\operatorname{line}=\) RITE ds


3
If messages and psiey Is main co
tegin
cutcut \(0 \div\)

"rits size in m/E steps",
"nsize = ", ps (size ) ,
"'nraximum stackjepth \(="\) ps (stackdepth),
" ncells ysed = ", ps (cells),

"n"
" ntotal hacks = " GLOCK

" \(n\) ' \(\mathrm{n}^{\prime}\)
end
unloes: ps)
2512-1 end else

2514 - -
\(2813 \cdots\)
2516 —
2E17 -- progedure Iogk wait
g－adgel Squtom pagi \(\quad\) is
```

2ᄑ\&日 1- bug1%
85.5 -H \&fCyCLE = 501150
Z\#BO - QLOCK = GLOCK + .
2322 -.. locksuplpE
z=22 - - end
2323 --
2シ24 ---
2725 -..
2526 --
2シこ7 --
2%28 1~
2524 -
2530 --
2431 --
8ッミ9
2-20
250,
2534 -
2535 --
2596 -.
7537 2-
8538 ...
8539 --
2940 --
3541 -
2542 -
3543 --
2ち44-
2545 --
2546 --
2.47 m
\#S4E -
\#\#\&!--
2350-2

```
コミむ





```

\#gbe 1- begin
23日7--- धr+artlag:= tTue
2\#eg -- mesaag*,given = true
2585 --
2990-1 end
25C2 --
2982 ..
2993 -. pracadura arric pntt op, arg -3 pntr ?
2\#P4 -- er vall grefixl op arg p
2893
2576 --
2gc7 -.- procqdure arrz( pntr op, arg1 arga -> pntr )
2578 --
2599 --
2000 -
Z\&01 -.- procedure print( pmtr v )
8602 .. ! part of the evaluator now, ie a m/G instruction
2503 -..
Zac4.1- begin
Z505 -.. caje true of
35C6 --
2607 -.
2608 --
3610-
\#=11 --
8012-2
Z214-~ \& is char output o.f, %; the char ,
Z625-- v is num outcut of wi, the num?
26:6 --
4=18 ..
2629 --

```
```

E－a 2qo 545 y

```
```

\Delta\omegaz0 ज. r is cans 9T v = m+1
\#621 - i% % iz cons ISO
2a-2 2- beg\&\pi
2s23 m let Hd=v( hd )
Z七24 - Iet T1=vS t1)
2土25 ... puThsEack(T1)
Zる\&6 -- S\#ve.cgnt( "pTint") , theTl
2\&27 ... pusharack( Hd)
26\&8 --
8089 -..
2-30-2
2631 -.
2632 -..
2039 --
2=34 --
26.39 --
2436 --
2\&37 m
2638 2-
3237 -..
2=40 m-
Z641 --
Z642 --
2643-2
2544 --
2645 m
2=46 -.*
\#=4t
2047 - -

```

```

Z049 --
2a50 2-
\#e51 - \&Lush o f y
2as2 load.cont
5653-2
end

```
```

a゙セシ4 …
そí55 -
こ=96 -1 enc
$3=57$
2558
205
コン0. - procedure anaw phtr y

```







```

や阳気

```

```

                    output 0 * ". "
                    \(=v(t 1) j\)
                    whine \& : con
                    シnフu(
                    outputa f , "3.
    モニコ3-1 ond -15
Eest -- if v is EOnt then
Ze25 1- begin
ミhow? (test ) )

```


z
\(\operatorname{la}\)
```

    S-algot Syztemt 23y0 e%
    APPL
    Legin
    ```


```

    jutout ef
    ```

```

    @utput 0 f
    ynd
    BLOC4
    0-y1n
    ```

```

                                output D. f , " whyre E:
        }2u=Mv(vi et & &
        outout o f, "y
    <nc
    defa山!!byc!m
            yutgut Q.t
            shouiv(v(eq)
            gutout D &, " ", v(1ntiz.op, mnemonic) , * *
            siols(v( az) s
            end
    ```

```

-35*| pr=\#is 00, \#+
CHEOMLIST: 三הEw(vt z
LIETERR SagIn

```

```

                    shom! are
                    output of, &%"
    ```
Q722 1-

2ケ90－3
\(2:=1 \quad-\)
\(27-2-2\)
2753－
2．74－1
2－0．
2796－
ミーロア－．
E75日 1－
2700－－
\(2800-\)
2601．
2002 －－
\(\sec 3-\)
Eens－
\(2905--\)
3607－－
250
E2010－
2811
－ 52 －
2813－
シミ1．4－
2815－
29：b－ 3
2E17－2
ミอ1อ－－
ミล1～－
2920 －．．
2521 －－
ごこコ 2－
2003
\(E-a L 1 \div 1 \quad\) Sy \(u=4 \pi\)
page
53

© Bl




```

                    b*gim
    ```


```

                    abj= Eef כr
    ```

```

                    %)
    ```

```

                            lEt obj.first = ot|f Elauses, hdy
                            letdet゙s:= def(clyuses)
                            while defs v= Mil ana obj.timst*m defs( hod) do
                            d=fs=dsfs(t!)
                            6e\div゙シ"* n!1
                end
            end
    else yaise! definition cannot be a Tunction llaoked up" to produce object
    ```

```

    b@g!m
        ist env = env
    ```
```

2E\#+

```

```

        #nv= arvi next.detm,
    ```


```

    *nd
    ```

```

    Let name=find t, tha env, "&", & spen top lavel only
    ```

```

\&15音きなり!

```

```

            if M日m& %=nil then shsu( name )
    ```

```

                    y*% 0.mTtizl mappzm%
                                    Ist a% = iootup( APPimY, f env)
                            {f =\rho = nla then output o % "Frunction id Error"
                            elsa 0.g%%
                                fumGtion.1s( इp( hat)
                                    false)
                                cutput 0.f, H
                            *nd
            ##nc
                if braskets do Qutput o t "3" %losetsp Ievel orily
                ent
    main progmam
    ```
\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|l|}{2seaesut} \\
\hline
\end{tabular}```

