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Abstract—Energy constraint long-range wireless sensor/ ac- bandwidth and increases actuations and consequently the
tuator based solutions are theoretically the perfect choie to energy consumption. Recent control theory studies propose
support the next generation of city-scale cyber-physical ¥&- 1, golve these problems by introducing aperiodic stragegie
tems. Traditional systems adopt periodic control which inceases . )
network congestion and actuations while burdens the energy TSUCh ‘?‘5 Event-Triggered Control (ETC) Strateg'es' e.g{f2]
consumption. Recent control theory studies overcome theggob-  IN Which the sensors and actuators communicate only when
lems by introducing aperiodic strategies, such as event yger necessary.
control. In spite of the potential savings, these strategeassume  |n spite of the potential of significant savings, ETC tech-
actuator continuous listening while ignoring the sensing eergy niques have only been partially examined and implemented
costs. In this paper, we fill this gap, by enabling sensing and .
actuator listening duty-cycling and proposing two innovatve on real systems, i.e. [8]_[19]' In [10], the auth(_)rs propase
MAC protocols for three decentralized event trigger contrd ~System based on the Diddyborg robot and examine the strategy
approaches. A laboratory experimental testbed, which emaltes presented in [7]. However, this system is first-order and
a smart water network, was modelled and extended to evaluate therefore unable to test complex event-triggered strasedn
the impact of system parameters and the performance of each [19], an experimental evaluation was made for time-trigger

approach. Experimental results reveal the predominance othe trol and t-tri d trol f 21 H thi
decentralized event-triggered control against the classiperiodic control and event-triggered control from [2]. However,sthi

control either in terms of communication or actuation by promis- WOrk requires state monitoring continuously to check event
ing significant system lifetime extension. conditions. Additionally, the results in [2] can only be dger

Index Terms—Event-Triggered Control, Communication Pro- system with collocated sensors. To the best of our knowledge
tocols, Cyber-Physical Systems, Wireless Sensor/ActuattNet- there is no experiment that validates and compares differen
works, Networked Control Systems. decentralized event-triggered mechanisms under the same ¢
ditions.

ETC systems have been studied extensively in order to
guarantee convergence of plants under reduced communica-

ind ¢ I | : | and tilh schemes. However, the design and implementation of
Industry to transtorm large-scale manual control and neenit 5 -, ymynication protocol, which fully exploits the ETC

ing systems, .SUCh as electrical grids and water networtg, ibehavior and ensures optimal communication, is still mgsi
fu!ly automatic _Cyb_er-Phy_S|caI Systems (CPS)_' The aim ?ﬁO]. State of the art ETC approaches that are focused on
this transfo_rmaﬂon IS the improvement of quality OT SE®VICommunication, i.e. [21]-[29],have been limited to sintelar

and reduction of malnt_enance_ cost. In order to achieve th%lyze theoretically the impact of network states on syste
goals, plants and physical environments have been auqmerﬁgrformance. CSMA [30], TDMA [31] and ALOHA [32]
with sensor and actuator nodes which enable monitoring aRd e the three communication protocols which have been

control by communicating wirelessly and periodigally tcx_ada used in the above approaches. Specifically, [21], [22] mr@vi
centres_or local base_z stat_lons. However, thege p_erlodlard;m useful insights and comparison of all the above commurdnati
control |mplementat|ons introduce communication and w‘erprotocols. The authors in [23]-[25] present a Markov model
consumption overheads. that captures the joint interactions of the event-trigugri
In large scale CPS, sensor and actuator nodes are usuglly., and a contention resolution mechanism over CSMA
energy constraint and installed in harsh environments. FQt. o inication. In [26], [27], the ALOHA protocol, which
example, in smart water network more than 97% of sensipd. paen applied in Long Term Evolution (LTE) Random
and actu_at|on assets are_Iocated u_nder_ground _and poweAggess (RA) procedure, was combined with ETC, with [27] to
by batteries [1]. To transmit the required information $g0 4 ce the impact of collisions into the system perfonoe
long-range (several kilometres) wireless communicafibi®  tpy\a hased communication protocols, i.e. Time Triggered
transmission power is required that leads to fast battel%twork-on-a-Chip (TTNoC), Time Triggered Controller Are

deplet!on. In addition, the periodic sensing, transmissand Network (TTCAN), were analysed in [28], which discusses
actuation, regardless the state of the plant, decreasesnhiet their application to ETC systems. The earliest practicatkwo
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. INTRODUCTION
Over the last decade, there has been a growing trend
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continuously to network messages. Furthermore, none of ted {¢,},cn is the sequence of the update time of the state.
prior work has considered the cost of sensing. For exampRegpresenting the sample-and-hold effect as a measurement
in our evaluation platform [35], the sensing costs almost tkerror, we have:
half the energy consumption of communication. In induktria e(t) == é(t) —£(2). (5)
systems with more energy hungry sensors, e.g. laser based
turbidity sensors for water quality, the energy cost mapass DefineT as the sample period. In a periodic time-triggered
communications. control strategyt, is determined by

Uniquely, in this paper, the proposed system duty cycle the
sensing and actuator listening activities and at the same ti
enable decentralized ETC techniques and introducing inov
tive communication schemes. Specifically, the contrimgiof g periodic centralized event-triggered control
this paper are listed as follows:

{to|ty =T, b e N, T > 0}. (6)

. L . . In event-triggered control strategies, the control inppt u
» Practical combination of sensor duty-cycling with tr"e(aate time is determined by some pre-designed conditions.

decentralized aperiodic control approaches. " .
L . These conditions are always a relation between system state
« A new MAC protocol that facilitates decentralized syn- :
. : : and sample-and-hold error (5). Therefore, control exeasti
chronous ETC without the requirement of continuo

L uﬁappen only when necessary. However, the centralized event
actuator communication. . " . : :
A novel flexible MAC protocol that can also accomtrlggered condition presented in [2] requires the contiraio
* P monitoring and transmission of the current state to cheek th
modate two decentralized and asynchronous ETC ap- . .
o , vent conditions. If the state cannot be measured contsiyou
proaches, communicating firstly absolute states and al- . ; . T
. . We can either compute a stricter event condition considerin
ternatively relative states only.

measurement delays; or apply the PETC strategy from [4],

By using an extended version of the WaterBox testbgghich combines periodic sampled-data control and event-
environment [35], we provide experimental results from &m triggered control:
Triggered Control (TTC) and four different ETC techniques: ~gnsider system (1), (3), (5), and a sample sequence (6).

Periodic centralized ETC (PETC) [4], Periodic Synchronoyg esch sampling time, the controller updates its state by
Decentralized ETC (PSDETC) [5], and Periodic Asynchronous

Decentralized ETC (PADETC) by transmitting absolute or £ (t) {g(tb), Whengg(tb)Qgp(tb) >0
relative state [36]. To the best of our knowledge, this isfitst b) = 7 when T (¢ £) <0
real deployment of most of the implemented ETC techniques Elte-), & (t)Q&(t) < 0,

()

to a real plant. where &,(t) = [gT(t) gT(t)]T, Q satisfies Q =
(1-0) -I d
Il. EVENT-TRIGGERCONTROL TECHNIQUES I Il ando > 0.

We denote the positive real numbers By, the natural ~ For the system (1), (3), (5), and (6), # > 0 andp >
numbers including zero bi. | - | denotes the Euclidean norm0 such that for any initial conditiog(0) € R", V¢ € R¥,
in the appropriate vector space, when applied to a matrx [£(t)] < ce™?*[£(0)| is satisfied, then the system is said to be
denotes the, induced matrix norm. A matrix°> ¢ Rm*" globally exponential stable, we calithe decay rate [37].
is said to be positive definite, denoted By >~ 0, whenever ~ According to Corollary I11.3 in [4], given a decay rate> 0,
2T Pz > 0 for all z # 0, z € R". For the sake of brevity, we if there exist a matrix” >~ 0 and scalarg.; > 0, i € {1,2},

, . . A B A B| such that
write symmetric matrices of the for st ol 8|, ol i
[e_QpTP + (-D)iwQ JFeA TP

. p ] =0,i€{1,2}, (8)

A. Periodic control

Consider a linear time-invariant (LTI) plant and controlle where
. < A BK I 0 I 0
£(t) = AL(t) + Bu(t), 1) A= [0 0 ] y J1i= [I 0} » J2i= {0 I} .
u(t) = K&(b), () then the system is globally exponential stable with a decay

where(t) € R™ is the state vector andt) € R™ is the input &€ -
vector at timet. AssumeA + BK is Hurwitz, the system is
completely observable, and each sensor can access only @Ngseriodic synchronous decentralized event-triggerattrod
of the system states. ) _ _
A sample-and-hold mechanism is implemented for the con-The event-triggered strategies presented in (7) are cen-

troller (2): traIiz.ed event-triggered strategies, since the eventitiond
o(t) = KE(t), (3) require the whole vector of current state and current error.
When the sensors are not co-located, decentralized event
where conditions are preferred. We introduce the PSDETC strategy

E(t) == ¢&(ty),t € [ty, tora . (4) based on [5].



For system (1), (3), and (5), a decentralized event-trigger in which W (z,7) is a Lyapunov function defined as (18)

condition with periodic sampling (6) is given by: in [4]. Therefore,W does not increase during samplings.

S 20 g2 _ Together with the results from Theorem 111.2 in [4] that, Buc

E(ty) = {{(tb)v when3i : < (th) of; (th) > 0; (9) a P can guaranteel W < —2pW between samplings, the
§(to—1), whenvi: e7(ty) — 0&(ty) < 6;, system is globally exponential stable with a decay jatem

wheree;(t) and§;(t) denote the-th coordinates of(¢) and

&(t) respectively, and6,;},<, is a set of parameters. Define i . L !
{te} = {s|9, £2(ts) — 0€2(t) > 6;) the sequence of eventD' Periodic asynchronous decentralized event-triggered-c

y . ! . trol
times. The sequend®; }<., is obtained solving at each event

time ¢: A periodic asynchronous event-triggered control strategy
is presented in [36]. In this strategy, again the triggering

g —g2 — o2 — 0,
C?Z(tk +ie) =& (b + te) = o8 (b +1e) = Oi(k) condition is distributed to each sensor node. When thera is a
Gi(tr +te) =Gj(ty +te), Vi, j € {1,2,--- ,n} (10) Svent in contrast with PSDETC, only the corresponding@ens
n node data is used to update the controller. The updatedatontr
Zb‘i(k) =0, input is then calculated and transmitted to the actuators.
=1 Consider system (1), (3), and (5), the current sampled state
where fort € [tg, tri1] in the controller is updated as:
- . 1. -
&(t) :&(tk) + §i(tk)(t —tr) + igz(tk)(t — tk)Q +... é () { q(fi(tb)), ifieJ (12)
ilty) =9 2 .
1 ‘ :
+ agi(q) (tk)(t _ tk)q gz(tb—l), if 1 e J.,
X . 1. ) whereq(&;(t)) denotes the quantized signal §f¢), 7 is an
gi(t) =0 — &) (t — t) — 5&(%)@ =) — .. index set.7 C {1,---,n} for £(t), indicating the occurrence
1 (o of events, 7. :={1,--- ,n}\ J.
- agiq (t)(t = tx)?. DefineI'; := diagiy} ---,7%). The elementy!,, with

Il € {1,---,n} is equal to 1, ifl € J, and O otherwise.
Furthermore, we use the notatidn = I'y;,. The local event-
triggering condition is:

The mapt, : N — R* can be set to eithet.(k) = T or
te(k) =ty — tr—1. We apply Algorithm 1 in [5] to determine
t.(k) in the experiments.

Thus, with the current; (k) being calculated and transmit- i€ J it €N (t)Qi&n(ty) > ni(ty), (13)
ted from the controller to each sensor node, the sensor node i
can locally determine the occurrence of local events. Whe r, -I; 9 97
there is an event, the corresponding sensor node notifies \‘ﬂbere Qi = [—Fi r; } mi(t) = win*(t) is a local

controller, and then the controller requests fresh measemés thresholdw is a pre-designed distributed parameter satisfying
from all sensors to compute and update the control input. |w| =1, n(t) is a global threshold, determined by

Proposition 1. Fo_r system _(1), (3), (5), and (9), given a un(ty), if |£(t;r)| < onlty) An(ty) > 1 Y min,
decay ratep > 0, if there exist a matrixP >~ 0 and scalars it 1€+ 1
W1, 2, 13 Z O’ such that n(tg-) _ Tlmin I |€(tb )A| S Qn(tb) A n(tb) S K Tmin,
_672pTP _ /LlQ JFSATTP_ uiln(tb)a if |€(t2_)| > Mflgn(tb)a
N P =0 n(ty), otherwise
- o (14)
— T
e TP+ peQ Jier TP -0 (11) Wwherenmi, > 0 is a pre-specified minimum threshold, and
L * P u €]0,1[ is a pre-designed parameter.
[e=20T P 4 115Q JITQATTP' 0 Consider the Hamiltonian matrix:
* P ~ ’ H H
- ) - ) ) H = 11 12 (15)
hold, then the system is globally exponential stable with a Hy1 Hosl|’
decay ratep. _
. ) 5 5 where Hiyp = f4 + pI, Hiy = 0, Hy = —(’721 —
Proof: According to [5], Vi : ei(t) — o&i(t) < 6; I)=Y, Hyy := —(A + pI)T, for somey > 1, and some given

implies T (t)z(t) < o€T(1)¢(t), which is equivalent to '~ o And introduce the matrix exponential
& (th)QEp(ty) < 0. However,Ji : e2(t) — o€2(t) > 6; may

indicate ! (t,)Q&, (ts) > 0 or &1 (t,)Q&, (1) < 0. From the F(r) = e H = Fii(1) Fia(7) (16)
proof of Corollary 111.3 in [4], if the hypothesis in Propaisin Fo (1) Faa(r)|”

1 hold, by applying the S-procedure (see e.g. [38]), oneimbta _ __
Y appiying P ( 9. (38D Define the matrixS satisfyingSS™ := —F;;"(T)Fi2(T).

T
z”Qz > 0 holds, thenlW (J,z,0) < W (z, T), According to Theorem IV.4 in [36], consider the system
T Qx < 0 holds, thenW (Jyx,0) < W (z, T), (1), (3), (5), (12), and (14), given a decay rate- 0. Assume
2TQxz < 0 holds, thenW (J;z,0) < W (z, T). Fy11(7) is invertibleVr € [0, 7. If there exist matrixP - 0,



scalarsp > 0, 81 >0, B2 >0 andey, >0, J C {1,---,n}, per transmission. Further, the controller which computes t
i €{1,---,n} such that the bilinear matrix inequality control signals is executed in the base station. In this pape
- = the terms controller and base station is used interchahgeab
BoI F (T)PS F —pJy 0 hg

* I-STpS Q 0 0
* * F 0 01>0, (7 A simplistic TDMA Protocol
* * ~ P+H; 0
* * * * H.
holds, where [— N, sleeping time —]
~ ! Empty 3
F = F " (T)PFN(T) + Far(T)F;|(T) ? Guard s |
~ T TXI lRX Slots /—}\—1
H, .= —ﬁll'f'ﬁQJjJJ_ZEJiQi'FZEJiQi i L ‘
7 2 AT A s T o Sy H S, H S H
Hs := (510 I—ﬁgAjAj + ZEJi@ ;e
ieJ T
_ Z Eji("')TFiG Time Interval >
i€J.
A 0 I 0 Figure 1: Simplistic TDMA MAC Protocol.
T rye|’ ry I-Ty
o [w w ]T TDMA is a channel access method for shared medium net-
=fwr - wal] ,

works, which allows several users to share the same freguenc
then A := {z||z| < ommin} iS a globally pre-asymptotically channel. Specifically, time is divided into intervels with
stable set for the system (see e.g. [39]), where:= lengthT, so-called super-frames Each interval is split into
max{|Jslo+ |As|,VT}.

In [36], the update of the signas(t,) is given by: smaller time slots5;, with 215 < T, whereN is the number

. . e of sensor/actuator nodes which share the same charinel

§ite) = &ito—1) + SigN&i(to—1) — &i(t))mi(te) Vi (B): ach time slot, only one predefined sensor/actuator néde
in which m;(t,) = L|§i(tb,1)—£1¢(tb)\J i€ {1,---,n}. Thus, can transmit(’,) or receive R,) a burst of messages to and

7 (to) ) from a base station. Outside the timeskot N; sleeps or

in practise one only needs to send si@gt, 1) — &(t,)) executes other tasks depending on the hardware infrasteuct
and m;(t,) from sensor to controller. We call PAETC withand the provided ability to duty cycle. To avoid time viotats
this update mechanism as PADETCrel, since we transmit tetime slot bounds due tdv; possible clock drift, a guard
relative value (increment and its sign). A dynamic quantizelot forces the termination of communication before the end
can be applied with maximum quantization erkg; (t,) for  of eachs;. Figure 1 illustrates the communication scheme of
each sensor. However, since the static quantizers welinstala simplistic TDMA protocol.
our experimental setting have quantization error negbdeta puye to synchronous operation, a TDMA-based protocol
compared with the noise, and to compare with the rest @f g. [34]) can guarantee tight bounds on delays which are
strategies fairly, we can instead update sign@l§,) by critical for network control systems. On the other hand,
&ilty) = &(ty). We call PAETC with this update mechanismsynchronizing sensor/actuator nodes is considered asdfre m

as PADETCabs, since we transmit the absolute value.  drawback of TDMA-based systems. However, state of the
art solutions, i.e. GPS clock synchronization technolegie
I1l. | NCORPORATINGETCWITH THE MAC LAYER [40], ensure typical accuracy better than 1 microsecond by

In this section, we present the design and implementation@hsuming ultra low power.
three innovative TDMA-based MAC protocols which enable
the deployment of TTC, PETC, PSDETC, and PADETC
approaches accordingly: Control-TDMA (C-TDMA), Syn-B. C-TDMA and TTC & PETC
chronous Decentralized—CTDMA (SDC-TDMA), and Asyp— Control-TDMA (C-TDMA) is designed to enable TTC
chronous Decentralized-CTDMA (ADC-TDMA). The main, g pETC approaches (see Figure 2). In order to ensure
benefits of these ETC-specific MAC protocols are: the Optt'he simultaneous state sampling, in the beginning of every
mization of communications by fully exploiting the behawio interval T; at time ;, every nodeN; has to retrieve a state

and needs of ETC; the minimization of actuator node II?neasuremerntz from the available sensors. Then, the channel

tening through duty cycling; and the off-load of the 10ca,3nqwidth is divided into two sets of time slots which are
controller node (base station) by minimizing the interacti separated by a time delay:

with sensor and actuator nodes. For the proposed TDMA-
based communication schemes, we assume a CPS netw0{k

hitect hich th Jactuat d ratei A super-frame can be divided into equal time slots that fulljize the
ar_c itecture, in W_ Ic € Sen_sor acluator nodes com ICchannel or to minimal slots which cover the application egjaents and
with a based station and retrieve acknowledgement messagies the communication to new nodes into the same channel.



X slots U slots | interval T; in which a threshold violation has happened. For
’ ' example, consider a system with three nod@s,, N2, N3}, in

Sfaet“:; C;?nzll“secl;’y"g"' which only two of the nodes, i.§.N», N3}, observe threshold
L XZI l“k L rﬁ l”3 (Ack) | § violations. The controller requires the state from all theee
; ) ) § y y ) N\ nodes to compute the control signals. Using the same example
5 H 5z H 55 H ' § St H 53 “ 55 H \ in a TDMA-based communication scheme in which each node
Y 1 N is assigned to a pre-defined time syt nodelV; is precluded
Time |e=rval > from transmitting its state by being unable to be informed
about the threshold violations d¥, and N3. To overcome
Figure 2: CTDMA protocol. these limitations, SDC-TDMA introduces a new set of time

slots S¥, the V-slots (see Figure 3a).
1) Violations Slots S} (V-slots): In the beginning of every

1) Measurement Slots S¥* (X-slots): Every sensor/actuator 7, each node retrieves a measurement and evaluates Equation
nodeN; transmitsz; within the time slotS} to the controller. (g) Then, the result of each threshaigdis transmitted by the
Within each time slot only one successful message is re“”r”'r%orresponding nod&’; to the controller at time slo?.
Thus, the size selection of} is application specific and 2) Measurement Siots S* (X-slots): In the beginjning of
depends on the size of; (e.g. 2 Bytes per sensor) and theyery S# in X-slots, each nodeV; asks the controller, by
number of re-transmissions to achieve high reIiabiIitydnhssending ana; request, whether a threshold violation was
on the selected hardware. observed in the V-slots. If no threshold violation occuyree

2) Delay d.: After receiving the complete sampled statgensor node sleeps immediately until the next intefiak
by receivingz;,Vj € N, a time delay is required to allow (gray box in Figure 3a). Otherwise, each node transmits each

the computation of appropriate control signals for every statex; to controller, wait for the delay, and actuation slots,
sensor/actuator nod¥;. The length of this delay depends ony_gjots, follow.

the controller infrastructure and the complexity of thettoh  3) pelay d, & Actuation Slots S¥ (U-slots): Similar to
model. the C-TDMA approach, after a delaj., each node requests
3) Actuation Slots Sj* (U-dlots): The last set of time slots is the new control signak; from the controller. Theu; and
related to the control message retrieval by the sensora&@tu the new threshold parametefis, which is being calculated
nodesN;. In each time slotS’', nodeN; transmits a request pased on Equation (10), are being piggybacked into the
r; for a control signalu; to the controller. Then, the,; is  acknowledgement messages of U-slots.
piggybacked to the acknowledgement message. The benefit g8ased on the above, SDC-TDMA sacrifices channel avail-
ther; request is two-fold: (a) off-loads the controller side angpjlity and increases the minimum interval lengih,;, and
(b) reducesN; listening time. Otherwise, the controller hagonsequently the system’s maximum delay, by adapting tslo
to transmit or broadcast; continuously by blocking other into the TDMA scheme. However, in the case of threshold
tasks, whileV; has to be active in receive mode during thgjplation absence, the communication is being minimized

full length of the S} slot until a successful control messaggignificantly by avoiding the transmission of stateand the
retrieval. Further, this approach causes more energy @aVikntire execution of U-slots.

for nodes with communication modules that consume the same
amount of energy for transmission and listening, i.e. [fhle D. ADC-TDMA and PADETC

length of 5} depends on the size af; signals. Similar to PSDETC, the PADETC approach transfers the

b B(;:\sfc_-:‘d gnb thf} albove,hthfexmllnlmutrj] Ttervaldsg,gm cag communication decision making from the controller down
e defined by the length of X-slots, U-slots and defayan to the sensor/actuator nodes. Additionally, due to its asyn

the number of the nodes. Further, fig;,, can be considered chronous feature, this approach increases the commuonicati

as the maximum time delay .Of the system. savings by avoiding the state transmission from every
_ TTC and PETC are centralized approaches an_d are execyj de N, in every intervalT,. The only overhead in the
|n_th_e controller. In both cases, the system requires tm{racommuhication is the); update based on Equation (14) and
mission of the curr_ent state to the C(_)ntroller at evﬂryiurl_ng transmission tav;. The value ofy; is being piggybacked with
the XTslots. Then, in the TT(_: technlqug, the controller iepl the control signak; in the acknowledgement message.
back in the U-slots of every intervdl;, with a newu; control g cifically. the architecture of ADC-TDMA is similar to
signal. On the other hand, in PETC, the controller evaIuat&gTDMA and consists of sensing task, X-slot, delay
the event condition, as has been described in Equationr((zl),%nd U-slot (see Figure 3b). In &< slét the nodeN-’
transmits the new; only if there is a violation. This bEhaViourevaluates the threshold of E'quatior% (13)' In the case '70f no
allows PETC to save energy due to actuation reduction. threshold violation (i.e. gray box of Figure 3b), the na¥le
skips the communication and returns to sleep mode fitil
C. SDC-TDMA and PSDETC Otherwise,N; transmits to the controllerz; in PADETCabs
PSDETC is a distributed technique and each sensor namtethe incrementn; in PADETCrel (see Section [I-D). Then,
is responsible for the state transmission decision in evethe controller computes the appropriate control signald an
T;. The computation of control signals; and¢; parameters updates the local and globgl based on Equation (14) by
require thecomplete knowledge of the system’s state for theusingonly the availabler; states.
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Figure 3: Communication schemes for decentralized ETCnigcles.

In the U-slots, every node has to send;aequest message 1) Water Storage and Pumpindfhe structure of the Wa-
to the controller, in order to be notified about a possiblkerBox is shown as Fig. 5b. The WaterBox has a lower tank
threshold violation from another node. Therefore, theatioh (i.e. ground, soil), an upper tank (i.e. reservoir, lakefl an
of at least one threshold causes the update oandn; to three small tanks (i.e. DMAS). The lower tank collects water
be sent to every actuator node. The valuesipfandn; are from small tanks, and supplies water to the upper tank by an

piggybacked to the acknowledgement message. underwater bilge supply pump. This supply pump can supply
enough water as the system requires. An assistant bilge pump
IV. EVALUATION PLATEORM: WATERBOX and a new powerful pump are installed in series inside and

after the upper tank respectively, and supply water to the
small tanks. When the small tanks require more water supply,
the assistant pump and powerful pump work together. When
the small tanks require less water supply, only the asgistan
weak pump works. This behaviour emulates the day and night
pumping operation of a water network in which the demand
changes dramatically.
2) Water Supply & Sensor/Actuator Nod&he water from
the powerful pump flows into three small 'DMA’ tanks via
a pipe network. For the inlet each tank, a sensor/actuator
node (see Figure 5a), based on the Intel Edison development
board [42], controls the water flow though a motorized gate
valve, so-called in-valve, and monitors the water flow, pues
(before and after in-valve) and the in-tank water level ke,
Figure 4: WaterBox Testbed. a turbine (flow-based energy harvester) is installed before
each in-valve to harvest energy. To capture the total energy
Smart water networks have been used as a proof of conceptisumption of each sensor/actuator node, a custom made
for our proposed framework. The WaterBox platform (sesensor module was created.

Figure 4) is a scaled version of such water network [35] and K h i h d
developed to demonstrate real time monitoring and contfgEMark. In the WaterBox infrastructure, the sensors and ac-

by adapting innovative communication theories and contrPﬂator of each inlet are connected to the same node. However,

methodologies. WaterBox was used as evaluation platform R)ulrl propc()jsgi communication schemes can be applied to non-
our proposed ETC techniques and communication scheme§0llocated infrastructures.

3) Water Demand EmulationAt the bottom of each small
A. WaterBox infrastructure tank, there is an opening which enables the emulation ofrwate
. consumption. A gate valve, so-called out-valve, is insthll

di Ad W?tler supply nitwork str(ljjcture gonssgs of tthree "Nfter each opening and can be controlled by a sensor/actuato
vidual layers: (a) storage and pumping, (b) water supp ode. The control of out-valves changes the outlet flow rate

Zones an Dlztr|c\}vrl\]{lleter IAreas (DMIAf‘T‘)’ and ((jc) end USELhd facilitates the emulation of user’s random water consum
(water demand). ile valves control flows and pressures.af (i.e. external disturbance).

fixed points in t_he water _ngtwork, pumps pressurise water t04) Base Station (Controller):Every sensor node is con-
overcome gravity and frictional losses along supply zones . . .

. > : : P2 o ected to a local isolated WiFi netwofk A laptop is used as
which are divided into smaller fixed network topologies @i a

erage 1500 customer connections) with permanent bOUE‘;da"r]kaecontrolIer or base station and hosts a visualization egiiin

DMAs. The DMAs are continuously monitored with the ai See Figure 6) which presents at real time the current sfate o

to enable proactive leakage management, simplistic pressu,_ _ . _
The isolation was achieved by disabling SSID operation gticast of

management, and efﬂClent_ netwo_rk maintenance. WaterB\Wﬁf:i availability to new users) from the router and selegtthe low occupied
was designed to support this architecture as follows: communication channel for the nodes based on spectromgteriments
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(a) WaterBox sensor/ actuator node. (b) The schematic structure of the WaterBox.

Figure 5: WaterBox evaluation platform.

when the system is close to the reference state to guarantee
efficient low pressure and flow operation.”

"’ejiﬂik","\e‘ ”f‘ijsﬁﬁ?ﬁ\"e‘ Water Level I A. Hybrid Controller Design
| " . . P .
| 1"“" In the design of the controller, the following limitationsed

|
[ Pal by \'ﬁ “‘H‘JM | .
M ) to be considered:

i\ Py H‘v o1 L) e
‘“R“ "jl‘r“":“!jhﬂ‘t/‘”v 1) Saturation of the actuatorsthe maximum open level of
™ — one in-valve is360°, while the minimum iso°.
] e e 2) Actuator quantization:Due to the limitation of the
Figure 6: Local controller visualization application. valve’s control components, their open levels can only
be changed in steps @0°. Therefore, small disturbances

may result in dramatic changes of actuations.

the_system, allows the manual control of actuators, Iog; th%) Over-pressure protectiorDue to mechanical limitations
retrieved messages, and enables our proposed communicatio of the pipe network, there is a maximum allowable

schemes and ETC scenarios per experiment. Additionally, pressure for the pipe network

due to lack of an indoor GPS time synchronization, a NTP Si the heiaht of th ter levels h direct effect
server is running in the local controller and ensures lean th Ince the height ot the water 1evels have a direct efiect on

millisecond time synchronization accuracy among the nodetg'e Quality of Service (QOS_)’ the clos_ed-loop system rexguir
a fast response; however, since the size of the small taeks ar
limited, the overshoot should simultaneously be consdgiin

B. System Identification & Modelling Experiments show that, in mode 2, the pipe network may be

We apply Grey-Box identification [43] to generate th@ver pressured, w_hen the open level of the in-valves, defined
system model and to find the uncertain parameters. A fil¥ «;", cannot satisfy:
principles model is obtained following [44]. We identifyda- 3
pendently models under both mode 1: only the assistant pump Z a§” > 180°. (18)
works and mode 2: both pumps work. Using the Matlab cftool, =
we generate fitting curves for the gate valve coefficient ochea
in-valve, the turbine efficiency, and the pump efficiencye3é

Overshoot and disturbances could make condition (18) be

curves are used to compute the first principles model. Sin\(:'glated' While n mode 1, there is no such constrains, that
iS, even all three in-valves are totally closed, the pipevoet

our aim is to stabilize the water level of each tgnk {1, 2,3} ! -

at the desired height’, the model is linearised around thiSW|II not be over pressured. Therefore, filling the small tank
i . o L

height. In this process, in order to simplify the simulatioin in mode 2 and switching to mode 1 when (18) is viclated

the user water consumption, we keep the out-valves opes, tHg rfq“'fe‘?‘- Alsg e>1<pfhr imentally, we o?servc_e dthat, Whﬁ n trt]e
constant out flow rates can be assumed. system 1S in mode 24, the pump may not provide enough water

supply to the small tanks even at the maximum open level,
ie. a§” = 360°, Vj € {1,2,3}. Therefore, switching back to
V. HYBRID CONTROLLER DESIGN mode 2 when the water in the tanks reaches some pre-defined
To evaluate the proposed ETC-based communicatitfw levels is necessary. To support this mode switching, we
schemes, the followingontrol scenario was used’Control defineh := [ﬁl hy ﬁ3] s hy < h;,j € {1,2,3}, as the
in-valves to stabilize the water level of the small 'DMA’kan lower water levels. I35 € {1,2,3} such thath;(t) < h;,
to a certain level ensuring pressure and flow bounds. Enalilee system switches from mode 1 to mode 2. With carefully
mode 2 (weak and powerful pump) only if the system is awelyoser; and properly designed controllers, this violation can
from the target levels. Switch to mode 1 (weak pump) ordyly happen in mode 1. Further analysis shows that, (18) can



only be violated wherh;(t) > h’;, which together with the A. Evaluation Setup
fact thath; < h;- precludes Zeno behaviour.

Let J € {1,2} represents the corresponding system mode. Taple |: Communication parameter evaluation setup.
The linearised switched model and switched controller of

WaterBox are described by: | Parameter | Value [ Description |
. Node ID
&(t) = AE(t) + Byvu(t), 9 = 1,2, (19) Timestamp (in msec)
) Inlet pressure
v(t) = S(=Ky&(t) + ay'), ¥ = 1,2, (20) Outlet pressure
T x; 36 Bytes | Flow rate
where £(t) = [&1(t) &(t) &(t)] 7, &(t) = hy(t) — Packet Total water volume
hi, j = 1,2,3 are the system stateg,;(t) € R are the Size Distance from surface
water levels, andh; € R are the reference water levels Energy consumption
T ) Energy harvesting
o(t) = [ui(t) va(t) ws()], vi(t) = ai*, 5 = 1,2,3 Ack —r;, a; | 1Byte | 0or 1 — Node ID
are the system control inputs, amag" are the equilibrium wjs mj, 0 2 Bytes Control signal and

open levels of the in-valves per operation mages is a map DETC parameters

. . o i 4B State delt
R™ — R™ representing actuator saturation and quantizations 2 yLes = ? =
. : -1 o1 no S 80 msec | X slot size
that is S(s;) := max{min{10|10~"s; |, 360°},0°}. By B :
Then, the WaterBox hybrid controller state automaton jis T; S >umsec | U anc V st size
] e y Time de 10 msec | Control decision delay|
illustrated in Figure 7. Duration Threshold violation
dg 5 msec decision delay
3 ‘ Forced task
Vi_1&(t) < h; — Guard slot 1 msec | tormination time
Mode 1 Mode 2 The proposed communication protocols of Section Il were
Weak Pump Weak + Powerful Pum deployed to the WaterBox sensor/actuator nodes by wrapping
\_/ the functionality of the Intel Edison WiFi module. Table |

presents the configuration of the communication parameters
Based on the predefined packet sizes of the specific hardware
Figure 7: Hybrid controller state automaton. infrastructure, a set of experiments was conducted to ihter
reliable time slot and guard delay sizes.
From Grey-Box identification procedure, the system param-

|S(—K2£(t) + aim)|; < 180°

eters areA is a zero3 x 3 matrix and Table II: Parameters of triggering strategies.
B 10-5 0.1436  —0.0170 —0.0164 | Method | T (sec) | Parameter | Value |
1= X |—0.0098  0.1060  —0.0100 -
—0.0139 —0.0139  0.1492 | F;FE_EC 8'2’ ig
0.7666  —0.0493 —0.0457 SRl o 0.05, 0.1,0.2
By — 10-° PSDETC 1,2
5 = X |—0.0274  0.5848  —0.0279].
—0.0393 —0.0432  0.7865 PADETC 051, 2 H 0.75,0.95
(abs & rel) . 0 85, 120

The controllers designed are given by:

99950 3020 872 _ [99985  167.1 410 Based on the Table | timing parameters and the Section
Ky = S A Ko = T Y seess | 1l time slot analysis, the minimum interval siZ&,,;,, for C-
The designed controller is stable in both mode 1 and 2 bEP.MA and and ADC-TDMA has to be more than 321 msec
. . while for SDC-TDMA more than 564 msec (because of the
cause—-B; K; and— By K, are Hurwitz matrices. Further, due .
. “\-slots). Thus, we evaluate TTC, PETC, and PADETC (with
to the long dwell time of the system, the closed loop retaln% o
stability. Given’’ — 0.06 andh, — 0.03, ¥j € {1,2,3}, i absolute or reference value) with interval s.ife: 0.5,_1,2
anddm'are comj uted- — o el TL andT = 1,2 sec for PSDETC. The selected interval sizes and
2 P ' the rest parameters of the ETC strategies are listed in Table
. 503.5950 . 84.5099 1 i i
ain — 1324378 | aim — | 689069 | Theq andp ETC paramete_rs are chosen by finding feas@le
428.5839 | 72.8442 solutions of the corresponding algorithms (8) and (17),levhi
1 is tuned experimentally.
VI. EVALUATION In the first set of experiments, we examine the impact of
This section summarizes the experimental results of mate ETC parameterso( u, and p) to the performance of
than 400 experiments conducted in WaterBox to evaluate system. A fixed interval sizé = 1 was used with all
our proposed communication schemes for the different ETile different combinations of ETC parameter values of Table
strategies. Each experiment executes the same contrargézenl. Another set of experiments was conducted to explore the
(as described in Section V) and the total process lasts lketweffect of T' in the behaviour of the system. Keepiag= 0.2,
7 and 10 minutes, including the water state initializationy = 0.95, and ¢ = 85 constant, all the experiments were re-
the execution of experiment, and data logging from sensexecuted withT' = 0.5 andT" = 2 (Table Il bold text). To
actuator nodes and local controller. ensure the validity of the evaluation results, each expamm



was repeated 10 timédor each different combination of to ensure the continuity of the current measurements and
ETC parameters and’. Mean values are used to illustrate  validated our instrument against a calibrated reference

the

evaluation results. The data was captured from the nodes [45]. The energy consumption includes the consumption

and controller for the period of time between the beginnihg o  because of the communication, sensing, actuation, and

each experiment{ = 0) until a fixed end timet(,,q = 110s), idle mode. We present two discharge values, i.e. the
which guarantees the system turns to mode 1 and converges whole discharge and discharge without sleep time. Based
to steady state, denotéd,,,. on these parameters, the battery lifetime of different

B. Experimental Results *

PSDETC PETC TTC

PADETCabs

-0.05

-0.05

-0.05
0

-0.05

PADETCrel

hardware infrastructures can be implied.

Actuations: the number of valves’ changes, i.e.

D VTiE[to tond] Z?:l o*(T;). The amount of actuations

indicates the lifetime of actuators which is vital for

industrial deployments.

« Valve Movement:the sum of valves’ movement
in degrees between two consecutive changes, i.e.
S outcltotins] 2oget |02 (Ti) = ai™(T;1)|. Combined
with the number of actuations, the valve movement can
be used to estimate physical system lifetime.

« Violations: the sum of event condition violations. For
each violation the local controller transmits a control
signal u; to each node i.e. three times. Therefore, the
total transmitted control signal are equal to 3 times
the violations. This metric indicates the communication
requirements of actuators. Violations and actuations are
different values because the local controller can produce
the same consecutive control signal.

« State Transmissionshe sum of state:; transmissions to

g4 > local controller. This metric indicates the communication
requirements of sensors. Both violations and state trans-
missions represents the total communication requirements
of the system.

Water level (m) Event interval (s)

0.1
0.05

0
0.1
0.05

0
0.1
0.05

0.1
0.05

0.05

time (s) time (s) Figure 8 shows an example of raw data as captured from
the nodes and the controller. Next, we analyse the energy

Figure 8: Experimental results. Note that, for SETC, theéonsumption trends compared to sleep time for different
maximum event-interval of small tank 2 is 66 sec. hardware infrastructures, the effect of ETC parameterpsetu

and interval lengtl” to the performance of the system, and we

In this section we compare TTC, PETC, PSDET, PADETakgygregate the savings of ETC approaches against the vanilla
and PADETrel experimental results, in terms of: scenario of TTC.

Water Level Overshoothe maximum water level during 1) Energy Consumption and Sleep Time: The hardware

the experiment. This parameter indicates the systenirgrastructure of a WaterBox node consumes more energy in
maximum state overshoot which is critical for watesleep mode. During sleep mode, our process yields priority
network asset safe operation. to the background tasks of the operating system which are
Switching Time 1#,,): the duration between experimenimore energy hungry. In order to generalize the results to
start timet, and first switch mode time,,,,, as described different hardware infrastructures which support loweerey

in condition (18). The time to mode switching is em-consumption during sleep mode (i.e. deep sleep), we provide
ployed as an estimate of the system settling time (duettte upper and a lower bounds of energy consumption. The
its ease of detection in our setup). upper bound presents the real experimental results based on
Sleep Timethe total sleep time of all the nodes. Thiour node while the lower bound represents an estimation of
parameter evaluates the use of the bandwidth and CRblergy consumption of a node which supports deep &leep
in the sensor/actuator node. The need of energy consumption range can be clearly seen
Discharge (Energy Consumptiormjur custom made sen-in Figures 10c and 10d. In spite of the sleep time increase in
sor module retrieves current measurementsn mA at all cases, the upper bound of energy consumption increases
a fixed frequency of 10kHz. The energy consumption gfroportionally (the opposite holds for the lower bound).-Ad

a specific time period\¢ in seconds and with averageditionally, PSDETC is expected to consume more energy
current measurements over this per(«iﬂ}m can derived than the others because of the V-slots. However, Figures

from E(At) = (C) ., 55155~ We used a hardware averag®c and 9d illustrate the opposite trend for the upper bound

3The number of experiment repetitions was selected expatathg by 4we calculated the lower energy consumption by subtractivg energy
analysing the variance of the results (i.e. under 2% of mean) consumption during sleep mode from the total
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Figure 9: Impact of ETC parameters, (1, p) in: (a) water level overshoot, (b) switching time, (c) gdéme, (d) discharge,
(e) actuations, (f) valve movement, (g) violation, and (tate transmissions.

(opposite for lower bound) due to the energy hungry sledpnger convergence time and longer sleeping times. Silpilar
mode. Overall, PADETCabs and PADETCrel consume thbe upper bound discharge indicates this trend; longepslee
least energy compared to the other approaches. In spitetiofe leads to higher energy consumption due to the energy
the uses of the same communication scheme, PETC perfotmsgry operating system background tasks. Oppositely, the
slightly better than TTC of actuation reduction (quanti#at lower bound of discharge shows that hardware infrastrestur
results will presented later on). with deep sleep consume significant lower energy for larger
2) Effect of ETC Parameters: Figure 9 presents the effectinterval T’ due to long sleeping time.

of different parameters, e.@, p, 1 with the same interval  4) Savings Compared to TTC: Table lll and IV show the
lengthT = 1.The experiment results follow the trends showtotal savings of different ETC techniques against TTC fer th
in the theory. In PETC and PSDETC, a smalterforces time periodperiod; = [0,t..q] (total experiment time) and
the system to be more conservative and leads to more evgatiod, = [0, t..,] (time until switching mode) respectively.
condition violations (Figure 9g) and consequently to mome provide this data separately due to the existence of the

actuation (Figure 9e) and energy consumption (Figure 9djwitched controller and the different behaviour of the two
For the same reason, in the decentralized PSDETC, the statsdes.

transmission reduces with bigger(Figure 9h). In period; PETC performs similarly to TTC with the
In PADETC, a biggere has similar effect as a smallerdifference of reduced actuations and violations by 18.6%
o in PETC. This can be clearly seen in Figure 9e and 9gnd 42.8% respectively. In spite the saving, PETC causes
in which bigger o causes more actuations and violationfore valve movements than TTC. The PSDETC is more
respectively. A bigger: can result in more frequent thresholctonservative than the centralized PETC, with a result, the
updates, but maintains the threshold less conservative, agwer savings in terms of violations. However, PSDETC
thus, the sampling errors can be enlarged. Additionallyfé reduces the valve movements and the state transmissions due
9g shows thap has greater impact on violations thanand  to the decentralized architecture. PADETCabs outperfains
o parameters. the other approaches because of the asynchronous behaviour
3) Impact of Interval Length Selection: Figure 10 illus- reducing significantly the violations, state transmissi@md
trates the impact of different interval lengths, in whicte thactuations by achieving 44.8%, 51.6%, and 27.2% savings
same pre-designed Lyapunov converge rate can be guaranteespectively. PADETCrel occurs similar actuation and com-
for the same set of rest of the parameters, &€,(, u. It can  munication saving with PADETCrel but with the trade-off of
be clearly seen in Figure 10 that smaller inter#alresults lower performance in terms of water level overshoots and
in better performance but worse energy consumptions. Teeitching time. As has been described in Section Il, this
water level overshoots are almost the same because of liappens because the PADETC with reference value updates
actuator quantization. Larger sampling times always tasul introduces an extra error, known as maximum dynamic quan-
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Figure 10: Impact of interval lengti” in: (a) water level overshoot, (b) switching time, (c) sle@pe, (d) discharge, (e)
actuations, (f) valve movement, (g) violation, and (h) steansmissions.

Table IlI: Savings compared to TTC (%) total experiment time. [0, t.,q], with o = 0.2, p = 85, andu = 0.95

Water Switching . Discharge . Aggr. Valve o State
Approach Level Overshoot Time Discharge with Deep Sleep Actuations Movement Violations Transmissions
PETC 3.18 -0.69 0.97 1.1 18.6 -1.7 42.8 0
PSDETC 1.24 -0.55 11.03 -57.6 8.2 1.5 215 215
PADETC (abs) 2.44 3.47 4.74 6.9 27.2 7.5 44.8 51.6
PADETC (rel) -19.72 -20.53 3.28 13.2 9.7 30.5 51.8 56.0

Table IV: Savings compared to TTC (%) until mode switchingdi i.e. [0,t,,,], with o = 0.2, p = 85, andu = 0.95

Water Switching . Discharge . Aggr. Valve o State
Approach Level Overshoot Time Discharge with Deep Sleep Actuations Movement Violations Transmissions
PETC 3.15 -0.69 1.34 2.4 30.3 17.3 55.2 -0.7
PSDETC 1.67 -0.55 10.97 -66.9 10.4 8.3 14.6 14.6
PADETC (abs) 3.02 3.47 9.22 11.9 34.7 241 57.0 63.9
PADETC (rel) -19.72 -20.53 -15.23 -4.5 14.4 22.6 49.1 54.5
tization error. However, this extra error allows this tréging VII. CONCLUSION

mechanism to be more robust against noise than any of the

other mechanisms with pre-designed maximum dynamic error!n this paper, we have proposed duty-cycling of the sensing
and actuator listening activities and enabled deceng@liZTC

techniques introducing innovative communication schemes
Specifically, we designed and implemented three new MAC
In periods, some ETC approaches deviate compared to theyers, which enable the application of four different pe-

total savings. For example, in PETC approagh;od, reveals riodic centralized and decentralized event triggered robnt
higher actuation savings thamriod;. The reason is that in approaches. By implementing our proposed communication
mode 1, the weak pump is unable to supply the tanks wisithemes in the WaterBox testbed [35], we provided experi-
enough water and the system deviates from steady state omental results from more than 300 experiments.
tinuously. Thus, event condition violations are being#ased Based on the experimental results, ETC approaches can
and often large valve movements are required. PSDETC anttoduce considerable benefits into industrial deploytsien
PADETCabs have a more stable behaviour than the othaue to the outstanding decrease of actuations either in aBumb
ETC approaches. Again PADETCabs outperforms the oth@p to 35%) or size (i.e. for valve movement up to 24%), the
ETC approaches achieving outstanding violation (57%) alIC techniques can increase the robustness, resiliende, an
actuation (35%) savings. lifetime of physical plants and actuators significantly.isTh



increase can lead to significant maintenance cost reduioyion[12]
postponing expensive replacements of plant assets.
WaterBox consists of energy hungry sensor/ actuator noquq
to allow computational intensive algorithm deploymenta A
optimal hardware infrastructure will reduce the energy-con
sumption even more than the evaluation results. Intuititbe 14]
level of energy reduction will be closer to threshold viaas
(up to 57%) and state transmission (up to 64%) savings whighl
indicate the actuator and sensors communication requireme
respectively. [16]
An additional benefit of applying periodic centralized or
decentralized ETC approaches is the reduction of sensing
rate. Continuous measurement retrieval from high energy
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consumes 570 mJ per measurement) may lead to higher ené}@yﬁ

consumption than the communication process (e.g. low power
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co-existing high sample rate algorithms for anomaly déect 21]
and validation. While in this paper we focus on smart water

networks, the proposed framework can be applied to a vari-
ety of Cyber-Physical Systems such as Smart Grids, SmiaA
Transportation Systems and Automated Agriculture. [23]
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