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Abstract—In an ideal RC, the analytical expressions for the 

statistical distributions of the enhanced backscatter coefficient (𝒆𝒃) 
are derived. It has been found that the superposition of random 
variables with exponential distributions has a probability density 
function of Erlang distribution, and the distribution of the ratio of 
two random variables with Erlang distribution can be derived 
analytically, which is the distribution of the enhanced backscatter 
coefficient. The unbiased estimator of 𝒆𝒃 is also given with and 
without approximations. Measurements have been performed to 
verify the results. 
 

Index Terms— statistical electromagnetics, enhanced 
backscatter coefficient, statistical distribution, reverberation 
chamber.  
 

I. INTRODUCTION 
HE enhanced backscattering phenomenon is a universal 
effect in nearly all wave phenomenon [1-3]. In the 

reverberation chamber (RC) measurements, the enhanced 
backscatter coefficient 𝑒𝑏 is an important parameter. Previous 
work has shown that the performance of the RC can be 
characterized by measuring 𝑒𝑏 and checking how far it deviates 
from 2 (the theoretical value in an ideal RC) [3]. In the antenna 
efficiency measurement [4-6], 𝑒𝑏  is required to be 2 if the 
one-antenna method [4] is used. However, since the measured 
𝑒𝑏 is a random variable, it cannot equal to 2 exactly. Thus, it is 
important to know the probability density function (PDF) of 𝑒𝑏, 
as a PDF means a complete understanding of a random variable. 
From the PDF, all the statistical quantities can be derived (e.g. 
expectation, standard deviation, moments, etc.), an unbiased 
estimator for 𝑒𝑏  can also be obtained which can be used to 
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estimate the mean value when the sample number is not large. 
In this paper, we focus on the statistical distribution of 𝑒𝑏, 

the definition of 𝑒𝑏 is briefly reviewed in Section II, in Section 
III, the derivation of the PDF under given preconditions is 
given, from the PDF, the unbiased estimator can also be 
obtained. In Section IV, measurements are performed to 
validate the results. Finally, discussion and conclusions are 
summarized.  

II. ENHANCED BACKSCATTER COEFFICIENT 
A typical antenna measurement setup in an RC is illustrated 

in Fig. 1, where a computer is used to control the vector 
network analyzer (VNA) and the rotation of stirrers. In the 
mode-tuning mode, the stirrers rotate step by step. For each step 
of the stirrers, the computer records the measured S-parameters 
from the VNA.  

 

  
(a) 

 
(b) 

Fig. 1.  Typical antenna measurement setup in an RC, (a) schematic plot, (b) 
measurement scenario. 
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Suppose that Ant 1 is used as the transmitting antenna, and 

Ant 2 is far from Ant 1. The enhanced backscatter coefficient is 
defined as the ratio of the average received power of Ant 1 and 
Ant 2. The average can be taken over different stirrer positions 
or/and different frequencies. Mathematically, the enhanced 
backscatter coefficient at the position of Ant 1 is [4] 

 

𝑒𝑏1 =
〈�𝑆11,𝑠�

2〉 /𝜂1
〈�𝑆21,𝑠�

2〉 /𝜂2
=
〈|𝑆11 − 〈𝑆11〉|2〉/𝜂1
〈|𝑆21 − 〈𝑆21〉|2〉/𝜂2

                (1) 

 
where 𝑆∗,𝑠  means the stirred part of the measured 𝑆∗ , 〈⋅〉 
represents the average operation, 𝜂1  and 𝜂2  are the total 
efficiency of Ant 1 and Ant 2, respectively. Similarly, if Ant 2 
is used as the transmitting antenna, at the position of Ant 2  
 

𝑒𝑏2 =
〈�𝑆22,𝑠�

2〉 /𝜂2
〈�𝑆12,𝑠�

2〉 /𝜂1
=
〈|𝑆22 − 〈𝑆22〉|2〉/𝜂2
〈|𝑆12 − 〈𝑆12〉|2〉/𝜂1

                (2) 

 
In [4], the enhanced back scatter coefficient is written as  
 

𝑒𝑏 =
�〈�𝑆11,𝑠�

2〉 〈�𝑆22,𝑠�
2〉

〈�𝑆21,𝑠�
2〉

= �𝑒𝑏1𝑒𝑏2                 (3) 

 
which can be considered as the geometric mean value of 𝑒𝑏1 
and 𝑒𝑏2. Note that 𝑒𝑏1 = 𝑒𝑏2 = 𝑒𝑏 = 2 [2, 4] in a well-stirred 
(ideal) RC, thus the enhanced backscatter coefficient can be 
used to characterize the performance of the RC [3]. 

III. STATISTICAL DISTRIBUTION 
Existing work treated 𝑒𝑏 as a constant. However, from (1), 

we can find that the enhanced backscatter coefficient is actually 
a random variable, as both the numerator and denominator are 
random variables. To investigate the analytical expression of 
the probability distribution of 𝑒𝑏1, some preconditions need to 
be made to simplify the analysis. 

In (1), we assume that both Ant 1 and Ant 2 are high efficient 
antennas and 𝜂1 ≈ 𝜂2 ≈ 100% , and the RC is well-stirred, 
from Hill’s equation [7] we have  

 

〈�𝑆21,𝑠�
2〉 =

𝑄𝜆3

16𝜋2𝑉
≡ 𝑇0                          (4) 

 
where 𝑄 is the quality factor of the RC, λ is the wavelength, 
and  𝑉 is the volume of the RC. We denote the mean value of it 
as 𝑇0  as the chamber transfer function, thus �𝑆21,𝑠�

2
 has the 

following exponential distribution [7]: 
 

PDF(𝑋) =
1
𝑇0

exp �−
𝑥
𝑇0
� ,   𝑋 = �𝑆21,𝑠�

2      (5) 

 
Since the RC is assumed to be well stirred and 𝜂1 ≈ 𝜂2 ≈

100%, we have 𝑒𝑏1 = 2 in (1). Therefore, �𝑆11,𝑠�
2
 also has an 

exponential distribution but the mean value of which is 2𝑇0. 
Without loss of generality, the PDF of �𝑆11,𝑠�

2
 has the form of  

 

PDF(𝑋) =
1
𝛼𝑇0

exp �−
𝑥
𝛼𝑇0

� ,   𝑋 = �𝑆11,𝑠�
2     (6) 

 
where 𝛼 = 2 for an ideal RC. Consider a sample number of 𝑁, 
Ref. [8, 9] have shown that the superposition of random 
variables with exponential distribution is the Erlang 
distribution, and the mean value of �𝑆21,𝑠�

2
 in (5) with 𝑁 

samples has a PDF of 
 

PDF(𝑋) =
𝑁(𝑁𝑥)𝑏−1 exp[−𝑁𝑥 𝑇0⁄ ]

𝑇0𝑏(𝑁 − 1)!
,𝑋 = 〈�𝑆21,𝑠�

2〉𝑏    (7)  

 
The mean value of 𝑋 in (7) is also 𝑇0 and the standard deviation 
is 𝑇0/√𝑁. Similarly, 〈�𝑆11,𝑠�

2〉𝑏 has the same expression as (7) 
but 𝑇0 is replaced by 𝛼𝑇0.  

By investigating the Erlang distribution, we can find the PDF 
of the ratio of two random variables with Erlang distribution [7] 
as: 

 

PDF(𝑋) =
𝛼𝑏𝑥𝑏−1

𝐵(𝑁,𝑁)(𝑥 + 𝛼)2𝑏 =
Γ(2𝑁)𝛼𝑏𝑥𝑏−1

Γ(𝑁)2(𝑥 + 𝛼)2𝑏  

 

=
(2𝑁 − 1)!𝛼𝑏𝑥𝑏−1

[(𝑁 − 1)!]2(𝑥 + 𝛼)2𝑏 ,𝑋 =
〈�𝑆11,𝑠�

2〉𝑏
〈�𝑆21,𝑠�

2〉𝑏
  (8) 

 
where 𝐵(𝑣1, 𝑣2) is the Beta function [10]: 
 

𝐵(𝑣1, 𝑣2) = � 𝑡𝑣1−1(1 − 𝑡)𝑣2−1𝑑𝑡
1

0
               (9) 

 
and Γ(𝑥) is the Gamma function: 
 

Γ(𝑥) = � 𝑡𝑥−1𝑒−𝑡𝑑𝑡
∞

0
                           (10) 

 
(8) is actually the PDF of 𝑒𝑏1 in (1). The mean value can be 
obtained as  
 

 E(𝑒𝑏1𝑏) = 𝛼𝑁/(𝑁 − 1)                                (11) 
 
The standard deviation can also be derived as  
 

Std(𝑒𝑏1𝑏) =
𝛼�𝑁(2𝑁 − 1)

(𝑁 − 1)√𝑁 − 2
                         (12) 

 
where 𝑒𝑏1𝑏 means 𝑒𝑏1 is obtained from 𝑁 sample number.  
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Fig. 2.  PDF of 𝑒𝑏1 with different sample number 𝑁, 𝛼 = 2. 
 
From (11), we can solve for the unbiased estimator of 𝑒𝑏1 (𝛼): 
 

𝛼 = �̅�𝑏1
𝑁 − 1
𝑁

                                (14) 
 
where �̅�𝑏1 is the ensemble average, of which each sample is 
obtained by using 𝑁 stirrer positions in the mechanical stir. The 
PDF in (8) with different sample number is illustrated in Fig. 2. 

Note that frequency stir can also be used in (1) to increase the 
sample number, but there is a subtle difference between the 
frequency stir and smoothing over frequencies after calculation 
using (1). The frequency stir is applied to obtain the stirred part 
of S-parameters 𝑆∗,𝑠, while smoothing over frequencies for (1) 
means the average value for many random variables with the 
same distribution in (8). Suppose that the random variable 𝑋 is 
defined as the smoothed 𝑒𝑏1 with 𝑀 samples 
 

𝑋 = 〈
〈�𝑆11,𝑠�

2〉𝑏
〈�𝑆21,𝑠�

2〉𝑏
〉𝑀                            (15) 

 
The PDF of 𝑋 in (15) has no simple analytical expression (the 
integral cannot be expressed in terms of elementary functions), 
but we can find the mean and the standard deviation as 
 

E�〈
〈�𝑆11,𝑠�

2〉𝑏
〈�𝑆21,𝑠�

2〉𝑏
〉𝑀� = 𝛼

𝑁
𝑁 − 1

                 (16) 

 

Std�〈
〈�𝑆11,𝑠�

2〉𝑏
〈�𝑆21,𝑠�

2〉𝑏
〉𝑀� =

𝛼�𝑁(2𝑁 − 1)
(𝑁 − 1)�𝑀(𝑁 − 2)

         (17) 

 
It is well-known that for a large value of 𝑀, 𝑋 in (15) has a 
normal distribution because of the central limit theorem (CLT) 
[11]. 

For 𝑒𝑏2 in (2), the expressions are the same. We can move a 
step closer to the PDF of 𝑒𝑏 in (3) by finding the PDF of the 
numerator in (3). We found that the PDF of the square root of 
the product of two independent random variables with the same 
Erlang distribution in (7) has an analytical expression: 
 

PDF(𝑋) =
4𝑁(𝑁𝑥)2𝑏−1𝐾0(2𝑁𝑥

𝛼𝑇0
)

Γ(𝑁)2(𝛼𝑇0)2𝑏 ,   

 

𝑋 = �〈�𝑆11,𝑠�
2〉𝑏 〈�𝑆22,𝑠�

2〉𝑏                       (18) 
 
where 𝐾0(𝑣) is the zero-order modified Bessel functions of the 
second kind 
 

𝐾0(𝑣) = �
𝑐𝑜𝑠(𝑣𝑡)
√𝑡2 + 1

𝑑𝑡
∞

0
                      (19) 

 
Then we can derive the mean value and the standard deviation 
of PDF in (18) as 
 

E(𝑋) =
𝛼𝑇0Γ(𝑁 + 1/2)2

𝑁Γ(𝑁)2
                          (20) 

 

Std(𝑋) = 𝛼𝑇0�1 −
Γ(𝑁 + 1/2)4

𝑁2Γ(𝑁)4
            (21) 

 
Finally, from (7) and (18), we can further derive the PDF of 𝑒𝑏 
in (3) as 
 

PDF(𝑋) =
𝛼𝑏

𝑥𝑏+1Γ(𝑁)3
�ℎ1(𝑥)Γ �

3𝑁
2
�
2

−
𝛼
𝑥
ℎ2(𝑥)Γ �

1
2

+
3𝑁
2
�
2

�,  

 

𝑋 =
�〈�𝑆11,𝑠�

2〉𝑏 〈�𝑆22,𝑠�
2〉𝑏

〈�𝑆21,𝑠�
2〉𝑏

= 𝑒𝑏𝑏 

 
where  
 

ℎ1(𝑥) = 𝐹2,1 ��
3𝑁
2

,
3𝑁
2
� ,

1
2

,
𝛼2

4𝑥2
� 

 

= �
Γ�3𝑁

2 + 𝑛�
2
Γ �1

2�

Γ �3𝑁
2 �

2
Γ �1

2 + 𝑛�𝑛!
�
𝛼2

4𝑥2
�
𝑛∞

𝑛=0

 

 

ℎ2(𝑥) = 𝐹2,1 ��
3𝑁 + 1

2
,
3𝑁 + 1

2
� ,

3
2

,
𝛼2

4𝑥2
� 

 

= �
Γ�3𝑁 + 1

2 + 𝑛�
2
Γ �3

2�

Γ �3𝑁 + 1
2 �

2
Γ �3

2 + 𝑛�𝑛!
�
𝛼2

4𝑥2
�
𝑛∞

𝑛=0

    (22) 

 
where 𝐹2,1 represents the generalized hypergeometric function 
[10]. The mean value and the standard deviation of 𝑒𝑏𝑏 are 
 

E(𝑒𝑏𝑏) =
𝛼Γ �𝑁 + 1

2�
2

(𝑁 − 1)Γ(𝑁)2                            (23) 
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Std(𝑒𝑏𝑏) =
𝛼

𝑁 − 1
�𝑁2 𝑁 − 1

𝑁 − 2
−
Γ(𝑁 + 1/2)4

Γ(𝑁)4       (24) 

 
The PDF in (22) with different sample number 𝑁 is illustrated 
in Fig. 3, and the cumulative distribution functions (CDFs) are 
given in Fig. 4. The CDFs are calculated numerically from the 
PDF, as simple expressions are not available.  

When 𝑁 is large [10] 
 

lim
𝑏→∞

Γ(𝑁 + 𝑡)
Γ(𝑁)𝑁𝑡 = 1                             (25) 

 
we can approximate (23) and (24) by using: 
 

E(𝑒𝑏𝑏) ≈
𝛼𝑁
𝑁 − 1

                             (26) 
 

Std(𝑒𝑏𝑏) ≈
𝛼𝑁

(𝑁 − 1)√𝑁 − 2
                        (27) 

 

 
Fig. 3.  PDF of 𝑒𝑏 with different sample number 𝑁, 𝛼 = 2. 
 

 
Fig. 4.  CDF of 𝑒𝑏 with different sample numbers 𝑁, 𝛼 = 2. 
 
Figure 5 shows the mean and the standard deviations in (23), 
(24) and (26), (27). As can be seen, when 𝑁 is large, the gap 
between the approximated value and exact value becomes 
negligible. Also, from (23) and (26), we can obtain the unbiased 
estimator for 𝑒𝑏 as 
 

𝛼 = �̅�𝑏𝑏
(𝑁 − 1)Γ(𝑁)2

Γ �𝑁 + 1
2�

2                         (28) 

or 

𝛼 ≈ �̅�𝑏𝑏
𝑁 − 1
𝑁

, when 𝑁 is large        (29) 
 
where �̅�𝑏𝑏 is the ensemble average, of which each sample is 
obtained by using 𝑁 stirrer positions in the mechanical stir. 

 
Fig. 5.  The exact and approximate means and standard deviations of 𝑒𝑏𝑏, with  
𝛼 = 2. 
 
Probabilities of 𝑒𝑏𝑏  in different ranges are calculated and 
tabulated in Table I. As can be seen, when 𝑁  is large, the 
probability in the given range converges to around 68%, 95% 
and 99% for ±1, ±2 and ±3 standard deviations, respectively. 
 

 

IV. MEASUREMENT 
To verify the theoretical distribution in (22), we have to note 

that in a practical RC, 𝛼 may not be exactly 2. Thus, we can 
normalize 𝑒𝑏𝑏 to 𝛼 in (28) to obtain a normalized PDF which is 
independent of 𝛼. By applying the normalization, the measured 
CDF and the theoretical CDF can be compared. From (22), the 
normalized PDF can be obtained as 

 

PDF(𝑋) =
1

𝑥𝑏+1Γ(𝑁)3
�ℎ1′(𝑥)Γ �

3𝑁
2
�
2

−
1
𝑥
ℎ2′(𝑥)Γ �

1
2

+
3𝑁
2
�
2

�,  

 

𝑋 =
�〈�𝑆11,𝑠�

2〉𝑏 〈�𝑆22,𝑠�
2〉𝑏

𝛼 〈�𝑆21,𝑠�
2〉𝑏

=
𝑒𝑏𝑏
𝛼

 

 
where  
 

TABLE I 
PROBABILITIES OF 𝑒𝑏𝑏 

𝑁 Range Probability 
 E(𝑒𝑏𝑏) ± Std(𝑒𝑏𝑏) 75.3% 

𝑁 = 10 E(𝑒𝑏𝑏) ± 2Std(𝑒𝑏𝑏) 95.7% 

 E(𝑒𝑏𝑏) ± 3Std(𝑒𝑏𝑏) 98.9% 
 E(𝑒𝑏𝑏) ± Std(𝑒𝑏𝑏) 69.5% 

𝑁 = 50 E(𝑒𝑏𝑏) ± 2Std(𝑒𝑏𝑏) 95.7% 
 E(𝑒𝑏𝑏) ± 3Std(𝑒𝑏𝑏) 99.3% 
 E(𝑒𝑏𝑏) ± Std(𝑒𝑏𝑏) 68.9% 

𝑁 = 100 E(𝑒𝑏𝑏) ± 2Std(𝑒𝑏𝑏) 95.6% 
 E(𝑒𝑏𝑏) ± 3Std(𝑒𝑏𝑏) 99.5% 
 E(𝑒𝑏𝑏) ± Std(𝑒𝑏𝑏) 68.4% 

𝑁 = 360 E(𝑒𝑏𝑏) ± 2Std(𝑒𝑏𝑏) 95.5% 
 E(𝑒𝑏𝑏) ± 3Std(𝑒𝑏𝑏) 99.7% 
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ℎ1′(𝑥) = 𝐹2,1 ��
3𝑁
2

,
3𝑁
2
� ,

1
2

,
1

4𝑥2
� 

 

= �
Γ�3𝑁

2 + 𝑛�
2
Γ �1

2�

Γ �3𝑁
2 �

2
Γ �1

2 + 𝑛�𝑛!
�

1
4𝑥2

�
𝑛∞

𝑛=0

 

 

ℎ2′(𝑥) = 𝐹2,1 ��
3𝑁 + 1

2
,
3𝑁 + 1

2
� ,

3
2

,
1

4𝑥2
� 

 

= �
Γ�3𝑁 + 1

2 + 𝑛�
2
Γ �3

2�

Γ �3𝑁 + 1
2 �

2
Γ �3

2 + 𝑛�𝑛!
�

1
4𝑥2

�
𝑛∞

𝑛=0

    (30) 

 
which is the same as (22) when 𝛼 = 1.  

Measurement data in [12] (RC at the University of Liverpool) 
are used to verify the results, the measurement setup is given in 
Fig. 1(b). Two horn antennas were used as Ant 1 (Rohde & 
Schwarz® HF 906) and Ant 2 (SATIMO® SH2000). 10, 50, 
100 and 360 stirrer positions were used. At each stirrer position, 
10001 frequency points were collected in the frequency range 
of 2.8 GHz to 4.2 GHz. The measured 𝑒𝑏  samples are 
calculated using (3) and illustrated in Fig. 6. All the measured 
𝑒𝑏 samples in 2.8 GHz ~ 4.2 GHz are used to plot the CDF, the 
normalized theoretical and measured CDF are shown in Fig. 7, 
as expected, a very good agreement is obtained. When 𝑁 = 50, 
100 and 360 a small deviation is observed for CDF<0.001 
because of finite samples. When 𝑁 = 10, because the sample 
number is small, a small deviation is observed for CDF<0.1. 
We have also used the Kolmogorov–Smirnov (KS) test to 
verify the distribution, not surprisingly, for all 𝑁 samples used 
in this paper, the results failed to reject the hypothesis at a 
significance level of 0.05. 

From the results in this paper, we can have a complete 
statement of the measured 𝑒𝑏. Take 𝑁 = 360 as an example, 
the measured average value of �̅�𝑏𝑏  in the whole frequency 
range is 2.07, and the estimated 𝛼 can be obtained by using (28), 
which is  
 

𝛼 = �̅�𝑏𝑏
359Γ(360)2

Γ(360.5)2 ≈ 0.9979�̅�𝑏𝑏 ≈ 2.066     (31) 

 
The standard deviation can be calculated by using (24) and 
considering the independent frequency samples [7] 
 

𝑀 ≈
𝐵𝑊
∆𝑓

≈
𝐵𝑊
𝑓/𝑄

=
𝐵𝑊

𝑓/(𝜔𝜏) = 2𝜋𝜏𝐵𝑊            (32) 

 
where 𝐵𝑊 = 1.4 GHz  is the averaging bandwidth, 𝜏  is the 
chamber decay constant which can be extracted by applying the 
inverse Fourier transform to the measured S-parameters [4]. In 
2.8 GHz ~ 4.2 GHz, the minimum 𝜏 is 1186 ns. From (24), the 
standard deviation of each sample is about 0.134, thus the 
standard deviation of the average value over the whole 
frequency band is 

 

std =
0.134
√𝑀

≈
0.134

√2 × 3.14 × 1186 × 1.4
≈ 0.0013   (33) 

 
Finally, a standard uncertainty statement can be given: the 
measured average 𝑒𝑏 in the frequency range of 2.8 GHz ~ 4.2 
GHz is believed to lie in the interval of 2.066 ± 0.0039 with a 
level of confidence of approximately 99.7%. 

 
Fig. 6.  Measured 𝑒𝑏𝑏 samples when 𝑁 = 10, 50, 100 and 360. 
 

 
Fig. 7.  A comparison of normalized theoretical and measured CDF of 𝑒𝑏𝑏, 
 𝑁 = 10, 50, 100 and 360. 
 

V. DISCUSSION AND CONCLUSIONS 
This paper investigated the statistical distribution of 

enhanced backscatter coefficient (𝑒𝑏) and derived the analytical 
expressions for 𝑒𝑏1 , 𝑒𝑏2  and 𝑒𝑏 . We proposed the unbiased 
estimator for 𝑒𝑏  together with approximated expressions. 
Existing measurement data have been used to verify the 
analytical distribution of 𝑒𝑏.  

Note that the derived expressions are rigorous for an ideal 
RC, the central limit theorem (CLT) is not used in the 
derivation. Actually, if the CLT is used, no simple expressions 
can be obtained as the integral cannot be evaluated in a closed 
form. We have also tried to use normal distributions to 
approximate 〈�𝑆11,𝑠�

2〉𝑏 , 〈�𝑆22,𝑠�
2〉𝑏  and 〈�𝑆21,𝑠�

2〉𝑏 , but no 
simple analytical expression can be obtained for 𝑒𝑏𝑏. 

By using the results in this paper, one can evaluate the 
performance of RC using 𝑒𝑏  confidently: e.g. identify the 
statistical variation interval of the measured 𝑒𝑏, evaluate the 
uncertainty and estimate it unbiasedly.  
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