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Abstract
Connecting	the	nonlinear	and	often	counterintuitive	physiological	effects	of	multiple	
environmental	drivers	to	the	emergent	impacts	on	ecosystems	is	a	fundamental	chal-
lenge.	Unfortunately,	 the	disconnect	between	the	way	“stressors”	 (e.g.,	warming)	 is	
considered	in	organismal	(physiological)	and	ecological	(community)	contexts	contin-
ues	to	hamper	progress.	Environmental	drivers	 typically	elicit	biphasic	physiological	
responses,	where	performance	declines	at	levels	above	and	below	some	optimum.	It	is	
also	well	understood	that	species	exhibit	highly	variable	response	surfaces	to	these	
changes	so	that	the	optimum	level	of	any	environmental	driver	can	vary	among	inter-
acting	species.	Thus,	species	interactions	are	unlikely	to	go	unaltered	under	environ-
mental	 change.	 However,	 while	 these	 nonlinear,	 species-	specific	 physiological	
relationships	between	environment	and	performance	appear	to	be	general,	rarely	are	
they	 incorporated	 into	 predictions	 of	 ecological	 tipping	 points.	 Instead,	 most	
ecosystem-	level	studies	focus	on	varying	levels	of	“stress”	and	frequently	assume	that	
any	deviation	from	“normal”	environmental	conditions	has	similar	effects,	albeit	with	
different	magnitudes,	on	all	of	the	species	within	a	community.	We	consider	a	frame-
work	 that	 realigns	 the	positive	and	negative	physiological	effects	of	changes	 in	cli-
matic	 and	 nonclimatic	 drivers	with	 indirect	 ecological	 responses.	 Using	 a	 series	 of	
simple	 models	 based	 on	 direct	 physiological	 responses	 to	 temperature	 and	 ocean	
pCO2,	we	explore	how	variation	in	environment-	performance	relationships	among	pri-
mary	 producers	 and	 consumers	 translates	 into	 community-	level	 effects	 via	 trophic	
interactions.	These	models	 show	 that	even	 in	 the	absence	of	direct	mortality,	mis-
matched	responses	resulting	from	often	subtle	changes	in	the	physical	environment	
can	lead	to	substantial	ecosystem-	level	change.
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1  | INTRODUCTION

Global	climate	change	is	often	considered	as	a	multi-	layered	stressor,	
eliciting	 a	 range	 of	 highly	 nonlinear	 responses	 in	 biological	 systems	
(Doney	et	al.,	 2012).	A	major	emphasis	of	 forecasting	 approaches	 is	
thus	to	understand	how	multiple	stressors	 interact	to	drive	patterns	
of	 ecosystem-	level	 stability	 (Isbell	 et	al.,	 2015),	 or	 instability	 (Drake	
&	Griffen,	2010;	Lubchenco	&	Petes,	2010),	conceptualized	as	phase	
shifts	 and	 tipping	 points.	 Yet,	 an	 increasing	 number	 of	 studies	 are	
showing	just	how	difficult	forecasting	community	and	ecosystem-	level	
responses	to	changes	in	multiple	climatic-		and	nonclimatic	factors	can	
be	(Pawar,	Dell,	&	Savage,	2015).	Of	continual	surprise	has	been	the	
unexpected	ways	multiple	environmental	drivers	combine;	that	is	ad-
ditively,	synergistically,	or	antagonistically	(Crain,	Kroeker,	&	Halpern,	
2008),	and	the	lack	of	predictability	surrounding	those	outcomes.

Ultimately,	 community	 and	 ecosystem-	level	 responses	 are	 as-
sumed	to	be	an	emergent	result	of	the	direct	effects	of	environmental	
change	on	the	physiology,	behavior	and	survival	of	 individual	organ-
isms	 (Gunderson,	 Armstrong,	 &	 Stillman,	 2016;	 Gunderson	 &	 Leal,	
2016),	which	 in	 turn	 determine	 indirect	 interactions	 that	 propagate	
or	 buffer	 change	 to	 population	 dynamics	 and	 community	 structure	
(Ghedini	&	Connell,	2017;	Post,	2013;	Seebacher	&	Franklin,	2012).	
Yet,	 seldom	 are	 these	 two	 divergent	 scales	 of	 approach	 rectified.	
Instead,	 conceptualizations	 of	 “environmental	 stress”	 at	 ecosystem	
scales	tend	to	ignore	the	ways	in	which	environmental	change	affects	
sublethal	organismal	responses	(but	see	Gutschick	&	BassiriRad,	2003;	
Smith,	2011).	As	we	explore	 in	more	detail	below,	most	factors	typ-
ically	 categorized	as	 “stressors”	 are	 at	 a	physiological	 level	biphasic,	
with	 abiotic	 changes	 exerting	 negative	 effects	 at	 some	 levels,	 and	
positive	 physiological	 effects	 at	 others.	 Importantly,	 the	 sensitivity	
to	changes	can	vary	among	 interacting	species	so	that,	 for	example,	
an	 increase	 in	 temperature	 can	have	 a	 positive	 impact	 on	one	 spe-
cies,	while	simultaneously	negatively	impacting	individuals	of	another	
species	within	 the	 same	assemblage	 (Kordas	et	al.	2011;	Monaco	&	
Helmuth,	2011).

In	contrast,	at	ecological	scales,	“environmental	stress”	is	typically	
considered	as	a	relative	quantity	(e.g.,	either	“harsh”	or	“benign”)	that	
affects	entire	ecosystems	(Cheng	&	Grosholz,	2016;	Hart	&	Marshall,	
2013).	Thus,	for	example,	suites	of	interacting	species	are	often	con-
sidered	to	respond	to	anomalous	conditions	in	lockstep	(e.g.,	Stuart-
Smith	 et	 al.,	 2015).	This	 outlook	may	 in	 some	 cases	 stem	 from	 the	
implicit	(but	recognized	as	flawed,	Stillman	&	Somero,	1996)	assump-
tion	that	all	organisms	are	perfectly	adapted	to	the	environmental	con-
ditions	 they	 currently	experience,	 and	 thus	 any	 change	must	be	 for	
the	worse;	the	magnitude	of	the	disturbance	is	thus	quantified	as	the	
extent	to	which	conditions	deviate	from	the	norm	(Smith,	2011).	This	
assumption	underpins	much	work	on	“stress	gradients”	across	space	
and	 time,	which	 remains	 a	 common	 feature	 of	many	 biogeographic	
studies	(McAfee,	Cole,	&	Bishop,	2016)	and	is	formalized	as	the	stress-	
gradient	 hypothesis	 (Bertness	 &	 Callaway,	 1994;	 He,	 Bertness,	 &	
Altieri,	2013;	Lortie	&	Callaway,	2006).	The	“harsh	vs.	benign”	usage	
of	stress	is	thus	often	derived	independently	of	the	organisms	being	
affected,	or	assumes	no	species	turnover	across	the	gradient,	which	

may	cloud	our	understanding	of	“stress”	in	the	real	world	(Wood,	Lilley,	
Schiel,	&	Shurin,	2010).	Comparably,	ecological	phase	shifts	are	gen-
erally	assumed	to	occur	when	environmental	control	variables	exceed	
some	threshold	(Connell	et	al.,	2017),	but	the	actual	mechanisms	driv-
ing	these	assemblage-	level	responses	are	often	unknown	(Liu,	Kattel,	
Arp,	&	Yang,	2015).

Previous	 authors	 have	 pointed	 to	 the	 underlying	 physiological	
basis	of	 tipping	points,	and	have	pointed	to	differential	vulnerability	
of	interacting	species,	primarily	in	relation	to	differences	in	mortality	
rates	(Gutschick	&	BassiriRad,	2003;	Smith,	2011).	Under	such	scenar-
ios,	the	magnitude	of	an	environmental	change	is	scaled	to	the	toler-
ance	threshold	of	each	species,	and	one	by	one	species	march	off	of	
their	respective	physiological	cliffs;	whether	or	not	the	extinction	of	
a	 population	 has	 an	 overall	 impact	 on	 ecosystem	 function	 depends	
on	that	species’	ecological	role,	for	example,	as	a	keystone	or	founda-
tional	species	(Allen	&	Breshears,	1998).	While	Environmental	Stress	
Models	(Bruno,	Stachowicz,	&	Bertness,	2003;	Menge	&	Sutherland,	
1976)	also	recognize	that	responses	to	stress	can	vary	among	interact-
ing	species	(e.g.,	consumers	and	prey)	they	too	generally	consider	only	
differences	in	the	magnitude	of	stress	acting	on	the	different	species.

These	conceptualizations	of	environmental	stress	are	therefore	at	
odds	with	our	understanding	of	how	environmental	change	plays	out	
at	the	 level	of	organismal	physiology,	and	particularly	with	sublethal	
impacts	of	environmental	change	on	processes	such	as	metabolic	de-
mand	and	productivity.	Perhaps	not	surprisingly,	the	incorporation	of	
these	many	complexities	into	a	comprehensive	theoretical	framework	
has	 to	date	 remained	elusive.	By	developing	a	more	 realistic	 frame-
work,	we	seek	 to	 integrate	 findings	across	multiple	 studies	and	 link	
processes	 at	 organismal	 scales	 through	 much	 larger	 ecological	 and	
biogeographic	spatial	scales.	To	develop	a	more	comprehensive	view	
of	change,	we	need	to	incorporate:	(1)	the	nonlinear,	biphasic	nature	
of	climatic	driver–physiological	response	relationships,	which	can	be	
both	 positive	 and	 negative;	 (2)	 not	 only	 lethality	 but	 also	 sublethal	
physiological	responses;	and	(3)	the	ways	 in	which	differential	phys-
iological	 responses	 among	 interacting	 organisms	 indirectly	 mediate	
outcomes	via	interspecific	interactions,	often	in	ways	that	oppose	the	
direct	 environmental	 effects	 (Post,	 2013).	We,	 therefore,	 consider	 a	
conceptual	realignment	of	the	physiological	basis	of	responses	to	“cli-
matic	stressors”	and	how	intact	communities	will	respond	to	changes	
in	the	physical	environment.	We	present	a	framework	for	investigation	
that	 is	 sensitive	 to	variation	 in	physiological	 responses	of	producers	
and	consumers	 to	environmental	change	and	 their	mediation	of	 the	
supply	and	use	of	food	resources,	which	in	turn	determines	commu-
nity	state	and	vulnerability	to	perturbation.

2  | STRESSORS,  RESOURCES,  AND THE 
COST- BENEFIT CONTINUUM

The	term	“stress”	is	often	defined	loosely,	with	several	authors	(e.g.,	
Boonstra,	 2013;	McEwen	&	Wingfield,	 2010;	 Schulte,	 2014)	 point-
ing	 to	 inconsistencies	 in	 its	 use	 among	 scales	 of	 exploration	 as	 di-
verse	 as	 biochemical	 reactions,	 whole	 organisms,	 and	 ecosystems.	
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At	organismal	 levels,	physiological	 indicators	of	stress	are	classically	
thought	of	as	measures	of	an	organism’s	ability	to	maintain	homeo-
stasis	 in	 the	 face	 of	 otherwise	 destabilizing	 environmental	 change	
(Gunderson	 et	al.,	 2016;	Wingfield	&	Kitaysky,	 2002),	 although	 au-
thors	have	also	pointed	 to	difficulties	with	 this	definition	given	 the	
highly	 dynamic	 nature	of	most	 organisms’	 life	 histories	 (McEwen	&	
Wingfield,	2010).

In	contrast,	 resources	 like	 light	and	nutrients	 that	are	 frequently	
in	limiting	supply	are	generically	categorized	as	“resources,”	and	more	
is	often	assumed	to	be	better	up	to	some	reasonable	threshold.	But	
physiologists	have	long	recognized	that	this	simplified	dichotomy	be-
tween	 “stressor”	 and	 “resource”	 is	 inaccurate,	 and	 the	 true	 impacts	
of	 environmental	 drivers	 on	 physiological	 performance	 fall	 on	 non-
linear	continua	where	both	positive	and	negative	effects	are	possible	
(Figure	1).	 For	 example,	moving	 from	darkness	 into	 light	 can	 clearly	
benefit	a	plant,	but	 light	can	 increase	to	the	point	where	photoinhi-
bition	occurs,	 sometimes	at	 even	very	 low	 levels	 for	 shade-	adapted	
organisms.	 Thus,	 an	 increase	 in	 light	 intensity	 can	 have	 positive	 or	
negative	effects	depending	on	intensity	level	and	the	photosynthetic	
physiology	 of	 the	 organism	 in	 question	 (Figure	1a).	 Similarly,	 nutri-
ents	such	as	nitrogen	are	required	for	growth,	but	in	high	concentra-
tions	can	lead	to	nutrient	toxicity,	such	that	performance	of	primary	
producers	 generally	 peaks	 at	 intermediate	 nutrient	 concentrations	
(Pilon-	Smits,	Quinn,	Tapken,	Malagoli,	&	Schiavon,	2009;	Figure	1b).	
Even	some	toxins	can	have	beneficial	effects	at	very	 low	doses	and	
others	exhibit	complex	nonlinear	effects	based	on	concentration	and	
an	organism’s	ability	to	counteract	the	negative	impacts	(Calabrese	&	
Baldwin,	2003;	Vandenberg	et	al.,	2012;	Figure	1d).

On	 the	whole,	 most	 environmental	 drivers–whether	 generically	
classified	as	“stressors”	or	“resources”–exhibit	positive	effects	at	some	
levels	 and	negative	 effects	 at	 others,	with	potentially	 complex	 rela-
tionships	between	the	driver	and	physiological	performance.	This	type	
of	relationship	is	particularly	well	explored	for	temperature	(Figure	1c),	
and	 described	 using	 a	 thermal	 performance	 curve	 (Dell,	 Pawar,	 &	
Savage,	 2013;	 Kingsolver	 &	 Woods,	 2016;	 Sinclair	 et	al.,	 2016).	
Thermal	performance	curves	describe	the	relationship	between	tem-
perature	and	some	response	assumed	to	be	related	to	the	organism’s	

performance,	such	as	aerobic	scope,	feeding	rate,	sprint	or	swimming	
speed,	growth	rate	or	reproduction	(reviewed	in	Sinclair	et	al.,	2016).	
Usually,	these	curves	are	unimodal	and	often	left-	skewed	(Angilletta,	
2009)	showing	a	gradual	increase	in	performance	with	increasing	body	
temperature	up	to	some	optimum,	above	which	performance	declines	
rapidly	with	further	temperature	increases	(Figure	1c).

Allowing	for	both	positive	and	negative	impacts	due	to	changes	in	
environmental	 conditions	 differs	 notably	 from	other	 approaches	 that	
consider	only	degrees	of	physiological	stress	as	the	result	of	exposure	to	
environmental	change	(Doney	et	al.,	2012;	Geyer	et	al.,	2011),	or	ones	
that	assume	that	physiological	 responses	such	as	metabolic	 rate	only	
increase	with	increasing	temperature	(e.g.,	Metabolic	Theory	of	Ecology;	
Brown,	Gillooly,	Allen,	Savage,	&	West,	2004).	In	particular,	an	expanded	
definition	would	allow	for	an	understanding	of	the	ranges	over	which	
abiotic	variables	which	can	be	limiting	due	to	supply	(e.g.,	carbon,	nitro-
gen	or	light	at	low	levels),	or	are	limiting	via	physiological	stress	effects	
(e.g.,	nitrogen	or	light	at	very	high	levels	or	temperatures	at	low	or	high	
extremes).	Critically,	the	aspects	of	environmental	change	that	are	con-
sidered	“stressful”	depend	on	the	shape	of,	and	relative	position	on,	each	
species’	physiological	performance	curve	and	cannot,	therefore,	be	con-
sidered	without	reference	to	the	organisms	being	affected	(Torossian,	
Kordas,	&	Helmuth,	2016).	As a consequence, “stress” cannot be defined 
simply on the basis of environmental conditions alone.	And,	because	the	re-
lationship	between	environment	and	performance	varies	among	species	
(and	even	among	individuals),	a	change	in	level	that	would	be	consid-
ered	as	stressful	for	one	species	may	well	benefit	another.	This	context	
provides	a	means	of	considering	the	impacts	of	environmental	change	
on	consumers	and	their	resources	(among	many	other	potential	species	
interactions),	an	idea	that	we	explore	in	detail	below.

3  | CONSIDERING PERFORMANCE 
RESPONSES IN THE CONTEXT OF 
INTERACTING SPECIES

Organisms–even	 those	 living	 in	 the	 same	 assemblage–can	 display	
marked	differences	 in	performance	curves,	 including	 the	breadth	of	

F IGURE  1 Curves	describing	physiological	performance	as	a	function	of	(a)	light,	(b)	nitrogen,	(c)	temperature,	and	(d)	a	generic	toxin	
(Vandenberg	et	al.,	2012).	Most	environmental	drivers	have	complex	relationships	with	organismal	performance	that	include	changes	in	the	
slope	and	direction	of	the	effect	over	certain	ranges.	Light	(a)	and	nitrogen	(b)	are	both	resources	necessary	for	plant	growth,	but	they	can	both	
inhibit	function	if	provided	in	sufficient	quantity.	The	relationship	between	temperature	(c)	and	performance	is	famously	unimodal.	Toxins,	
often	considered	as	the	ultimate	“stressor,”	may	have	solely	negative	effects	as	concentrations	increase	(solid	line).	However,	in	some	cases	
complex	relationships	exist	between	toxin	concentration	and	performance	(dotted	and	dashed	lines),	as	is	seen	with	exposure	of	Daphnia	to	
trinitrotoluene	(TNT;	Stanley	et	al.	2013).	In	this	case,	a	hormetic	response	is	observed	(dotted	line),	and	exposures	to	small	levels	of	TNT	lead	to	
an	increase	in	size	and	reproductive	output
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the	curve,	the	degree	of	skewness	and	the	position	of	the	optimum	
(Angilletta,	 Niewiarowski,	 &	 Navas,	 2002;	 Dell	 et	al.,	 2013;	 Pawar,	
Dell,	Savage,	&	Knies,	2016).	A	simple	example	of	this,	involving	a	dif-
ference	in	the	position	of	the	thermal	optimum	between	two	species,	
is	 diagrammed	 in	 Figure	2a.	 Environmental	 change	may	 also	 affect	
species	differently	because	of	fundamental	differences	in	the	driver’s	
mode	of	action.	The	absorption	of	atmospheric	CO2	by	 the	world’s	
oceans	provides	a	striking	example	of	this,	where	increasing	pCO2 can 
be	both	a	resource	via	provision	of	limiting	carbon	(Connell,	Kroeker,	
Fabricius,	Kline,	&	Russell,	 2013)	 to	one	organism,	while	 simultane-
ously	acting	as	a	stressor	to	another	organism	via	negative	effects	on	
carbonate	chemistry	and	pH	 (Doney	et	al.,	2012;	Fabry,	2008;	Ries,	
Cohen,	&	McCorkle,	2009).	For	basal	producers	such	as	algae	and	sea-
grasses,	elevated	CO2	 concentrations	have	been	shown	 to	 increase	
photosynthesis	and	growth	when	carbon	sources	are	limiting	(Harley	
et	al.,	2012;	Koch,	Bowes,	Ross,	&	Zhang,	2013).	Like	other	environ-
mental	drivers,	however,	this	effect	is	nonlinear,	and	increasing	plant	
performance	begins	to	asymptote	as	other	resources	become	limiting	
(Markelz,	Strellner,	&	Leakey,	2011;	Figure	2b,	green	line).	In	contrast,	
elevated	CO2	and	the	resulting	reduction	in	the	pH	of	seawater	(ocean	
acidification;	OA)	have	negative	implications	for	other	organisms,	par-
ticularly	those	that	calcify	(Ries	et	al.,	2009;	Kroeker	et	al.	2013).	For	
many	 calcifying	organisms,	 increasing	pCO2	 can	display	 a	 threshold	
effect	where	small	increases	have	a	negligible	effect,	but	the	effects	
become	increasingly	severe	past	certain	concentrations	(Doney	et	al.,	
2012;	Figure	2b,	 red	 line).	Although	not	depicted	 in	Figure	2,	 these	
responses	 can	 be	 highly	 variable	 among	 species	 (Fabry,	 2008;	 Ries	
et	al.,	2009),	and	some	shell-	forming	organisms	can	display	increased	
rates	of	calcification	under	elevated	levels	of	pCO2	(Ries	et	al.,	2009;	
Wood,	Spicer,	&	Widdicombe,	2008).	Noncalcifying	organisms	such	as	
fish	also	exhibit	threshold	responses,	but	critical	 levels	are	generally	
much	higher	than	for	calcifiers	(Ishimatsu,	Hayashi,	&	Kikkawa,	2008;	
Munday,	Crawley,	&	Nilsson,	2009).

Because	 no	 two	 species	 are	 likely	 to	 respond	 identically	 to	 any	
given	environmental	change	in	terms	of	performance,	including	their	
ability	to	defend	themselves	and	to	exploit	or	provide	resources,	envi-
ronmental	change	will	alter	the	outcomes	of	interspecific	interactions.	
For	example,	factors	such	as	body	temperature	can	at	some	levels	in-
crease	foraging	rate	(Sanford,	2002)	but	at	higher	temperatures	can	de-
crease	foraging	by	the	same	species	(Pincebourde,	Sanford,	&	Helmuth,	
2008).	When	changes	in	consumer	feeding	rates	are	not	matched	by	
changes	 in	 the	 production	 of	 resource	 species,	 indirect	 effects	 of	

environmental	 change	 can	outweigh	direct	 effects	on	 lower	 trophic	
levels	 (Ghedini	&	Connell,	2017;	O’Connor,	Piehler,	Leech,	Anton,	&	
Bruno,	2009).	Environmental	change	can	also	disproportionately	favor	
or	disfavor	species	in	competitive	relationships.	For	example,	primary	
producers	that	can	rapidly	respond	to	changing	resources,	for	example	
nitrogen	and	carbon,	will	out-	compete	habitat-	forming	species	which	
are	slower	to	respond	such	as	corals	 (Diaz-	Pulido,	Gouezo,	Tilbrook,	
Dove,	 &	Anthony,	 2011)	 and	 kelps	 (Falkenberg,	 Russell,	 &	 Connell,	
2013;	Gorman,	Russell,	&	Connell,	2009).	When	foundation	species	or	
ecosystem	engineers	are	sensitive	to	climate	change	(either	positively	
or	negatively),	 the	distribution	and	abundance	of	other	 species	may	
also	change	as	a	result	(Crain,	2008;	Crain	&	Bertness,	2006;	Sunday	
et	al.,	2017).	Finally,	there	can	be	important	interspecific	variation	in	
the	effects	of	climate	change	on	phenology	(Post,	2013),	that	is	tro-
phic	mismatches	(Edwards	&	Richardson,	2004;	Post	&	Forchhammer,	
2008).

4  | THE PHYSIOLOGICAL BASIS OF 
ECOLOGICAL PHASE SHIFTS

Ultimately,	the	ecological	impacts	of	climate	change	have	physiological	
underpinnings	that	are	subsequently	mediated	by	interactions	among	
species.	One	straightforward	way	to	conceptualize	the	impacts	of	cli-
mate	change	on	an	interacting	species	pair	is	to	first	consider	where	
their	performance	falls	relative	to	one	another	under	current	environ-
mental	conditions,	and	then	to	examine	how	shifts	in	those	conditions	
might	affect	the	relative	performance	of	the	interacting	pair	(Figure	2).	
In	so	doing,	we	can	 identify	suites	of	environmental	conditions	that	
may	result	 in	particularly	 rapid	ecological	change	based	on	their	 re-
lationship	with	inherent	nonlinearities	and	potential	tipping	points	in	
ecological	systems	(Connell	et	al.,	2017;	Kroeker	et	al.,	2016;	Monaco	
&	Helmuth,	2011).	To	illustrate	this,	we	consider	a	case	within	a	simple	
food	web	 consisting	of	 one	producer	 and	one	 consumer	 (Figure	3);	
note	that	competition	or	other	forms	of	interspecific	interaction	can	
easily	be	diagrammed	in	the	same	way	if	appropriate	units	are	used	
to	define	the	axes.	In	our	system,	there	are	two	potential	states:	one	
where	 production	 outpaces	 consumption	 and	 “the	 world	 is	 green”	
(i.e.,	 there	 is	 a	 high	 standing	 biomass	 of	 plants;	 Hairston,	 Smith,	 &	
Slobodkin,	 1960),	 and	 one	 where	 instantaneous	 consumption	 rate,	
or	maximum	potential	consumption	rate	based	on	standing	consumer	
biomass,	is	higher	than	the	rate	of	production	and	standing	producer	

F IGURE  2 Species	vary	in	their	
physiological	responses	to	abiotic	factors	
such	as	(a)	temperature	and	(b)	pCO2. 
Green	lines	indicate	a	hypothetical	
primary	producer,	and	red	lines	represent	
a	hypothetical	consumer.	When	such	
relationships	differ	among	interacting	
species,	relative	performance	levels	change	
with	absolute	value	of	the	environmental	
driver
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biomass	 is	declining	 (instantaneously)	or	minimal	 (over	the	 long-	run,	
barring	 ecological	 feedbacks	 to	 consumer	 populations)	 (Ling	 et	al.,	
2015;	Pace,	Cole,	Carpenter,	&	Kitchell,	1999).	If	our	two	species	were	
a	kelp	and	a	sea	urchin,	one	could	envision	these	two	states	as	a	kelp	
forest	and	an	urchin	barren	(Estes	&	Duggins,	1995).

This	 conceptual	model	 allows	 us	 to	 explore	 how	 environmental	
change	may	alter	the	rate	and	timing	of	primary	production,	consump-
tion,	or	both.	Importantly,	when	environmental	change	confers	equiv-
alent	benefits	to	both	species,	or	equivalent	costs	to	both	species,	the	
system	 tends	 to	 remain	 in	 the	 same	 state	 (blue	 arrows	 in	Figure	3).	
When	environmental	change	reinforces	the	status	quo,	the	likelihood	
of	a	state	change	is	reduced	(black	arrows).	However,	when	environ-
mental	 change	disproportionately	 favors	 the	 species	with	 the	 lower	
vital	 rate	 (either	 production	 or	 consumption),	 the	 balance	 between	
production	and	consumption	can	switch	and	the	system	can	shift	from	
one	state	to	the	other	(red	arrows).	Note	that	the	blue,	black,	and	red	
arrows	 in	Figure	3	correspond	to	regions	 in	Figure	2	where	environ-
mental	 change	 causes	 the	 performance	 curves	 of	 the	 two	 species	
to	move	in	parallel,	diverge,	or	converge.	Ecological	examples	of	the	
potential	phase	shifts	predicted	by	the	red	arrows	include	the	wide-
spread	overconsumption	of	kelp	forests	that	occurs	 in	 localities	that	
accumulate	high	biomass	of	urchins,	but	kelp	recovery	occurs	consis-
tently	when	urchin	biomass	falls	(Ling	et	al.,	2015).	Note	that	similar	
state	 shifts	 can	occur	when	environmental	drivers	 alter	 competitive	
scenarios;	displacement	of	kelps	by	algal	turfs	occurs	in	localities	that	
experience	nutrient	enrichment	that	disproportionately	boost	produc-
tivity	and	persistence	of	normally	ephemeral	 turfs	 (Strain,	Thomson,	
Micheli,	 Mancuso,	 &	 Airoldi,	 2014).	 Superficially	 these	 ideas	 are	

similar	to	the	mechanisms	posited	by	the	Metabolic	Theory	of	Ecology	
(Brown	et	al.,	2004),	where	consumer	demand	increases	exponentially	
with	 temperature	 and	mismatches	 among	 interacting	 species	 occur	
as	the	result	of	differences	 in	scaling	coefficients.	An	 important	dis-
tinction	here	is	that	because	the	relationship	between	photosynthe-
sis	or	metabolism	and	temperature	(i.e.,	a	TPC)	is	not	monotonic,	it	is	
possible	for	producers	to	be	declining	 in	productivity	with	 increases	
in	 temperature,	 even	while	 producers	 are	 increasing	 their	 demand,	
or	vice	versa.	This	 is	 only	possible	 if	 the	biphasic	 nature	of	TPCs	 is	
considered,	 and	cannot	occur	when	metabolism	and	production	are	
only	considered	to	have	an	exponential	relationship	to	temperature	or	
other	environmental	driver.

5  | SYNTHESIZING MULTIPLE,  NONLINEAR 
DRIVERS IN MULTISPECIES SYSTEMS

One	of	the	most	difficult	challenges	in	ecology	is	to	understand	eco-
logical	change	as	a	function	of	its	response	to	multiple,	nonlinear	fac-
tors	via	both	direct	 (physiological)	and	indirect	pathways	(mediated	
by	species	interactions).	Below,	we	present	a	framework	to	facilitate	
the	exploration	of	these	community-	level	 interactions	based	on	re-
sponse	 surfaces	 (Figure	4).	 We	 consider	 a	 hypothetical	 case	 with	
one	primary	producer	and	one	consumer,	as	 in	Figure	3,	where	the	
two	species	exhibit	different	responses	to	two	environmental	driv-
ers–temperature	and	ocean	acidification–as	diagrammed	in	Figure	2.	
Although	we	only	explore	two	trophic	levels,	the	approach	can	easily	
be	extended	to	include	multiple	trophic	levels	(Provost	et	al.,	2016).	
For	simplicity,	we	consider	the	case	where	the	interactions	between	
the	two	stressors	are	multiplicative,	which	is	likely	an	appropriate	null	
expectation	(Harvey,	Gwynn-	Jones,	&	Moore,	2013;	Sih,	Englund,	&	
Wooster,	 1998).	We	 can	 use	 these	 basic	 relationships	 to	model	 a	
surface	 that	 represents	 the	 net	 rate	 of	 potential	 primary	 producer	
biomass	change.

The	combined	effects	of	pCO2	and	temperature	will	differentially	
alter	producer	and	consumer	physiological	performance,	as	reflected	
by	 rates	of	production	 (Figure	4a)	 and	consumption	 (Figure	4b).	The	
difference	between	production	and	consumption	determines	net	pri-
mary	production	rate	when	production	 is	greater	than	consumption,	
and	reveals	production	deficits	where	potential	consumption	is	greater	
than	the	available	production	(Figure	4c).	An	additional	response	sur-
face	 can	 be	 calculated	 to	 reflect	 the	 effects	 of	 temperature,	 pCO2,	
and	food	availability	 (producer	or	prey	biomass)	on	the	performance	
(biomass	 accumulation	 rate)	 of	 the	 consumer	 (Figure	4d).	 (We	 have	
assumed	a	 starting	 consumer	biomass	of	 zero,	 but	 the	model	 could	
easily	be	reconfigured	to	include	negative	values	that	represent	con-
sumer	biomass	loss	when	starting	population	size	is	positive	but	the	
energetic	balance	is	unfavorable.)	Comparing	the	surfaces	in	panels	b	
and	d	helps	 to	 illustrate	 the	conditions	under	which	 the	constraints	
on	consumer	performance	switch	 from	resource	 limitation	 to	physi-
ological	stress,	assuming	the	simple	scenario	where	stress	effects	are	
independent	of	resource	availability	 (but	see	Schneider,	Van	Thiel,	&	
Helmuth,	2010).	Note	that	variable	responses	to	OA	and	temperature	

F IGURE  3 Conceptual	diagram	representing	the	balance	between	
primary	production	and	consumption	in	a	two	species	system.	The	
rate	of	production	equals	the	rate	of	consumption	along	the	dashed	
line.	Where	production	exceeds	consumption,	producer	biomass	
accumulates	(green	region).	When	consumption,	or	maximum	
potential	consumption,	exceeds	maximum	potential	production,	
producer	biomass	is	maintained	at	levels	at	or	near	zero	(tan	region)
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(or	 to	 other	 combinations	 of	 abiotic	 drivers)	 among	 producers/prey	
and	 consumers	 may	 lead	 to	 ecosystem	 change	 via	 both	 direct	 and	
indirect	effects.	Consideration	of	the	 interspecific	variation	in	physi-
ological	performance	curves	allows	for	a	quantitative	comparison	of	
the	assemblage-	level	impacts	of	environmental	change.	For	example,	
when	 the	optimal	 temperature	of	a	producer	 is	higher	 than	 its	con-
sumer	(Figure	4a,b),	consumption	can	outstrip	primary	production	at	
lower	 temperatures	 that	 are	 closer	 to	 the	 consumer’s	 thermal	 opti-
mum	(trough	in	Figure	4c).	At	higher	temperatures,	closer	to	the	opti-
mal	temperature	of	the	producer,	the	opposite	can	occur	and	supply	
can	exceed	demand	(Figure	4c).

Surfaces	such	as	these	provide	a	means	of	quantitatively	assessing	
the	suite	of	conditions	where	direct	physiological	limitations	on	a	con-
sumer	are	likely	to	occur,	and	when	effects	are	indirect	via	impacts	on	
its	resource.	They	also	provide	an	initial	estimate	of	the	suites	of	en-
vironmental	conditions	under	which	ecological	phase	shifts	are	most	
likely	to	occur	due	to	a	change	in	net	primary	production.	Regions	of	
greatest	instability,	where	any	variability	in	drivers	such	as	an	increase	
in	temperature	may	be	most	likely	to	cause	a	rapid	shift	in	supply	rel-
ative	 to	demand,	occur	where	 the	 surface	 is	 steepest.	 In	 the	exam-
ple	shown	here	(Figure	4c),	under	conditions	where	temperatures	are	

close	to	the	optimum	of	the	consumer	and	levels	of	pCO2	are	low,	the	
system	may	reach	a	tipping	point	because	there	is	insufficient	produc-
tion	to	meet	the	demands	of	the	consumer	(trough	of	negative	produc-
tion	in	Figure	4c).	Nonetheless,	when	temperatures	are	slightly	higher,	
closer	to	the	optimum	of	the	producer,	and	 levels	of	pCO2	are	high,	
the	system	exhibits	a	surplus	of	productivity	because	of	depression	of	
the	consumer	coupled	with	maximum	production	of	the	basal	species.	
In	scenarios	where	the	producer	has	a	lower	thermal	optimum	than	its	
consumer,	the	high	producer	biomass	condition	is	instead	stabilized	at	
lower	temperatures	(Figure	5).

Trophic	 mismatches	 in	 producer	 and	 consumer	 responses	 to	
environmental	 drivers	 often	 drive	 community	 shifts	 (red	 arrows	 in	
Figure	3),	as	seen	with	changes	in	phenology	(Edwards	&	Richardson,	
2004;	Post	&	Forchhammer,	2008)	or	range	expansions	or	increased	
abundance	of	warm-	adapted	consumers	(Ling,	2008).	Yet,	the	physio-
logical	responses	of	organisms	to	environmental	change	can	also	sta-
bilize	community-	level	properties	(blue	arrows	in	Figure	3)	by	driving	
individual	 responses	 (e.g.,	 consumption)	 that	 aggregate	 to	 maintain	
stability	 (e.g.,	 production).	 For	 example,	 enhanced	 primary	 produc-
tion	can	allow	herbivores	to	increase	consumption	rates	and	thereby	
maintain	organismal	processes	(e.g.,	growth)	across	intensifying	abiotic	

F IGURE  4 The	cumulative	effects	of	pCO2	and	temperature	on	(a)	the	performance	(productivity)	of	a	hypothetical	producer	and	(b)	
performance	(grazing	rate)	of	a	hypothetical	consumer	where	values	(0–1)	are	scaled	to	the	maximum.	In	this	example,	the	optimal	temperature	
of	the	producer	is	24°C	and	that	of	the	consumer	is	20°C;	the	producer	responds	positively	to	increased	pCO2	and	the	consumer	responds	
negatively	(see	Figure	2).	(c)	In	this	scenario,	at	low	levels	of	pCO2	and	at	temperatures	close	to	the	optimum	of	the	consumer,	the	assemblage	
may	experience	a	phase	shift	due	to	food	limitation	that	occurs	when	the	demand	of	the	consumer	outpaces	productivity	of	the	basal	species.	
(d)	The	coupled	direct	(physiological)	and	indirect	(food	supply)	effects	on	the	consumer	can	also	be	calculated.	Note	that	the	ultimate	
consequences	of	temperature	and	pCO2	for	consumers	differ	from	what	would	be	predicted	by	consumer	physiology	alone	(compare	(d)	to	(b))
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conditions	(e.g.,	carbon	and	nitrogen	release;	Ghedini	&	Connell,	2016).	
Where	resource	supply	mediates	competitive	dominance	between	key	
species	 (e.g.,	shifts	 from	naturally	kelp-	dominated	to	turf-	dominated	

systems),	herbivores	can	counter	these	shifts	by	consuming	the	addi-
tional	productivity	of	competing	species	(e.g.,	turfs;	Ghedini,	Russell,	
&	 Connell,	 2015).	 This	 combination	 of	 direct	 (physiological	 and	

F IGURE  5 Performance	of	(a)	producer	
and	(b)	consumer	(c)	resulting	net	primary	
production	and	(d)	realized	secondary	
production	of	the	consumer	in	a	scenario	
where	the	optimal	temperature	of	the	
consumer	(24°C)	is	higher	than	that	of	
the	producer	(20°C).	In	this	scenario,	the	
system	is	fairly	stable	up	to	a	temperature	
threshold	above	which	sharp	declines	in	
net	productivity	occur

F IGURE  6 Performance	of	(a)	producer	
and	(b)	consumer	and	resulting	(c)	net	and	
(d)	secondary	production	in	a	scenario	
where	the	optimal	temperature	of	the	
consumer	and	producer	are	the	same	
temperature	(20°C)	but	the	producer	has	a	
wider	thermal	performance	breadth.	In	this	
scenario,	the	system	is	stable	over	a	fairly	
wide	range	of	conditions
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F IGURE  7 Performance	of	(a)	producer	
and	(b)	consumer	and	resulting	(c)	net	and	
(d)	secondary	production	in	a	scenario	
where	the	optimal	temperature	of	the	
consumer	and	producer	are	the	same	
(20°C)	but	the	consumer	has	a	wider	
performance	breadth.	Under	these	
conditions,	the	system	is	only	stable	under	
high	levels	of	pCO2	where	the	producer	
does	well	and	the	consumer	does	not

F IGURE  8 Performance	of	(a)	
producer	and	(b)	consumer	and	resulting	
(c)	net	and	(d)	secondary	production	in	a	
scenario	where	the	optimal	temperature	
of	the	consumer	is	lower	than	that	of	the	
producer	(24°C)	at	low	pCO2	but	there	is	an	
interactive	effect	of	pCO2	and	temperature	
such	that	at	high	pCO2	the	optimal	
temperature	of	the	consumer	shifts	by	
2°C	lower,	and	the	temperature	at	which	
foraging	stops	shifts	by	4°C	lower
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behavioral)	and	indirect	factors	 (resource	supply	relative	to	demand)	
can	contribute	to	the	likelihood	of	resource	limitation	and	hence	sta-
bility	of	 key	 components	of	 communities	 (Ghedini	&	Connell,	 2017)	
(Figures	6–8).

6  | CONCLUSIONS

We	considered	the	effects	of	two	stressors	by	calculating	the	com-
mon	 currency	 of	 producer	 biomass	 (food	 energy;	 Sokolova,	 2013)	
encompassing	supply	by	the	producer	and	demand	by	the	consumer	
and	 demonstrate	 how	 variance	 among	 interacting	 species	 in	 their	
nonlinear	 responses	 to	 environmental	 change	 can	 be	 incorporated	
into	predictions	of	community	change	or	stasis.	The	scenarios	pre-
sented	 are	 not	meant	 to	 capture	 the	 full	 suite	 of	 conditions	 seen	
in	 nature.	We	 focus	 on	 how	 trophic	 interactions	 (plant–herbivore)	
vary	as	a	function	of	temperature	and	OA,	and	we	do	not	delve	into	
nonconsumptive	 effects	 (Matassa	&	Trussell,	 2011;	Matzelle	 et	al.,	
2015)	and	or	 the	potentially	 interactive	effects	of	 food	supply	and	
physiological	tolerance	(Matzelle	et	al.,	2015;	Schneider	et	al.,	2010).	
Our	 approach	 seeks	 to	move	 beyond	more	 narrowly	 based	 defini-
tions	of	drivers	of	 change	 (i.e.,	 stress	and	negative	 responses)	 to	a	
more	 generalizable	 framework	 that	 recognizes	 the	 continuum	 of	
positive	to	negative	changes	in	physiological	performance	and	how	
their	variance	among	strong	 interactors	mediate	community	 stabil-
ity	via	 both	direct	 and	 indirect	 effects.	Conversely,	 our	 framework	
also	demonstrates	the	overarching	importance	of	ecological	context	
when	interpreting	studies	on	individual	species.	Feedbacks	between	
these	bottom-	up	(direct	effects	of	environmental	change	on	produc-
ers)	and	top-	down	processes	(direct	effects	on	consumers)	are	likely	
common,	 and	argue	 for	 a	 further	 integration	of	 studies	 at	multiple	
levels	of	biological	organization	(Alcaraz,	Felipe,	Grote,	Arashkevich,	
&	Nikishina,	2014;	Pawar	et	al.,	2015).

If	 biologists	 are	 to	 inform	 climate	 adaptation	 strategies	 (Selkoe	
et	al.,	 2015),	 then	 these	 physiological	 responses–both	 positive	 and	
negative–offer	 critical	 insights	 into	 the	 circumstances	 under	 which	
ecological	phase	shifts	are	most	likely	to	occur	(Harley	&	Paine,	2009;	
Wood	 et	al.,	 2008).	While	 several	 authors	 have	 noted	 the	 utility	 of	
quantifying	differences	in	mortality	 (Case	&	Lawler,	2016),	we	know	
far	 less	 about	 how	physiological	 processes	 and	 species	 interactions	
that	occur	under	nonlethal	conditions	may	result	 in	 large	changes	in	
ecosystem	stability	(Pfister	et	al.,	2014).

In	summary,	we	recognize	the	need	for	re-	aligning	our	conceptual	
frameworks	that	enable	forecasts	of	ecological	change.	We	reconcile	
positive	with	negative	physiological	responses	to	climatic	and	noncli-
matic	drivers	and	their	underpinning	of	direct	and	indirect	ecological	
responses.	As	research	in	ecological	forecasting	science	intensifies,	we	
call	for	embracing	the	nonlinear	response	of	multiple	species	to	mul-
tiple	drivers	and	how	variation	among	those	responses	elicits	change	
in	 the	 interaction	of	species.	By	unifying	organismal-	level	 responses	
with	community-	level	interactions	we	can	thus	move	closer	to	antici-
pating	and	perhaps	mitigating	some	of	the	inevitable	effects	of	climate	
change.

AUTHOR CONTRIBUTIONS

All	 authors	 contributed	 to	 the	 conceptual	 development,	 analytical	
simulations,	and	writing	of	the	manuscript.

CONFLICT OF INTEREST

None declared.

REFERENCES

Alcaraz,	M.,	Felipe,	J.,	Grote,	U.,	Arashkevich,	E.,	&	Nikishina,	A.	(2014).	Life	
in	a	warming	ocean:	Thermal	thresholds	and	metabolic	balance	of	arctic	
zooplankton.	Journal of Plankton Research,	36,	3–10.

Allen,	C.	D.,	&	Breshears,	D.	D.	(1998).	Drought-	induced	shift	of	a	forest-	
woodland	 ecotone:	 Rapid	 landscape	 response	 to	 climate	 variation.	
Proceedings of the National Academy of Sciences,	95,	14839–14842.

Angilletta,	M.	J.	(2009).	Thermal adaptation: A theoretical and empirical syn-
thesis.	New	York:	Oxford	University	Press.

Angilletta,	M.	J.,	Niewiarowski,	P.	H.,	&	Navas,	C.	A.	(2002).	The	evolution	
of	 thermal	 physiology	 in	 ectotherms.	 Journal of Thermal Biology,	 27,	
249–268.

Bertness,	M.	D.,	&	Callaway,	R.	(1994).	Positive	interactions	in	communi-
ties.	Trends in Ecology & Evolution,	9(5),	191–193.

Boonstra,	 R.	 (2013).	 The	 ecology	 of	 stress:	 A	 marriage	 of	 disciplines.	
Functional Ecology,	27,	7–10.

Brown,	J.	H.,	Gillooly,	J.	F.,	Allen,	A.	P.,	Savage,	V.	M.,	&	West,	G.	B.	(2004).	
Toward	a	metabolic	theory	of	ecology.	Ecology,	85,	1771–1789.

Bruno,	 J.	 F.,	 Stachowicz,	 J.	 J.,	 &	Bertness,	M.	D.	 (2003).	 Inclusion	 of	 fa-
cilitation	 into	 ecological	 theory.	 Trends in Ecology and Evolution,	 18,	
119–125.

Calabrese,	 E.	 J.,	 and	 Baldwin,	 L.	A.	 (2003).	The	 hormetic	 dose-	response	
model	 is	 more	 common	 than	 the	 threshold	 model	 in	 toxicology.	
Toxicological Sciences,	71,	246–250.

Case,	M.	J.,	&	Lawler,	J.	J.	(2016).	Relative	vulnerability	to	climate	change	of	
trees	in	western	North	America.	Climatic Change,	136,	367–379.

Cheng,	B.	S.,	&	Grosholz,	E.	D.	(2016).	Environmental	stress	mediates	tro-
phic	cascade	strength	and	resistance	to	invasion.	Ecosphere,	7,	e10247.

Connell,	S.	D.,	Fernandes,	M.,	Burnell,	O.	W.,	Doubleday,	Z.	A.,	Griffin,	K.	
J.,	Irving,	A.	D.,	…	Falkenberg,	L.	J.	(2017)	Testing	for	thresholds	of	eco-
system	collapse	in	seagrass	meadows.	Conservation Biology,	https://doi.
org/10.1111/cobi.12951.

Connell,	S.	D.,	Kroeker,	K.	J.,	Fabricius,	K.	E.,	Kline,	D.	 I.,	&	Russell,	B.	D.	
(2013).	The	other	ocean	acidification	problem:	CO2	as	a	resource	among	
competitors	for	ecosystem	dominance.	Philosophical Transactions of the 
Royal Society B,	368,	20120442.

Crain,	C.	M.	(2008).	Interactions	between	marsh	plant	species	vary	in	direc-
tion	and	strength	depending	on	environmental	and	consumer	context.	
Journal of Ecology,	96,	166–173.

Crain,	C.	M.,	&	Bertness,	M.	D.	(2006).	Ecosystem	engineering	across	en-
vironmental	gradients:	Implications	for	conservation	and	management.	
BioScience,	56,	211–218.

Crain,	C.	M.,	Kroeker,	K.,	&	Halpern,	B.	S.	(2008).	Interactive	and	cumulative	
effects	of	multiple	human	stressors	in	marine	systems.	Ecology Letters,	
11,	1304–1315.

Dell,	A.	 I.,	Pawar,	S.,	&	Savage,	V.	M.	 (2013).	The	thermal	dependence	of	
biological	traits.	Ecology,	94,	1205.

Diaz-Pulido,	 G.,	 Gouezo,	M.,	 Tilbrook,	 B.,	 Dove,	 S.,	 &	Anthony,	 K.	 R.	 N.	
(2011).	High	CO2	enhances	the	competitive	strength	of	seaweeds	over	
corals.	Ecology Letters,	14,	156–162.

Doney,	S.	C.,	Ruckelshaus,	M.,	Duffy,	J.	E.,	Barry,	J.	P.,	Chan,	F.,	English,	C.	A.,	
…	Talley,	L.	D.	(2012).	Climate	change	impacts	on	marine	ecosystems.	
Annual Review of Marine Science,	4,	11–37.

https://doi.org/10.1111/cobi.12951
https://doi.org/10.1111/cobi.12951


6044  |     HARLEY Et AL.

Drake,	J.	M.,	&	Griffen,	B.	D.	(2010).	Early	warning	signals	of	extinction	in	
deteriorating	environments.	Nature,	467,	456–459.

Edwards,	M.,	&	Richardson,	A.	J.	(2004).	Impact	of	climate	change	on	ma-
rine	pelagic	phenology	and	trophic	mismatch.	Nature,	430,	881–884.

Estes,	J.	A.,	&	Duggins,	D.	O.	(1995).	Sea	otters	and	kelp	forests	in	Alaska:	
Generality	and	variation	in	a	community	ecological	paradigm.	Ecological 
Monographs,	65,	75–100.

Fabry,	V.	 J.	 (2008).	Marine	 calcifiers	 in	 a	 high-	CO2 ocean. Science,	 320,	
1020–1022.

Falkenberg,	L.	J.,	Russell,	B.	D.,	&	Connell,	S.	D.	(2013).	Contrasting	resource	
limitations	between	competing	marine	primary	producers:	Implications	
for	associated	communities	under	enriched	CO2	and	nutrient	regimes.	
Oecologia,	172,	575–583.

Geyer,	J.,	Kiefer,	I.,	Kreft,	S.,	Chavez,	V.,	Salafsky,	N.,	Jeltsch,	F.,	&	Ibisch,	P.	L.	
(2011).	Classification	of	climate-	change-	induced	stresses	on	biological	
diversity.	Conservation Biology,	25,	708–715.

Ghedini,	 G.,	 &	 Connell,	 S.	 D.	 (2016).	 Organismal	 homeostasis	 buffers	
the	 effects	 of	 abiotic	 change	 on	 community	 dynamics.	 Ecology,	 97,	
2671–2679.

Ghedini,	G.,	&	Connell,	S.	D.	 (2017)	Moving	ocean	acidification	 research	
beyond	a	simple	science:	Investigating	ecological	change	and	their	sta-
bilizers.	Food Webs,	https://doi.org/10.1016/j.fooweb.2017.03.003,	in	
press.

Ghedini,	G.,	Russell,	B.	D.,	&	Connell,	S.	D.	(2015).	Trophic	compensation	
reinforces	resistance:	Herbivory	absorbs	the	increasing	effects	of	com-
pounded	disturbances.	Ecology Letters,	18,	182–187.

Gorman,	D.,	Russell,	B.	D.,	&	Connell,	 S.	D.	 (2009).	 Land-	to-	sea	connec-
tivity:	Linking	human-	derived	terrestrial	subsidies	to	subtidal	habitat-	
change	on	open	rocky	coasts.	Ecological Applications,	19,	1114–1126.

Gunderson,	A.	R.,	Armstrong,	E.	J.,	&	Stillman,	J.	H.	(2016)	Multiple	stress-
ors	in	a	changing	world:	The	need	for	an	improved	perspective	on	phys-
iological	responses	to	the	dynamic	marine	environment.	Annual Review 
of Marine Science,	8,	12.1–12.22.

Gunderson,	A.	R.,	&	Leal,	M.	 (2016).	A	conceptual	 framework	 for	under-
standing	 thermal	 constraints	 on	 ectotherm	activity	with	 implications	
for	predicting	responses	to	global	change.	Ecology Letters,	19,	111–120.

Gutschick,	V.	P.,	&	BassiriRad,	H.	(2003).	Extreme	events	as	shaping	physi-
ology,	ecology,	and	evolution	of	plants:	Toward	a	unified	definition	and	
evaluation	of	their	consequences.	The New Phytologist,	160,	21–42.

Hairston,	N.	G.,	Smith,	F.	E.,	&	Slobodkin,	L.	B.	 (1960).	Community	struc-
ture,	population	control,	and	competition.	The American Naturalist,	94,	
421–425.

Harley,	 C.	D.	G.,	Anderson,	 K.	M.,	Demes,	 K.	W.,	 Jorve,	 J.	 P.,	 Kordas,	 R.	
L.,	Coyle,	T.	A.,	&	Graham,	M.	H.	(2012).	Effects	of	climate	change	on	
global	seaweed	communities.	Journal of Phycology,	48,	1064–1078.

Harley,	C.	D.	G.,	&	Paine,	R.	T.	(2009).	Contingencies	and	compounded	rare	
perturbations	 dictate	 sudden	 distributional	 shifts	 during	 periods	 of	
gradual	climate	change.	Proceedings of the National Academy of Sciences,	
106,	11172–11176.

Hart,	S.	P.,	&	Marshall,	D.	J.	(2013).	Environmental	stress,	facilitation,	com-
petition,	and	coexistence.	Ecology,	94,	2719–2731.

Harvey,	B.	P.,	Gwynn-Jones,	D.,	&	Moore,	P.	J.	(2013).	Meta-	analysis	reveals	
complex	marine	biological	responses	to	the	interactive	effects	of	ocean	
acidification	and	warming.	Ecology and Evolution,	3,	1016–1030.

He,	Q.,	Bertness,	M.	D.,	&	Altieri,	A.	H.	(2013).	Global	shifts	towards	posi-
tive	species	interactions	with	increasing	environmental	stress.	Ecology 
Letters,	16,	695–706.

Isbell,	F.,	Craven,	D.,	Connolly,	J.,	Loreau,	M.,	Schmid,	B.,	Beierkuhnlein,	C.,	
…	Eisenhauer,	N.	(2015).	Biodiversity	increases	the	resistance	of	eco-
system	productivity	to	climate	extremes.	Nature,	526,	574–577.

Ishimatsu,	A.,	Hayashi,	M.,	&	Kikkawa,	T.	(2008).	Fishes	in	high-	CO2,	acidi-
fied	oceans.	Marine Ecology Progress Series,	373,	295–302.

Kingsolver,	 J.	 G.,	 &	Woods,	 H.	 A.	 (2016).	 Beyond	 thermal	 performance	
curves:	Modeling	 time-	dependent	 effects	 of	 thermal	 stress	 on	 ecto-
therm	growth	rates.	The American Naturalist,	187,	283–294.

Koch,	M.,	Bowes,	G.,	Ross,	C.,	&	Zhang,	X.-H.	(2013).	Climate	change	and	
ocean	 acidification	 effects	 on	 seagrasses	 and	 marine	 macroalgae.	
Global Change Biology,	19,	103–132.

Kordas,	R.	L.,	Harley,	C.	D.	G.,	&	O’Connor,	M.	I.	(2011).	Community	ecol-
ogy	in	a	warming	world:	The	influence	of	temperature	on	interspecific	
interactions	 in	marine	systems.	Journal of Experimental Marine Biology 
and Ecology,	400,	218–226.

Kroeker,	K.	J.,	Kordas,	R.	L.,	Crim,	R.,	Hendriks,	I.	E.,	Ramajo,	L.,	Singh,	G.	S.,	
…	Gattuso,	J.-P.	 (2013).	 Impacts	of	ocean	acidification	on	marine	or-
ganisms:	Quantifying	sensitivities	and	interaction	with	warming.	Global 
Change Biology,	19,	1884–1896.

Kroeker,	K.	J.,	Sanford,	E.,	Rose,	J.	M.,	Blanchette,	C.	A.,	Chan,	F.,	Chavez,	
F.	P.,	…	Washburn,	L.	(2016).	Interacting	environmental	mosaics	drive	
geographic	variation	 in	mussel	performance	and	species	 interactions.	
Ecology Letters,	19,	771–779.

Ling,	S.	D.	 (2008).	Range	expansion	of	a	habitat-	modifying	species	 leads	
to	 loss	 of	 taxonomic	 diversity:	 A	 new	 and	 impoverished	 reef	 state.	
Oecologia,	156,	883–894.

Ling,	 S.	 D.,	 Scheibling,	 R.	 E.,	 Rassweiler,	 A.,	 Johnson,	 C.	 R.,	 Shears,	 N.,	
Connell,	S.	D.,	…	Johnson,	L.	E.	 (2015).	Global	 regime	shift	dynamics	
of	catastrophic	sea	urchin	overgrazing.	Philosophical Transactions of the 
Royal Society B,	370,	20130269.

Liu,	J.,	Kattel,	G.,	Arp,	H.	P.	H.,	&	Yang,	H.	(2015).	Towards	threshold-	based	
management	 of	 freshwater	 ecosystems	 in	 the	 context	 of	 climate	
change. Ecological Modelling,	318,	265–274.

Lortie,	C.	J.,	&	Callaway,	R.	M.	(2006).	Re-	analysis	of	meta-	analysis:	Support	
for	the	stress-	gradient	hypothesis.	Journal of Ecology,	94,	7–16.

Lubchenco,	J.,	&	Petes,	L.	E.	(2010).	The	interconnected	biosphere:	Science	
at	the	ocean’s	tipping	points.	Oceanography,	23,	115–129.

Markelz,	R.	J.	C.,	Strellner,	R.	S.,	&	Leakey,	A.	D.	B.	(2011).	Impairment	of	
C4	photosynthesis	by	drought	is	exacerbated	by	limiting	nitrogen	and	
ameliorated	by	elevated	[CO2]	in	maize.	Journal of Experimental Botany,	
62,	3235–3246.

Matassa,	C.	M.,	&	Trussell,	G.	C.	(2011).	Landscape	of	fear	influences	the	
relative	importance	of	consumptive	and	nonconsumptive	predator	ef-
fects.	Ecology,	92,	2258–2266.

Matzelle,	A.	J.,	Sarà,	G.,	Montalto,	V.,	Zippay,	M.,	Trussell,	G.	C.,	&	Helmuth,	
B.	 (2015).	 A	 bioenergetics	 framework	 for	 integrating	 the	 effects	 of	
multiple	 stressors:	Opening	a	 ‘black	box’	 in	 climate	change	 research.	
American Malacological Bulletin,	33,	150–160.

McAfee,	 D.,	 Cole,	 V.	 J.,	 &	 Bishop,	 M.	 J.	 (2016).	 Latitudinal	 gradients	 in	
ecosystem	 engineering	 by	 oysters	 vary	 across	 habitats.	 Ecology,	 97,	
929–939.

McEwen,	B.	S.,	&	Wingfield,	J.	C.	(2010).	What’s	in	a	name?	Integrating	ho-
meostasis,	allostasis	and	stress.	Hormones and Behavior,	57,	105.

Menge,	 B.	 A.,	 &	 Sutherland,	 J.	 P.	 (1976).	 Species	 diversity	 gradients:	
Synthesis	of	the	roles	of	predation,	competition	and	temporal	hetero-
geneity.	American Naturalist,	110,	351–369.

Monaco,	 C.	 J.,	 &	 Helmuth,	 B.	 (2011).	 Tipping	 points,	 thresholds,	 and	
the	 keystone	 role	 of	 physiology	 in	 marine	 climate	 change	 research.	
Advances in Marine Biology,	60,	123–160.

Munday,	P.	L.,	Crawley,	N.	E.,	&	Nilsson,	G.	E.	 (2009).	 Interacting	effects	
of	 elevated	 temperature	 and	ocean	 acidification	on	 the	 aerobic	per-
formance	 of	 coral	 reef	 fishes.	 Marine Ecology Progress Series,	 388,	
235–242.

O’Connor,	M.	I.,	Piehler,	M.	F.,	Leech,	D.	M.,	Anton,	A.,	&	Bruno,	J.	F.	(2009).	
Warming	and	resource	availability	shift	food	web	structure	and	metab-
olism.	PLoS Biology,	7,	1–6.

Pace,	M.	L.,	Cole,	J.	J.,	Carpenter,	S.	R.,	&	Kitchell,	J.	F.	(1999).	Trophic	cas-
cades	revealed	in	diverse	ecosystems.	Trends in Ecology and Evolution,	
14,	483–488.

Pawar,	S.,	Dell,	A.	 I.,	&	Savage,	V.	M.	 (2015).	From	metabolic	constraints	
on	 individuals	 to	 the	 dynamics	 of	 ecosystems.	 In	 A.	 Belgrano,	 G.	
Woodward,	&	U.	Jacob	 (Eds.),	Aquatic Functional Biodiversity: An eco-
logical and evolutionary perspective	(pp.	3–36).	London:	Academic	Press.

https://doi.org/10.1016/j.fooweb.2017.03.003


     |  6045HARLEY Et AL.

Pawar,	S.,	Dell,	A.	I.,	Savage,	V.	M.,	&	Knies,	J.	L.	 (2016).	Real	versus	arti-
ficial	variation	 in	 the	 thermal	 sensitivity	of	biological	 traits.	American 
Naturalist,	187,	E41–E52.

Pfister,	C.	A.,	Esbaugh,	A.	J.,	Frieder,	C.	A.,	Baumann,	H.,	Bockmon,	E.	E.,	
White,	 M.	M.,	 …	 Ziveri,	 P.	 (2014).	 Detecting	 the	 unexpected:	 A	 re-
search	 framework	 for	 ocean	 acidification.	 Environmental Science and 
Technology,	48,	9982–9994.

Pilon-Smits,	E.	A.	H.,	Quinn,	C.	F.,	Tapken,	W.,	Malagoli,	M.,	&	Schiavon,	M.	
(2009).	Physiological	functions	of	beneficial	elements.	Current Opinion 
in Plant Biology,	12,	267–274.

Pincebourde,	 S.,	 Sanford,	 E.,	 &	 Helmuth,	 B.	 (2008).	 Body	 temperature	
during	low	tide	alters	the	feeding	performance	of	a	top	intertidal	pred-
ator.	Limnology and Oceanography,	53,	1562–1573.

Post,	 E.	 (2013).	 Ecology of Climate Change: The Importance of Biotic 
Interactions.	Princeton,	N.J.:	Princeton	University	Press.

Post,	 E.,	 &	 Forchhammer,	 M.	 C.	 (2008).	 Climate	 change	 reduces	 repro-
ductive	 success	 of	 an	 arctic	 herbivore	 through	 trophic	 mismatch.	
Philosophical Transactions of the Royal Society B,	363,	2367–2373.

Provost,	E.	J.,	Kelaher,	B.	P.,	Dworjanyn,	S.	A.,	Russell,	B.	D.,	Connell,	S.	D.,	
Ghedini,	G.,	…	Coleman,	M.	A.	(2016).	Climate-	driven	disparities	among	
ecological	interactions	threaten	kelp	forest	persistence.	Global Change 
Biology,	23,	353–361.	https://doi.org/10.1111/gcb.13414

Ries,	 J.	 B.,	 Cohen,	A.	 L.,	&	McCorkle,	D.	C.	 (2009).	Marine	 calcifiers	 ex-
hibit	mixed	responses	to	CO2-	induced	ocean	acidification.	Geology,	37,	
1131–1134.

Sanford,	E.	 (2002).	Water	temperature,	predation,	and	the	neglected	role	
of	physiological	rate	effects	in	rocky	intertidal	communities.	Integrative 
and Comparative Biology,	42,	881–891.

Schneider,	K.	R.,	Van	Thiel,	L.	E.,	&	Helmuth,	B.	(2010).	Interactive	effects	
of	food	availability	and	aerial	body	temperature	on	the	survival	of	two	
intertidal	Mytilus	species.	Journal of Thermal Biology,	35,	161–166.

Schulte,	P.	M.	(2014).	What	is	environmental	stress?	Insights	from	fish	living	
in	a	variable	environment.	Journal of Experimental Biology,	217,	23–34.

Seebacher,	F.,	&	Franklin,	C.	E.	(2012).	Determining	environmental	causes	
of	biological	effects:	The	need	for	a	mechanistic	physiological	dimen-
sion	 in	 conservation	 biology.	 Philosophical Transactions of the Royal 
Society B,	367,	1607–1614.

Selkoe,	K.	A.,	Blenckner,	T.,	Caldwell,	M.	R.,	Crowder,	L.	B.,	Erickson,	A.	L.,	
Essington,	T.	E.,	…	Zedler,	J.	(2015).	Principles	for	managing	marine	eco-
systems	prone	to	tipping	points.	Ecosystem Health and Sustainability,	1,	17.

Sih,	A.,	Englund,	G.,	&	Wooster,	D.	 (1998).	Emergent	 impacts	of	multiple	
predators	on	prey.	Trends in Ecology and Evolution,	13,	350–355.

Sinclair,	B.	J.,	Marshall,	K.	E.,	Sewell,	M.	A.,	Levesque,	D.	L.,	Willett,	C.	S.,	
Slotsbo,	S.,	…	Huey,	R.	B.	(2016).	Can	we	predict	ectotherm	responses	
to	 climate	 change	using	 thermal	performance	 curves	 and	body	 tem-
peratures?	Ecology Letters,	19,	1372–1385.

Smith,	M.	D.	(2011).	An	ecological	perspective	on	extreme	climatic	events:	
A	synthetic	definition	and	framework	to	guide	future	research.	Journal 
of Ecology,	99,	656–663.

Sokolova,	I.	M.	(2013).	Energy-	limited	tolerance	to	stress	as	a	conceptual	
framework	to	integrate	the	effects	of	multiple	stressors.	Integrative and 
Comparative Biology,	53,	597–608.

Stanley,	J.	K.,	Perkins,	E.	J.,	Habib,	T.,	Sims,	J.	G.,	Chappell,	P.,	Escalon,	B.	L.,	
…	 Garcia-Reyero,	 N.	 (2013).	 The	 good,	 the	 bad	 and	 the	 toxic:	
Approaching	 hormesis	 in	 Daphnia	 magna	 exposed	 to	 an	 energetic	
	compound.	Environmental Science and Technology,	47,	9242–9433.

Stillman,	J.	H.,	&	Somero,	G.	N.	 (1996).	Adaptation	to	temperature	stress	
and	aerial	exposure	in	congeneric	species	in	intertidal	porcelain	crabs	
(genus	Petrolisthes):	Correlation	of	physiology,	biochemistry	and	mor-
phology	with	vertical	distribution.	Journal of Experimental Biology,	199,	
1845–1855.

Strain,	 E.	M.	A.,	Thomson,	 R.	 J.,	Micheli,	 F.,	Mancuso,	 F.	 P.,	 &	Airoldi,	 L.	
(2014).	 Identifying	 the	 interacting	 roles	 of	 stressors	 in	 driving	 the	
global	loss	of	canopy-	forming	to	mat-	forming	algae	in	marine	ecosys-
tems.	Global Change Biology,	20,	3300–3312.

Stuart-Smith,	R.	D.,	Edgar,	G.	J.,	Barrett,	N.	S.,	Kininmonth,	S.	J.,	&	Bates,	A.	
E.	 (2015).	Thermal	biases	and	vulnerability	to	warming	 in	the	world’s	
marine	fauna.	Nature,	528,	88–92.

Sunday,	J.	M.,	Fabricius,	K.	E.,	Kroeker,	K.	J.,	Anderson,	K.	M.,	Brown,	N.	E.,	
Barry,	J.	P.,	…	Harley,	C.	D.	G.	(2017).	Ocean	acidification	can	mediate	
biodiversity	shifts	by	changing	biogenic	habitat.	Nature Climate Change,	
7,	81–85.

Torossian,	J.	L.,	Kordas,	R.	L.,	&	Helmuth,	B.	(2016).	Cross-	scale	approaches	
to	forecasting	biogeographic	responses	to	climate	change.	Advances in 
Ecological Research,	55,	371–433.

Vandenberg,	L.	N.,	Colborn,	T.,	Hayes,	T.	B.,	Heindel,	J.	J.,	Jacobs,	J.,	David,	
R.,	…	Myers,	J.	P.	 (2012).	Hormones	and	endocrine-	disrupting	chemi-
cals:	 Low-	dose	effects	and	nonmonotonic	dose	 responses.	Endocrine 
Reviews,	33,	378–455.

Wingfield,	J.	C.,	&	Kitaysky,	A.	S.	(2002).	Endocrine	responses	to	unpredict-
able	environmental	events:	Stress	or	anti-	stress	hormones?	Integrative 
and Comparative Biology,	42,	600–609.

Wood,	S.	A.,	Lilley,	S.	A.,	Schiel,	D.	R.,	&	Shurin,	J.	B.	 (2010).	Organismal	
traits	are	more	important	than	environment	for	species	interactions	in	
the	intertidal	zone.	Ecology Letters,	13,	1160–1171.

Wood,	H.	L.,	Spicer,	J.	I.,	&	Widdicombe,	S.	(2008).	Ocean	acidification	may	
increase	calcification	rates,	but	at	a	cost.	Proceedings of the Royal Society 
B: Biological Sciences,	275,	1767–1773.

How to cite this article:	Harley	CDG,	Connell	SD,	 
Doubleday	ZA,	et	al.	Conceptualizing	ecosystem	tipping	 
points	within	a	physiological	framework.	Ecol Evol. 2017;7: 
6035–6045. https://doi.org/10.1002/ece3.3164

https://doi.org/10.1111/gcb.13414
https://doi.org/10.1002/ece3.3164

