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# Crossing numbers of composite knots and spatial graphs 
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#### Abstract

We study the minimal crossing number $c\left(K_{1} \# K_{2}\right)$ of composite knots $K_{1} \# K_{2}$, where $K_{1}$ and $K_{2}$ are prime, by relating it to the minimal crossing number of spatial graphs, in particular the $2 n$-theta-curve $\theta_{K_{1}, K_{2}}^{n}$ that results from tying $n$ of the edges of the planar embedding of the $2 n$-theta-graph into $K_{1}$ and the remaining $n$ edges into $K_{2}$. We prove that for large enough $n$ we have $c\left(\theta_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$. We also formulate additional relations between the crossing numbers of certain spatial graphs that, if satisfied, imply the additivity of the crossing number or at least give a lower bound for $c\left(K_{1} \# K_{2}\right)$.
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## 1. Introduction

It is one of the oldest open conjectures in knot theory that the minimal crossing number is additive under the connected sum operation. That is, given two knots $K_{1}$ and $K_{2}$ of minimal crossing numbers $c\left(K_{1}\right)$ and $c\left(K_{2}\right)$ respectively, is it true that $c\left(K_{1} \# K_{2}\right)=c\left(K_{1}+K_{2}\right)$ ? A positive answer to this question would not only help the understanding of this most fundamental knot invariant, but also contradict other conjectures, for example that the percentage of hyperbolic knots among all prime knots of minimal crossing number at most $n$ approaches 100 as $n$ goes to infinity [7].

By definition of the connected sum (cf. Figure 1), we have $c\left(K_{1} \# K_{2}\right) \leq$ $c\left(K_{1}\right)+c\left(K_{2}\right)$. Equality is established if both knots are torus knots [1, 2]

[^0]or if both are alternating $[9,3,10]$ (or more general adequate [6]), but in general it is not even known if $c\left(K_{1} \# K_{2}\right) \geq c\left(K_{1}\right)$. The best lower bound that we are aware of, $c\left(K_{1} \# K_{2}\right) \geq \frac{1}{152}\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$, was shown by Lackenby [5]. In fact, he showed the stronger result that $c\left(K_{1} \# K_{2} \# \ldots \# K_{n}\right) \geq$ $\frac{1}{152} \sum_{k=1}^{n} c\left(K_{i}\right)$ for all knots $K_{i}$.

In this paper we prove relations between the minimal crossing numbers of composite knots and certain spatial graphs, in particular theta-curves. We also formulate additional relations that, if satisfied, imply the additivity of crossing numbers or at least give a lower bound. Checking these conditions is very challenging, but we hope that this work inspires a general method to make progress in the crossing number conjecture.

A theta-curve is an embedding of the theta-graph $\theta$ (cf. Figure 2a)) in $S^{3}$, the planar graph consisting of two vertices with three edges between them. Theta-curves are studied up to equivalence under ambient isotopy. Therefore a large number of tools from knot theory applies to the theory of theta-curves as well. In particular, we can study theta-curves by considering their diagrams, projections in the plane with at most double points at which intersections are transverse.

Thus many diagrammatic invariants that were defined to distinguish knots and links, such as the minimal crossing number, extend to theta-curves. We label the edges of a theta-curve by $x, y$ and $z$ as in Figure 2a) and denote the numbers of crossings between two strands, by the concatenation of the two corresponding letters. Hence $x y$ denotes the number of crossings between the $x$-strand and the $y$-strand, $x x$ denotes the number of crossings of the $x$-strand with itself and so on. Theta-curves and their connections to knot theory have been studied before and especially their connections to knotoids has been stressed $[4,8,11]$.

There is a very natural way to associate a theta-curve to a pair of knots $K_{1}, K_{2}$, or more precisely to their connected sum $K_{1} \# K_{2}$. Consider the diagram of $K_{1} \# K_{2}$ in Figure 1b) used to define the connected sum. Then adding an unknotted arc between the two points where $K_{1}$ and $K_{2}$ are glued together results in a theta-curve, denoted by $\theta_{K_{1}, K_{2}}$. Among all theta-curves there is a unique planar embedding and we call the corresponding isotopy type the trivial theta-curve. Then $\theta_{K_{1}, K_{2}}$ is the theta-curve that results from tying $K_{1}$ into the $x$-arc of the trivial theta-curve and $K_{2}$ in its $z$-arc.

Deleting any of the three edges of a theta-curve leaves a knot, in the case of $\theta_{K_{1}, K_{2}}$ we have $x \cup y=K_{1}, y \cup z=K_{2}$ and $x \cup z=K_{1} \# K_{2}$. Note that theta-curves are not uniquely characterised by the knot types of these


Figure 1: a) Diagrams of a trefoil ( $K_{1}$ ) and a figure eight knot ( $K_{2}$ ) b) A diagram of their connected sum $K_{1} \# K_{2}$. c) Adding an extra unknotted arc results in the theta-curve $\theta_{3_{1}, 4_{1}}$.
three knots, their constituent knots. For example for Kinoshita's theta-curve in Figure 2b), all pairs of edges form the unknot, but it is not the planar theta-curve shown in Figure 2a).

Since for any diagram of $\theta_{K_{1}, K_{2}}$ we have $x \cup z=K_{1} \# K_{2}$, it is clear that $c\left(\theta_{K_{1}, K_{2}}\right) \geq c\left(K_{1} \# K_{2}\right)$ and from its construction we know that $c\left(\theta_{K_{1}, K_{2}}\right) \leq$ $c\left(K_{1}\right)+c\left(K_{2}\right)$.

Although the definition of $\theta_{K_{1}, K_{2}}$ makes sense for all knots $K_{1}$ and $K_{2}$ and most statements remain true for composite knots, we require $K_{1}$ and $K_{2}$ to be prime in the following.

This paper proceeds as follows. In Section 2 we relate $c\left(\theta_{K_{1}, K_{2}}\right)$ to $c\left(K_{1} \# K_{2}\right)$.

In Section 3 we consider theta-curves of higher degree, that is, embeddings of planar graphs with two vertices and $2 n$ edges between them. We are particularly interested in embeddings, where $n$ of the edges are tied into $K_{1}$ and the remaining $n$ edges tied into $K_{2}$, similar to the case of $\theta_{K_{1}, K_{2}}$. Here we show that for large enough $n$ the minimal crossing number of these graphs
a)

b)


Figure 2: a) The theta-graph in its planar embedding. b) Kinoshita's theta-curve. Both theta-curves have the same constituent knots, but are not ambient isotopic.
is $n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.
Section 4 discusses a relation between $c\left(K_{1} \# K_{2}\right)$ and the minimal crossing numbers of the higher degree theta-curves $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)$ that are discussed in Section 3 resulting in the lower bound $c\left(K_{1} \# K_{2}\right) \geq \frac{1}{n^{2}} c\left(\Omega_{K_{1}, K_{2}}^{n}\right)$. Thus finding values of $n$ for which $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ results in a lower bound of the form $c\left(K_{1} \# K_{2}\right) \geq \frac{1}{n}\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

In Section 5 we discuss further spatial graphs whose crossing numbers relate to the crossing numbers of composite knots.

## 2. The crossing numbers of theta-curves

Consider the theta-curve $\theta_{K_{1}, K_{2}}$, which is shown in Figure 1c). Since deleting the $y$-arc in any diagram of $\theta_{K_{1}, K_{2}}$ results in a diagram of $K_{1} \# K_{2}$, we have the inequality

$$
\begin{equation*}
x x+x z+z z \geq c\left(K_{1} \# K_{2}\right) \tag{1}
\end{equation*}
$$

for any diagram of $\theta_{K_{1}, K_{2}}$, where we use the notation of Section 1 .
Similarly, $x \cup y=K_{1}$ and $y \cup z=K_{2}$ and we obtain

$$
\begin{align*}
2 c\left(\theta_{K_{1}, K_{2}}\right) & =x x+x z+z z+x x+x y+y y+y y+y z+z z+x y+x z+y z \\
& \geq c\left(K_{1} \# K_{2}\right)+c\left(K_{1}\right)+c\left(K_{2}\right)+x y+x z+y z \tag{2}
\end{align*}
$$

Since $x y, y z$ and $x z$ are all non-negative, we obtain the inequality

$$
\begin{equation*}
2 c\left(\theta_{K_{1}, K_{2}}\right) \geq c\left(K_{1} \# K_{2}\right)+c\left(K_{1}\right)+c\left(K_{2}\right) \tag{3}
\end{equation*}
$$

Proposition 2.1. The inequality in Equation (3) is an equality if and only if $c\left(\theta_{K_{1}, K_{2}}\right)=c\left(K_{1} \# K_{2}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)$.

In order to prove Proposition 2.1, we need the following lemma.
Lemma 2.2. Let $\kappa_{1}, \kappa_{2}$ and $\kappa_{3}$ be knots and let $D$ be a diagram of a thetacurve $\theta$ where $x \cup z=\kappa_{1}, y \cup z=\kappa_{2}$ and $x \cup y=\kappa_{3}$ and no pair of arcs cross each other, i.e. $x y+y z+x z=0$. Then there are knots $K_{1}^{\prime}, K_{2}^{\prime}$ and $K_{3}^{\prime}$ such that $\kappa_{1}=K_{1}^{\prime} \# K_{3}^{\prime}, \kappa_{2}=K_{2}^{\prime} \# K_{3}^{\prime}$ and $\kappa_{3}=K_{1}^{\prime} \# K_{2}^{\prime}$. Furthermore, $x x \geq c\left(K_{1}^{\prime}\right), y y \geq c\left(K_{2}^{\prime}\right), z z \geq c\left(K_{3}^{\prime}\right)$ and thus $c(D) \geq c\left(K_{1}^{\prime}\right)+c\left(K_{2}^{\prime}\right)+c\left(K_{3}^{\prime}\right)$.

Proof. Consider the diagram $D$ as a subset of the Euclidean plane with crossings as double points. Around each of the two nodes $n_{1}, n_{2}$ there is a neighbourhood $U\left(n_{i}\right)$ such that $\left(U\left(n_{i}\right) \backslash D\right) \cup\left\{n_{i}\right\}$ is path-connected. For small enough $\epsilon>0$ the boundary of the $\epsilon$-neighbourhood $U_{\epsilon}(D)=\{a \in$ $\left.\mathbb{R}^{2} \backslash\left(U\left(n_{1}\right) \cup U\left(n_{2}\right)\right): \min _{b \in D}|a-b|<\epsilon\right\}$ of $D$ is a collection of loops and divides $\mathbb{R}^{2} \backslash\left(U\left(n_{1}\right) \cup U\left(n_{2}\right)\right)$ into a number of path-connected components.

We claim that the two nodes are in the same component of

$$
\begin{equation*}
P=\left(\mathbb { R } ^ { 2 } \backslash \left(\partial U _ { \epsilon } ( D ) \cup \left(D \cap U\left(n_{1}\right) \cup\left(D \cap U\left(n_{2}\right)\right) \cup\left\{n_{1}\right\} \cup\left\{n_{2}\right\}\right.\right.\right. \tag{4}
\end{equation*}
$$

shown in Figure 3d). Then there is a path $\gamma \subset P$ from $n_{1}$ to $n_{2}$. Since $\gamma$ does not cross $\partial U_{\epsilon}(D), D \cap U\left(n_{1}\right)$ or $D \cap U\left(n_{2}\right)$, it does not have any crossings with $D$ and it can be be chosen to not cross itself. Call $K_{1}^{\prime}:=x \cup \gamma, K_{2}^{\prime}:=y \cup \gamma$ and $K_{3}^{\prime}:=z \cup \gamma$. Since $\gamma$ does not have any crossings with $D$ or with itself, we have $x x+x \gamma+\gamma \gamma=x x \geq c\left(K_{1}^{\prime}\right)$ and similarly $y y \geq K_{2}^{\prime}$ and $z z \geq K_{3}^{\prime}$. Note that it follows from the uniqueness of prime decomposition of knots that $x y=x z=y z=0$ implies that $x \cup y=K_{1}^{\prime} \# K_{2}^{\prime}, y \cup z=K_{2}^{\prime} \# K_{3}^{\prime}$ and $x \cup z=K_{1}^{\prime} \# K_{3}^{\prime}$.

What is left to show is the claim that the two nodes are in the same path component of $P$. Assume they are not in the same path component. Then there is a loop $\ell \in U_{\epsilon}(D)$ such that one of the nodes is in the bounded component of $\mathbb{R}^{2} \backslash \ell$ and the other one is in the unbounded component. Since $x y=y z=x z=0$, the loop $\ell$ is a boundary component of exactly one of $U_{\epsilon}(x)=\left\{p \in \mathbb{R}^{2} \backslash\left(U\left(n_{1}\right) \cup U\left(n_{2}\right)\right): \min _{q \in x}|p-q|<\epsilon\right\}, U_{\epsilon}(y)$ or $U_{\epsilon}(z)$ (defined analogously). But since $x, y$ and $z$ are paths from $n_{1}$ to $n_{2}$, all of them must


Figure 3: a) The diagram $D$ around a node $n_{i}$. b) A diagram of $\theta_{K_{1}, K_{2}}$. c) The boundaries of the $\epsilon$-neighbourhood of the diagram divide the plane into pathconnected components. d) The two nodes are in the same path-connected component of $P$.
cross $\ell$. Then all of them must also cross the arc associated to $\ell$ (i.e. $x$ if $\ell$ is a boundary component of $U_{\epsilon}(x)$ and so on) contradicting $x y=y z=x z=0$. This proves the claim and finishes the proof of the lemma.

Proof of Proposition 2.1. Note that in the case of $\theta=\theta_{K_{1}, K_{2}}$, we have $\kappa_{1}=$ $K_{1}, \kappa_{2}=K_{2}$ and $\kappa_{3}=K_{1} \# K_{2}$.

We assume that $2 c\left(\theta_{K_{1}, K_{2}}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)+c\left(K_{1} \# K_{2}\right)$. Then by Equation 2 we have $x y=y z=x z=0$. Now we apply Lemma 2.2 to $\theta_{K_{1}, K_{2}}$. We thus have knots $K_{1}^{\prime}, K_{2}^{\prime}$ and $K_{3}^{\prime}$ such that $K_{1}=K_{1}^{\prime} \# K_{3}^{\prime}, K_{1} \# K_{2}=K_{1}^{\prime} \# K_{2}^{\prime}$ and $K_{2}=K_{1}^{\prime} \# K_{3}^{\prime}$. Note that this implies $K_{3}^{\prime}=K_{1}, K_{2}^{\prime}=O$ and $K_{3}^{\prime}=K_{2}$ and thus $c\left(\theta_{K_{1}, K_{2}}\right) \geq c\left(K_{1}\right)+c\left(K_{2}\right)$. Therefore $c\left(\theta_{K_{1}, K_{2}}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)$ and since we assumed $c\left(K_{1} \# K_{2}\right)=2 c\left(\theta_{K_{1}, K_{2}}\right)-c\left(K_{1}\right)-c\left(K_{2}\right)$, we have $c\left(K_{1} \# K_{2}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)$.

Now assume that $c\left(\theta_{K_{1}, K_{2}}\right)=c\left(K_{1} \# K_{2}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)$. Then the inequality Equation 2 is obviously an equality, which completes the proof of
the proposition.

## 3. Higher degree theta-curves

In the previous section theta-curves are shown to be closely related to composite knots. A next plausible step is to add more arcs between the two nodes. In this section we consider graphs that have two nodes and $2 n$ arcs between them, i.e. $2 n$-theta-curves or theta-curves of degree $2 n$. We sometimes refer to theta-curves with 3 edges and 2 vertices as classical thetacurves or theta-curves of degree 3.

Again there is a unique planar embedding of this graph, the trivial thetacurve of degree $2 n$ as in Figure 4a). Tying knots into the different arcs is still a well-defined operation and we can thus study the minimal crossing number of the graph $\theta_{K_{1}, K_{2}}^{n}$ which is obtained from the trivial theta-curve of order $2 n$ by tying $K_{1}$ into $n$ arcs and $K_{2}$ into the remaining $n \operatorname{arcs}(c f$. Figure 4 b$)$ ). Note that $\theta_{K_{1}, K_{2}}^{1}$ is simply the connected sum $K_{1} \# K_{2}$.

We label the edges with a $K_{1}$ in it by $x_{1}, \ldots, x_{n}$ and the edges with a $K_{2}$ in it by $z_{1}, \ldots, z_{n}$. We thus obtain the following constituent knots: $x_{i} \cup z_{j}=K_{1} \# K_{2}, x_{i} \cup x_{j}=K_{1} \# K_{1}$ and $z_{i} \cup z_{j}=K_{2} \# K_{2}$ for all distinct $i, j \in\{1, \ldots, n\}$.

We adopt the notation from the previous sections, so $x_{i} x_{j}$ denotes the number of times the edge $x_{i}$ crosses the edge $x_{j}$. Analogous notations hold for the other edges.

The first thing that we should note is a direct corollary from Lemma 2.2.
Corollary 3.1. For all knots $K_{1}, K_{2}$ and all $n \in \mathbb{N}$ we have that $c\left(\theta_{K_{1}, K_{2}}^{n}\right) \geq$ $n c\left(K_{1} \# K_{2}\right)$. There is a $n>1$ for which equality holds if and only $c\left(K_{1} \# K_{2}\right)=$ $c\left(K_{1}\right)+c\left(K_{2}\right)$.

Proof. The inequality follows directly from the definition of $\theta_{K_{1}, K_{2}}$, in particular from the fact that $x_{i} \cup z_{j}=K_{1} \# K_{2}$ for all $i$ and $j$. In other words, for all $k \in\{0,1, \ldots, n-1\}$ we have

$$
\begin{align*}
c\left(\theta_{K_{1}, K_{2}}^{n}\right) \geq & \sum_{i=1}^{n}\left(x_{i} x_{i}+x_{i} z_{1+(i+k) \bmod n}+z_{1+(i+k) \bmod n} z_{1+(i+k) \bmod n}\right) \\
& +\sum_{\substack{i, j=1 \\
i>j}}^{n}\left(x_{i} x_{j}+z_{i} z_{j}\right)+\sum_{\substack{i, j=1 \\
j \neq 1+(i+k) \bmod n)}}^{n} x_{i} z_{j} . \tag{5}
\end{align*}
$$



Figure 4: a) The planar embedding of the 4-theta-graph. b) A diagram for the ambient isotopy type $\theta_{K_{1}=3_{1}, K_{2}=4_{1}}^{2}$.

Summing over all $k$ and using that $x_{i} \cup z_{j}=K_{1} \# K_{2}$ for all $i$, $j$, we get

$$
\begin{equation*}
n c\left(\theta_{K_{1}, K_{2}}\right) \geq n^{2} c\left(K_{1} \# K_{2}\right)+(n-1) \sum_{i, j=1}^{n} x_{i} z_{j}+n \sum_{\substack{i, j=1 \\ i>j}}^{n}\left(x_{i} x_{j}+z_{i} z_{j}\right) \tag{6}
\end{equation*}
$$

Thus $c\left(\theta_{K_{1}, K_{2}}\right) \geq n c\left(K_{1} \# K_{2}\right)$ and if equality holds, then there are no crossings between different edges.

Hence in this case every edge is part of a theta-curve (as in Section 2), where none of the strands cross each other. It follows from Lemma 2.2 that each edge crosses itself at least $c\left(K_{i}\right), i=1,2$ number of times, respectively, meaning $x_{i} x_{i} \geq c\left(K_{1}\right)$ and $z_{i} z_{i} \geq c\left(K_{2}\right)$ for all $i \in\{1, \ldots, n\}$. Thus $c\left(\theta_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ and since $c\left(\theta_{K_{1}, K_{2}}^{n}\right)=n c\left(K_{1} \# K_{2}\right)$ by assumption, we have $c\left(K_{1} \# K_{2}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)$.

If $c\left(K_{1} \# K_{2}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)$, then $c\left(\theta_{K_{1}, K_{2}}^{n}\right) \geq n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ for all $n \in \mathbb{N}$. Since on the other hand $c\left(\theta_{K_{1}, K_{2}}^{n}\right) \leq n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ for all $n \in \mathbb{N}$,
we obtain $c\left(\theta_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)=n c\left(K_{1} \# K_{2}\right)$ for all $n \in \mathbb{N}$, which proves the corollary.

We can also relate the crossing numbers of $\theta_{K_{1}, K_{1}}^{n}$ and the connected sum of $n$ copies of $K_{1} \# K_{2}$, denoted by $K_{1}^{n} \# K_{2}^{n}$.
Proposition 3.2. For all knots $K_{1}$ and $K_{2}$ and all $n \in \mathbb{N}$ we have $c\left(\theta_{K_{1}, K_{2}}^{n}\right) \geq$ $c\left(K_{1}^{n} \# K_{2}^{n}\right)$. There is one $n$ for which equality holds if and only if $c\left(K_{1} \# K_{2}\right)=$ $c\left(K_{1}\right)+c\left(K_{2}\right)$.

Proof. The key idea here is that we can take any diagram of $\theta_{K_{1}, K_{2}}^{n}$ and resolve the two nodes in a certain way (as in Figure 5) such that we obtain a diagram of $K_{1}^{n} \# K_{2}^{n}$. We do this as follows. We start at one of the nodes, say $n_{1}$ and pick any $\operatorname{arc} s_{1}$. We follow it along the diagram until it reaches the other node $n_{2}$. We then have to pick another arc $s_{2}$ to connect with $s_{1}$. We define $s_{2}$ to be the arc which enters $n_{2}$ next to $s_{1}$ in the clockwise direction.

We then follow $s_{2}$ along the diagram until it reaches $n_{1}$ and pick $s_{3}$ to be the arc which among all strands that we have not picked yet enters $n_{1}$ the closest to $s_{2}$ in the clockwise direction. In general, we connect the arc $s_{i}$ to the arc $s_{i+1}$, where $s_{i+1}$ is the arc that among all arcs that are not an element of $\left\{s_{1}, s_{2}, \ldots, s_{i}\right\}$ enters the node $n_{(i \bmod 2)+1}$ closest to $s_{i}$ in the clockwise direction.

With this rule, we obtain only one connected component, i.e. the diagram of a knot. It is clear, for example through induction on $n$, that the knot type of this diagram is $K_{1}^{n} \# K_{2}^{n}$.

Assume now that there is an $n$ such that $c\left(\theta_{K_{1}, K_{2}}^{n}\right)=c\left(K_{1}^{n} \# K_{2}^{n}\right)$. Note that we have $c\left(K_{1}^{n} \# K_{2}^{n}\right) \leq n c\left(K_{1} \# K_{2}\right) \leq c\left(\theta_{K_{1}, K_{2}}^{n}\right)$. It then follows from Corollary 3.1 that $c\left(\theta_{K_{1}, K_{2}}^{n}\right)=c\left(K_{1}^{n} \# K_{2}^{n}\right)=n c\left(K_{1} \# K_{2}\right)$ implies $c\left(K_{1} \# K_{2}\right)=$ $c\left(K_{1} \# K_{2}\right)$.

If $c\left(K_{1} \# K_{2}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)$, then Equation 1 implies that $c\left(\theta_{K_{1}, K_{2}}\right) \geq$ $c\left(K_{1}\right)+c\left(K_{2}\right)$. However, we know from the definition of $\theta_{K_{1}, K_{2}}$ that $c\left(\theta_{K_{1}, K_{2}}\right) \leq$ $c\left(K_{1}\right)+c\left(K_{2}\right)$ and therefore $c\left(\theta_{K_{1}, K_{2}}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)=c\left(K_{1} \# K_{2}\right)$. Since $\theta_{K_{1}, K_{2}}=\theta_{K_{1}, K_{2}}^{1}$, this proves the proposition.

The graph $\theta_{K_{1}, K_{2}}^{n}$ is an element of a special class of theta-curves of degree $2 n$. We define $\Omega_{K_{1}, K_{2}}^{n}$ to be the set of theta-curves of degree $2 n$ where we can colour $n$ arcs blue and the remaining $n$ arcs red, such that the union of any blue arc with any red arc is $K_{1} \# K_{2}$ and the union of any two arcs of the same colour is neither the unknot nor $K_{1} \# K_{2} \# K_{1} \# K_{2}$. Obviously $\theta_{K_{1}, K_{2}} \in \Omega_{K_{1}, K_{2}}^{n}$.
a)


b)


Figure 5: a) Neighbourhoods of the nodes in a diagram of $\theta_{K_{1}, K_{2}}^{n}$. b) The nodes can be resolved to result in a diagram of $K_{1}^{n} \# K_{2}^{n}$.

In order to keep notation consistent with that of the discussion of $\theta_{K_{1}, K_{2}}$, we label the blue edges by $x_{1}, \ldots, x_{n}$ and the $n$ red edges by $z_{1}, \ldots, z_{n}$.

We are now interested in $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)=\min \left\{c(\theta): \theta \in \Omega_{K_{1}, K_{2}}^{n}\right\}$. By the above we have $c\left(\Omega_{K_{1}, K_{2}}^{n}\right) \leq c\left(\theta_{K_{1}, K_{2}}^{n}\right) \leq n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$. We want to show that for large enough $n$ this inequality is actually an equality. The idea here is that any three arcs of a theta-curve of order $2 n$ form a 'classical' thetacurve as in the previous section and we either have an intersection between a pair of arcs or the crossing number of the theta-curve is in some sense large. However, as $n$ grows, the number of pairs of arcs grows more quickly than $n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

We need several lemmas.
Lemma 3.3. Let $\theta$ be a theta-curve with $x \cup z=K_{1} \# K_{2}$ and $y \cup z=$ $K_{1} \# K_{2}$. If no pair of arcs cross each other and $x \cup y$ is neither the unknot nor $K_{1} \# K_{2} \# K_{1} \# K_{2}$, then $x x \geq c\left(K_{1}\right)$, $z z \geq c\left(K_{2}\right)$ and $y y \geq c\left(K_{1}\right)$ or $x x \geq c\left(K_{2}\right), z z \geq c\left(K_{1}\right)$ and $y y \geq c\left(K_{2}\right)$.

Proof. By Lemma 2.2 there are knots $K_{1}^{\prime}, K_{2}^{\prime}$ and $K_{3}^{\prime}$ such that $K_{1}^{\prime} \# K_{3}^{\prime}=$ $K_{2}^{\prime} \# K_{3}^{\prime}=K_{1} \# K_{2}$ and $K_{1}^{\prime} \# K_{2}^{\prime}$ is neither the unknot nor $K_{1} \# K_{1} \# K_{2} \# K_{2}$.

Since the prime decomposition of knots is unique and both $K_{1}$ and $K_{2}$ are prime, $K_{1}^{\prime}$ is either $K_{1}, K_{2}, K_{1} \# K_{2}$ or the unknot. If it is the unknot, then $K_{3}^{\prime}=K_{1} \# K_{2}$. But then $K_{2}^{\prime}$ must also be the unknot and so $K_{1}^{\prime} \# K_{2}^{\prime}$ is the unknot, contradicting the assumption.

If $K_{1}^{\prime}=K_{1} \# K_{2}$, then $K_{3}^{\prime}$ is the unknot and hence $K_{2}^{\prime}=K_{1} \# K_{2}$. Thus $K_{1}^{\prime} \# K_{2}^{\prime}=K_{1} \# K_{2} \# K_{1} \# K_{2}$, again contradicting the assumption.


Figure 6: a) A diagram of $\theta_{K_{1}=3_{1}, K_{2}=4_{1}}^{2}$. b) The corresponding $\Gamma$-graph. The vertices $x_{1}, x_{2}$ and $z_{2}$ form a bicoloured triangle.

If $K_{1}^{\prime}=K_{1}$, then $K_{3}^{\prime}=K_{2}$ and therefore $K_{2}^{\prime}=K_{1}$ and so $x x \geq c\left(K_{1}\right)$, $y y \geq c\left(K_{1}\right)$ and $z z \geq c\left(K_{2}\right)$ by Lemma 2.2.

If $K_{1}^{\prime}=K_{2}$, then $K_{3}^{\prime}=K_{1}$ and hence $K_{2}^{\prime}=K_{2}$. It follows that $x x \geq$ $c\left(K_{2}\right), y y \geq c\left(K_{2}\right)$ and $z z \geq c\left(K_{1}\right)$ by Lemma 2.2.

This establishes the idea that if a theta-curve of degree 3 that is a subgraph of the diagram in question consists of three arcs that do not cross each other (only themselves), then its crossing numbers is comparatively large. We are thus interested in how many crossings between different edges are required to rule out the existence of any such subgraph.

We can associate a graph $\Gamma$, or $\Gamma(D)$, to any diagram $D$ of a theta-curve $\theta \in \Omega_{K_{1}, K_{2}}^{n}$ that consists of $2 n$ vertices, one for each edge of $D$, and an edge between two vertices if the corresponding edges in $D$ do not cross each other. Hence there is an edge between the vertices corresponding to $x_{i}$ and $z_{j}$ if and only if $x_{i} z_{j}=0$. Similarly, for $x_{i}$ and $x_{j}$ or $z_{i}$ and $z_{j}$.

We call a triangle in $\Gamma$ bicoloured if its set of vertices consists of $x$ 's and $z$ 's, i.e. either $\left(x_{i}, x_{j}, z_{k}\right)$ or $\left(x_{i}, z_{j}, z_{k}\right)$.

Note that three $\operatorname{arcs}\left(x_{i}, x_{j}, z_{k}\right)$ or $\left(x_{i}, z_{j}, z_{k}\right)$ in the diagram $D$ form a theta-curve as in Lemma 3.3 if and only if their corresponding vertices in $\Gamma(D)$ form a bicoloured triangle.

Lemma 3.4. Let $n \geq 2$ and $\Gamma$ be a graph with $2 n$ vertices, labelled $x_{1}, \ldots, x_{n}$, $z_{1}, \ldots, z_{n}$, and $m$ edges. If

$$
\begin{equation*}
m \geq \frac{3}{2} n^{2}-n \tag{7}
\end{equation*}
$$

then $\Gamma$ contains a bicoloured triangle.
Proof. Let $d(v)$ denote the degree of the vertex $v$. Let $V(\Gamma)$ and $E(\Gamma)$ denote the set of vertices and edges of $\Gamma$ respectively. Note that

$$
\begin{align*}
\sum_{x \in V(\Gamma)} d^{2}(x) & =\sum_{(x, y) \in E(\Gamma)}(d(x)+d(y)) \\
& =\sum_{\left(x_{i}, x_{j}\right) \in E(\Gamma)}\left(d\left(x_{i}\right)+d\left(x_{j}\right)\right)+\sum_{\left(x_{i}, z_{j}\right) \in E(\Gamma)}\left(d\left(x_{i}\right)+d\left(z_{j}\right)\right) \\
& +\sum_{\left(z_{i}, z_{j}\right) \in E(\Gamma)}\left(d\left(z_{i}\right)+d\left(z_{j}\right)\right) . \tag{8}
\end{align*}
$$

Assume now that $\Gamma$ does not contain a bicoloured triangle. Then if there is an edge between $x_{i}$ and $x_{j}$ every $z_{k}$ is directly connected to at most one of them. Thus $d\left(x_{i}\right)+d\left(x_{j}\right) \leq 2(n-1)+n=3 n-2$. Similarly, $d\left(z_{i}\right)+d\left(z_{j}\right) \leq 3 n-2$, whenever there is an edge between $z_{i}$ and $z_{j}$.

If there is an edge between $x_{i}$ and $z_{j}$ every other vertex is directly connected to at most one of $x_{i}$ and $z_{j}$. Thus $d\left(x_{i}\right)+d\left(z_{j}\right) \leq 2 n$. We obtain if $n \geq 2$

$$
\begin{equation*}
\sum_{x \in V(\Gamma)} d^{2}(x) \leq m(3 n-2) \tag{9}
\end{equation*}
$$

Furthermore, since $\sum_{x \in V(\Gamma)} d(x)=2 m$, the Cauchy-Schwartz inequality implies that

$$
\begin{equation*}
\sum_{x \in V(\Gamma)} d^{2}(x) \geq \frac{\left(\sum_{x \in V(\Gamma)} d(x)\right)^{2}}{2 n}=\frac{4 m^{2}}{2 n} \tag{10}
\end{equation*}
$$

Thus $\frac{2 m^{2}}{n} \leq m(3 n-2)$ and we obtain $m \leq \frac{3}{2} n^{2}-n$.

Lemma 3.5. If $n>2\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+1$, then for every diagram $D$ of $\theta \in \Omega_{K_{1}, K_{2}}^{n}$ with $c(D) \leq n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ there is a bicoloured triangle in $\Gamma(D)$.

Proof. Since $x_{i} \cup z_{j}=K_{1} \# K_{2}$ for all $i, j$, we have the inequality

$$
\begin{equation*}
n c(D) \geq n^{2} c\left(K_{1} \# K_{2}\right)+(n-1) \sum_{i, j=1}^{n} x_{i} z_{j}+n \sum_{\substack{i, j=1 \\ i>j}}^{n}\left(x_{i} x_{j}+z_{i} z_{j}\right) \tag{11}
\end{equation*}
$$

Assume there is no bicoloured triangle in $\Gamma(D)$. Then by Lemma 3.4 $\Gamma(D)$ has at most $\frac{3}{2} n^{2}-n$ edges. Thus for at most $\frac{3}{2} n^{2}-n$ pairs of arcs there is no crossing between them. Hence for at least $\frac{2 n(2 n-1)}{2}-\frac{3}{2} n^{2}+n=\frac{n^{2}}{2}$ pairs there is a crossing between them. Note that since we only count crossings of $x_{i}$ with $x_{j}$ and $z_{j}$ and crossings of $z_{i}$ with $x_{j}$ and $z_{j}$, we count every crossing only once.

Equation (11) then becomes

$$
\begin{equation*}
n c(D) \geq n^{2} c\left(K_{1} \# K_{2}\right)+\frac{(n-1) n^{2}}{2} \tag{12}
\end{equation*}
$$

With the assumption that $c(D) \leq n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ we get

$$
\begin{align*}
& n^{2}\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right) \geq n^{2} c\left(K_{1} \# K_{2}\right)+\frac{(n-1) n^{2}}{2} \\
& \quad \Longrightarrow\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right) \geq \frac{n-1}{2} \tag{13}
\end{align*}
$$

which gives a contradiction if $n>2\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+1$.
Thus $\Gamma(D)$ does contain a bicoloured triangle $\left(x_{i}, x_{j}, z_{k}\right)$ or $\left(x_{i}, z_{j}, z_{k}\right)$ if $n>2\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+1$.

Note that Lemma 3.5 directly implies the following result.
Lemma 3.6. For $n=2\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+1+k, k \geq 1$, $a$ diagram $D$ of $\theta \in \Omega_{K_{1}, K_{2}}^{n}$ with $c(D) \leq n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ has at least $k$ arcs $x_{i}$ with $x_{i} x_{i} \geq c\left(K_{1}\right)$ and at least $k$ arcs $z_{i}$ with $z_{i} z_{i} \geq c\left(K_{2}\right)$. Each of these $x_{i}$ and $z_{i}$ is part of a classical theta-curve where no pair of arcs is crossing each other.

Proof. By Lemma $3.5 \Gamma(D)$ contains a bicoloured triangle. By Lemma 3.3 this means that the $\operatorname{arcs}\left(x_{i}, x_{j}, z_{t}\right)$ or $\left(x_{i}, z_{j}, z_{t}\right)$ of $D$ that correspond to the vertices of the bicoloured triangle satisfy $x_{i} x_{i} \geq c\left(K_{1}\right), z_{t} z_{t} \geq c\left(K_{2}\right)$ and $x_{j} x_{j} \geq c\left(K_{1}\right)$ or $z_{j} z_{j} \geq c\left(K_{2}\right)$.

Deleting $x_{i}$ and $z_{t}$ results in a diagram $D^{\prime}$ of a theta-curve of degree $2 n-2$ in $\Omega_{K_{1}, K_{2}}^{n-1}$ with $c\left(D^{\prime}\right) \leq(n-1)\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$. Repeatedly applying Lemma 3.5 and Lemma 3.3 results in the proof of the lemma.

Proposition 3.7. If $n \geq \max \left\{4\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+2,2\left(c\left(K_{1}\right)+\right.\right.$ $\left.\left.c\left(K_{2}\right)+1\right)\right\}$, then $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

Proof. Assume $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)<n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ and let $D$ be a diagram of a theta-curve of degree $2 n$ that is in $\Omega_{K_{1}, K_{2}}^{n}$ such that $c(D)<n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

Let $l$ be the largest integer such that there are $l \operatorname{arcs} x_{i}$ and $l \operatorname{arcs} z_{i}$ with $x_{i} x_{i} \geq c\left(K_{1}\right)$ and $z_{i} z_{i} \geq c\left(K_{2}\right)$ whose corresponding vertices in $\Gamma(D)$ are not part of a bicoloured triangle. We label these arcs by $x_{i}$ and $z_{i}, i=1, \ldots, l$.

Let $k$ be the largest integer such that there are $k \operatorname{arcs} x_{i}$ and $k \operatorname{arcs} z_{i}$ whose corresponding vertices in $\Gamma(D)$ are part of a bicoloured triangle in $\Gamma(D)$. Then by Lemma 2.2 these arcs each cross themselves at least $c\left(K_{1}\right)$ and $c\left(K_{2}\right)$ times, respectively, i.e. $x_{i} x_{i} \geq c\left(K_{1}\right)$ and $z_{i} z_{i} \geq c\left(K_{2}\right)$. We label these $\operatorname{arcs} x_{i}$ and $z_{i}, i=l+1, l+2, \ldots, l+k$.

Let $\tilde{D}$ denote the diagram that results from deleting the $\operatorname{arcs} x_{i}$ and $z_{i}$, $i=1, \ldots, l$. Note that $c(D) \geq c(\tilde{D})+l\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

We therefore have

$$
\begin{align*}
(n-l) c(\tilde{D})= & (n-l)\left(\sum_{\substack{i, j=l+1 \\
i \geq j}}^{l+k}\left(x_{i} x_{j}+z_{i} z_{j}\right)+\sum_{i, j=l+1}^{l+k} x_{i} z_{j}\right. \\
& +\sum_{j=l+1}^{l+k} \sum_{i=l+k+1}^{n}\left(x_{i} x_{j}+x_{i} z_{j}+z_{i} x_{j}+z_{i} z_{j}\right) \\
& \left.+\sum_{\substack{i, j=l+k+1 \\
i \geq j}}^{n}\left(x_{i} x_{j}+z_{i} z_{j}\right)+\sum_{i, j=l+k+1}^{n} x_{i} z_{j}\right) . \tag{14}
\end{align*}
$$

Rearranging the terms on the right hand side gives

$$
\begin{align*}
& \sum_{i, j=l+1}^{l+k}\left(x_{i} x_{i}+x_{i} z_{j}+z_{j} z_{j}\right)+\sum_{i=l+k+1}^{n} \sum_{j=l+1}^{l+k}\left(x_{i} x_{i}+x_{i} z_{j}+z_{j} z_{j}\right) \\
& +\sum_{i=l+k+1}^{n} \sum_{j=l+1}^{l+k}\left(x_{j} x_{j}+x_{j} z_{i}+z_{i} z_{i}\right) \sum_{i, j=l+k+1}^{n}\left(x_{i} x_{i}+x_{i} z_{j}+z_{j} z_{j}\right) \\
& +(n-l-1) \sum_{i, j=l+1}^{n} x_{i} z_{j}+(n-l) \sum_{i, j=l+1}^{i>j}\left(x_{i} x_{j}+z_{i} z_{j}\right) . \tag{15}
\end{align*}
$$

Since $x_{i} x_{i}+x_{i} z_{j}+z_{j} z_{j} \geq c\left(K_{1} \# K_{2}\right)$ for all $i, j \in\{1,2, \ldots, n\}$, and $x_{i} x_{i} \geq c\left(K_{1}\right)$ and $z_{i} z_{i} \geq c\left(K_{2}\right)$ for all $i \in\{l+1, l+2, \ldots, l+k\}$, Equation (15) is at least

$$
\begin{align*}
& k^{2}\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)+(n-l) k\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)+(n-l-k)^{2} c\left(K_{1} \# K_{2}\right) \\
& +(n-l-1) \sum_{i, j=l+1}^{n} x_{i} z_{j}+(n-l) \sum_{\substack{i, j=l+1 \\
i>j}}^{n}\left(x_{i} x_{j}+z_{i} z_{j}\right) . \tag{16}
\end{align*}
$$

It follows from $k \geq 0$ and $c(D)<n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ and therefore $c(\tilde{D})<$ $(n-l)\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ that

$$
\begin{align*}
(n-l)^{2}\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right) & >(n-l) k\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right) \\
& +(n-l-k)^{2} c\left(K_{1} \# K_{2}\right) \\
& +(n-l-1) \sum_{i, j=l+1}^{n} x_{i} z_{j} \\
& +(n-l) \sum_{\substack{i, j=l+1 \\
i>j}}^{n}\left(x_{i} x_{j}+z_{i} z_{j}\right) \\
\Longleftrightarrow(n-l-k)(n-l)\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right) & >(n-l-k)^{2} c\left(K_{1} \# K_{2}\right) \\
& +(n-l-1) \sum_{i, j=l+1}^{n} x_{i} z_{j} \\
& +(n-l) \sum_{i, j=l+1}^{n}\left(x_{i} x_{j}+z_{i} z_{j}\right) . \tag{17}
\end{align*}
$$

By construction there can not be any bicoloured triangles in the $\Gamma$-graph associated to the theta-curve of order $2(n-l-k)$ that results from $\tilde{D}$ by deleting the $x_{i}$ and $z_{i}$ with $i=l+1, l+2, \ldots, l+k$. Thus there are at least $\frac{1}{2}(n-l-k)^{2}$ crossings between arcs with indices larger than $l+k$.

Furthermore, by definition of $l$ and $k$ for every $i>l+k$ either $x_{i}$ or $z_{i}$ must cross $x_{j}$ or $z_{j}$ for all $j=l+1, l+2, \ldots, l+k$ at least once.

This gives

$$
\begin{align*}
(n-l-k)(n-l)\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)> & (n-l-k)^{2} c\left(K_{1} \# K_{2}\right)+(n-l-1) \\
& \times\left(\frac{1}{2}(n-l-k)^{2}+k(n-l-k)\right) . \tag{18}
\end{align*}
$$

Assume that $k<n-l$. Then we can divide by $(n-l-k)$ and obtain

$$
\begin{align*}
(n-l)\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right) & >(n-l-k) c\left(K_{1} \# K_{2}\right)+(n-l-1) \\
& \times\left(\frac{1}{2}(n-l-k)+k\right) \\
& =(n-l-k) c\left(K_{1} \# K_{2}\right)+(n-l-1) \frac{n-l+k}{2} \\
\Longleftrightarrow(n-l)\left(c\left(K_{1}\right)\right. & \left.+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+k c\left(K_{1} \# K_{2}\right) \\
& >(n-l-1) \frac{n-l+k}{2} . \tag{19}
\end{align*}
$$

If $c\left(K_{1} \# K_{2}\right)<\frac{1}{2}\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$, then

$$
\begin{align*}
&(n-l+k)\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)>(n-l-1) \frac{n-l+k}{2} \\
& \Longleftrightarrow c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)>\frac{n-l-1}{2} \tag{20}
\end{align*}
$$

which leads to a contradiction if $n-l \geq 2\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+1$. Note that by Lemma 3.6 we have $l \leq 2\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+1$. Therefore $k=n-l$ if $n \geq 4\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+2$, but this means that all arcs $x_{i}$ and $z_{i}$ whose corresponding vertices in $\Gamma(D)$ are not part of a bicloured triangle in $\Gamma(D)$ satisfy $x_{i} x_{i} \geq c\left(K_{1}\right)$ and $z_{i} z_{i} \geq c\left(K_{2}\right)$. Since the same is true for all arcs whose corresponding vertices in $\Gamma(D)$ are part of a bicoloured triangle, we have $c(D) \geq n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

Similarly, if $c\left(K_{1} \# K_{2}\right)>\frac{1}{2}\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$, we obtain a contradiction if $n \geq 2\left(c\left(K_{1}\right)+c\left(K_{2}\right)+1\right)$. Thus if $n \geq 2\left(c\left(K_{1}\right)+c\left(K_{2}\right)+1\right)$, then $k=n-l$ and therefore $c(D) \geq n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

Since $\theta_{K_{1}, K_{2}}^{n} \in \Omega_{K_{1}, K_{2}}^{n}$, we immediately obtain the following result.
Corollary 3.8. If $n \geq \max \left\{4\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+2,2\left(c\left(K_{1}\right)+\right.\right.$ $\left.\left.c\left(K_{2}\right)+1\right)\right\}$, then $c\left(\theta_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

## 4. Relations between composite knots and higher degree thetacurves

In this section we discuss relations between the $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)$ and $c\left(K_{1} \# K_{2}\right)$. In particular, we show that $c\left(K_{1} \# K_{2}\right) \geq \frac{1}{n^{2}} c\left(\Omega_{K_{1}, K_{2}}^{n}\right)$. From the previous section we know that if $n$ is sufficiently large, then $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+\right.$ $\left.c\left(K_{2}\right)\right)$. Thus finding low values for $n$ for which this equality holds is a way to obtain lower bounds of the form $c\left(K_{1} \# K_{2}\right) \geq \frac{1}{n}\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

Consider a minimal diagram of $K_{1} \# K_{2}$ and draw $n-1$ parallel curves to the diagram in $\mathbb{R}^{2}$ that are at most $\epsilon$ away from $D$ for some small $\epsilon>0$. Obviously, we typically do not know what the minimal diagram looks like, but the procedure is well-defined. We can think of these curves as a link diagram $D_{n}$, where many of the crossings have no determined signs yet (cf. Figure 7a)). We claim that we can choose the signs of these crossings and two points, where the parallel diagrams are glued together, such that we obtain a diagram of a theta-curve of degree $2 n$ that is an element of $\Omega_{K_{1}, K_{2}}^{n}$. In Figure 7 this can be done by choosing the signs such that the one copy of the knot diagram lies completely below the other. We can not assume that this is the case in general. Note that the diagram constructed in this way has $n^{2} c\left(K_{1} \# K_{2}\right)$ crossings and thus $n^{2} c\left(K_{1} \# K_{2}\right) \geq c\left(\Omega_{K_{1}, K_{2}}^{n}\right)$.

We call the process of choosing two points $n_{1}, n_{2}$ on a knot diagram and thereby dividing the knot into two arcs $\alpha_{1}$ and $\alpha_{2}$ a partition of the knot diagram.

Lemma 4.1. For all pairs of knots $K_{1}, K_{2}$, not both alternating, there is a partition $\alpha_{1} \cup \alpha_{2}=K_{1} \# K_{2}$ of any diagram of $K_{1} \# K_{2}$ such that for every $i \in\{1,2\}$ there is a crossing of $\alpha_{i}$ with itself.

Proof. Let $K_{1}$ and $K_{2}$ be knots not both alternating. Then $K_{1} \# K_{2}$ is not alternating. We pick a point $n_{1}$ on a diagram $D$ of $K_{1} \# K_{2}$ and consider the Gauss code starting at $n_{1}$ in an arbitrary direction.
a)

b)


Figure 7: a) A minimal diagram of $3_{1} \# 4_{1}$ with a parallel curve next to it. The black crossings indicate crossings with undetermined signs. b) A diagram of a thetacurve of degree 4 in $\Omega_{3_{1}, 4_{1}}^{2}$, constructed by choosing signs for the black crossings and gluing the parallel curves together in two nodes.

Let $n_{2} \neq n_{1}$ be a second point on the diagram and $\alpha_{1}$ the arc from $n_{1}$ to $n_{2}$ in the direction of the Gauss code.

Assume that $\alpha_{1}$ does not cross itself. This is equivalent to the position of $n_{2}$ on the knot diagram corresponding to a position in the Gauss code before an absolute value of a number appears for the second time in the Gauss code.

Similarly, $\alpha_{2}$, the other arc in the diagram, does not cross itself if and only if between the positions in Gauss code corresponding to $n_{2}$ and $n_{1}$ (in the direction of the Gauss code), no absolute value appears twice.

Assume now that no matter where we place $n_{2}$ on the knot diagram, there is an $i=1,2$ such $\alpha_{i}$ does not cross itself. Then no matter where we split the Gauss code into two pieces, one piece will not contain any absolute value twice.

This means that every crossing must be visited once before the first instance of a crossing being visited for a second time, i.e. the first half of the Gauss code modulo signs reads $1,2, \ldots, c(D)$. Now let $k \in\{1,2, \ldots, c(D)-1\}$ and assume that the crossing $k+1$ is visited the second time before $k$ is visited the second time. Then we could divide the Gauss code into two pieces, one of which contains both occurrences of the $k$ and $-k$ and the other both occurrences of $k+1$ and $-(k+1)$. Hence we found a partition where both $\alpha_{1}$ and $\alpha_{2}$ cross themselves.

If for every $k$ the crossing $k+1$ is visited the second time after crossing $k$ is visited the second time, then the sequence which is the absolute value of
the Gauss code sequence is $1,2, \ldots, c(D), 1,2, \ldots, c(D)$. It is easy to see that a knot that allows a diagram with such a Gauss code must be alternating, contradicting the assumption that $K_{1}$ and $K_{2}$ are not both alternating.

By Lemma 4.1 if $K_{1}$ and $K_{2}$ are not both alternating we can glue the link diagram $D_{n}$ of $n$ parallel copies of the diagram of $K_{1} \# K_{2}$ such that each of the edges of the resulting embedded graph crosses itself. Call the resulting diagram (with some undetermined crossing signs) $\tilde{D}$. We claim that now we can choose the signs of the crossings that are not determined yet in such a way that the resulting theta-curve of order $2 n$ is in $\Omega_{K_{1}, K_{2}}^{n}$, i.e. there are $n$ blue $\operatorname{arcs} x_{i}$ and $n$ red arcs $z_{i}$ such that for all $i$ and $j$ the knot $x_{i} \cup z_{j}$ is $K_{1} \# K_{2}$ and none of $x_{i} \cup x_{i}$ and $z_{i} \cup z_{i}$ is the unknot or $K_{1} \# K_{2} \# K_{1} \# K_{2}$.

Lemma 4.2. We can choose the signs of the crossings of $\tilde{D}$ that are not determined yet in such a way that $\tilde{D}$ is a diagram of a theta-curve of degree $2 n$ in $\Omega_{K_{1}, K_{2}}^{n}$.

Proof. Note that by construction $x_{i} \cup z_{j}, i, j=1,2, \ldots, n$, is the original diagram $D$ of $K_{1} \# K_{2}$, where we deleted the information about the signs of the crossings. We can thus choose the signs of the crossings of $x_{i}$ with $z_{j}$ and the signs of crossings of $x_{i}$ and $z_{j}$ with themselves such that $x_{i} \cup z_{j}=K_{1} \# K_{2}$ for all $i$ and $j$.

We now need to determine the signs of the crossings of $x_{i}$ with $x_{j}$ and $z_{i}$ with $z_{j}, i \neq j$. Note that $x_{i}$ and $x_{j}$ are two parallel arcs. So for each crossing between them, there is a cluster of four crossings, one of $x_{i}$ with itself, one of $x_{j}$ with itself (both of whose crossings have been already determined to carry identical signs) and two crossings of $x_{i}$ with $x_{j}$.

If for every such 4 -crossing we choose to give the crossings of $x_{i}$ and $x_{j}$ the same sign as the corresponding crossings of $x_{i}$ with itself and $x_{j}$ with itself, then $x_{i}$ and $x_{j}$ are two parallel curves glued together at their ends and hence $x_{i} \cup x_{j}$ is the unknot. We can move the ends, where $x_{i}$ and $x_{j}$ are glued together, through the knot to untie it.

Instead we pick one such 4-crossing, which exists by Lemma 4.1 for each pair $\left(x_{i}, x_{j}\right)$ and $\left(z_{i}, z_{j}\right)$. For all the others we distribute signs exactly as above, but for the one we picked we give the two crossings between $x_{i}$ and $x_{j}$ different signs. Then as we slide the ends of the curves through the knot as in the previous case, we obtain a diagram as in Figure 8 b). It shows that the resulting knot is a Whitehead double of some knot $K$.


Figure 8: a) Doubling the strands turns every crossing into a 4-crossing, where two of the signs are given. Choosing the remaining signs results either in a diagram of a non-trivial Whitehead double of a knot $K(\mathrm{~b})$ or in a trefoil (c).

The only case where this Whitehead double is the unknot is if it is the untwisted Whitehead double of the unknot. In all other cases it is prime and therefore we have found a choice of signs for which $x_{i} \cup x_{j}$ is neither the unknot nor $K_{1} \# K_{2} \# K_{1} \# K_{2}$.

If $K$ is the unknot and the Whitehead double is untwisted, we can change one of the crossings in the 4 -crossing that we picked, so that now the two crossings between $x_{i}$ and $x_{j}$ both have different signs from the crossings of $x_{i}$ and $x_{j}$ with themselves. In this case the diagram that we obtain is the trefoil (Figure 8 c )).

Therefore, we can always choose the signs of the crossings in such a way that $x_{i} \cup z_{j}=K_{1} \# K_{2}$ and $x_{i} \cup x_{j}$ and $z_{i} \cup z_{j}$ are neither the unknot nor $K_{1} \# K_{2} \# K_{1} \# K_{2}$ for all $i, j=1,2, \ldots, n$.

Note that for alternating knots the additivity of the crossing number is known, so the next proposition follows from the previous lemmas and the opening remarks to this section.

Proposition 4.3. For every $n \in \mathbb{Z}_{>0}$ we have $c\left(K_{1} \# K_{2}\right) \geq \frac{1}{n^{2}} c\left(\Omega_{K_{1}, K_{2}}^{n}\right)$.
As mentioned before, Proposition 4.3 opens up the possibility of finding lower bounds for $c\left(K_{1} \# K_{2}\right)$ by finding low $n$ such that $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+\right.$ $\left.c\left(K_{2}\right)\right)$, since then $c\left(K_{1} \# K_{2}\right) \geq \frac{1}{n}\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

Note that the $\Gamma$-graph associated to the constructed diagram $\tilde{D}$ (after the signs have been assigned) does not contain a bicoloured triangle. The next corollary follows directly.

Corollary 4.4. Let $n \in \mathbb{Z}_{\geq 2}$ such that every diagram $D$ of any theta-curve $\theta \in \Omega_{K_{1}, K_{2}}^{n}$ such that $\Gamma(D)$ does not have any bicoloured triangles satisfies $c(D) \geq n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$. Then $c\left(K_{1} \# K_{2}\right) \geq \frac{1}{n}\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

Lemma 3.5 shows that such values for $n$ exist. For example, the value of $n=2\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+1$ found in Lemma 3.5 gives $c\left(K_{1} \# K_{2}\right) \geq$ $\frac{c\left(K_{1}\right)+c\left(K_{2}\right)}{2\left(c\left(K_{1}\right)+c\left(K_{2}\right)-c\left(K_{1} \# K_{2}\right)\right)+1}$, which is trivial. However, if we could improve on the value of $n$, then we would obtain a new lower bound for $c\left(K_{1} \# K_{2}\right)$.

## 5. Other graphs

In this section we consider graphs with more than two nodes starting with the example graph $\oplus$ with four 3 -valent vertices connected by edges in a circle and one 4 -valent vertex that is connected to every other vertex by an edge. We want to think of this graph as two theta-graphs glued together in a neighbourhood of one of their vertices.

The set of theta-curves also comes with a notion of connected sum. We can orient the edges of a theta-curve such that one of its vertices is a source $n_{1}$ and the other is a sink $n_{2}$. Then the connected sum of two theta-curves, $\theta_{1}$ and $\theta_{2}$, is formed by deleting a neighbourhood of $n_{2}$ of $\theta_{1}$ and a neighbourhood of $n_{1}$ of $\theta_{2}$ and gluing the theta-curves together on the open ends of their arcs, joining arcs with the same labels $x, y$ and $z$ respectively. In order to make this a natural operation we should consider two embedded graphs to be equivalent iff they are related by an ambient isotopy that does not change the clockwise order in which the arcs meet the node.

Note that the connected sum commutes with tying knots into one of the arcs, in particular $\theta_{K_{1}, K_{2}} \# \theta_{K_{3}, K_{4}}=\theta_{K_{1} \# K_{3}, K_{2} \# K_{4}}$. This means that if the crossing number of theta-curves is additive under connected sum, then the crossing number of knots is also additive (simply take $K_{2}$ and $K_{4}$ to be the unknot).

A fundamental concept of Section 2 can now easily be generalised to $\oplus$ (and in fact beyond). The step from knots to theta-curves in Section 2 is adding an extra arc, which we will think of as adding the part of the knot (or in this case the theta-curve) that was deleted in the process of the connected sum. In the case of the connected sum of two theta-curves adding the deleted part back in results in $\oplus$.

We label the edges of this graph as follows: We fix one of the 3 -valent vertices $n_{1}$ and denote the edges connected to $n_{1}$ by $x_{1}, y_{1}$ and $z_{1}$. The only


Figure 9: The planar embedding of the $\oplus$-graph with labelled edges.

3 -valent vertex that is not connected to $n_{1}$ is called $n_{2}$ and edges connecting to $n_{2}$ have labels $x_{2}, y_{2}$ and $z_{2}$ such that $x_{1}$ and $x_{2}$ (and similarly $y_{1}$ and $y_{2}$ as well as $z_{1}$ and $z_{2}$ ) meet at a vertex. The two edges that are left are called $h_{1}$ and $h_{2}$.

Consider now an embedding of $\oplus$ where a copy of $K_{1}$ is tied into $x_{1}$ and $z_{2}$ of the planar $\oplus$ and a copy of $K_{2}$ is tied into each of the edges $z_{1}$ and $x_{2}$, which we denote by $\oplus_{K_{1}, K_{2}}$. Then for each $i \in\{1,2\}$ deleting $x_{i}, y_{i}$ and $z_{i}$ results in a diagram of a theta-curve $\theta_{K_{1}, K_{2}}$. In other words

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}\right)+h_{1} h_{1}+h_{2} h_{2}+h_{1} h_{2} \geq 2 c\left(\theta_{K_{1}, K_{2}}\right)+\sum_{(k, l) \in\{x, y, z\}^{2}} k_{1} l_{2} . \tag{21}
\end{equation*}
$$

On the other hand, deleting the edges $h_{1}$ and $h_{2}$ results in the theta-curve $\theta_{K_{1} \# K_{2}, K_{1} \# K_{2}}$. We thus have a situation that is similar to that of Section 2, where

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}\right) \geq c\left(\theta_{K_{1} \# K_{2}, K_{1} \# K_{2}}\right), \tag{22}
\end{equation*}
$$

and equality is equivalent to $c\left(\theta_{K_{1} \# K_{2}, K_{1} \# K_{2}}\right)=2 c\left(\theta_{K_{1}, K_{2}}\right)$. Since

$$
\begin{equation*}
c\left(\theta_{K_{1} \# K_{2}, K_{1} \# K_{2}}\right) \leq 2 c\left(K_{1} \# K_{2}\right), \tag{23}
\end{equation*}
$$

this then is equivalent to $c\left(K_{1} \# K_{2}\right)=c\left(\theta_{K_{1}, K_{2}}\right)$ and by Proposition 2.1 to the additivity of the crossing number.

Analogously, we can define the connected sum of two theta-curves of any degree (cf. Figure 10).

Let $\oplus^{n, k}$ denote the graph (as in Figure 11a)) with $k$ vertical edges and $2 n$ rows of horizontal edges. Let $\oplus_{K_{1}, K_{2}}^{n, k}$ denote the spatial graph that is obtained from the planar embedding of $\oplus^{n, k}$ by tying in each column $n$ of the horizontal edges into $K_{1}$ and the remaining $n$ horizontal edges into $K_{2}$,


Figure 10: Two 4-theta-curves (a) are added with the connected sum operation (b).
such that at every node an arc with a $K_{1}$ meets an arc with a $K_{2}$ (cf. Figure 11b)). We denote by $\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}$ the graph (cf. Figure 11c)) that results from $\oplus_{K_{1}, K_{2}}^{n, k}$ by deleting the $i$ th vertical edge. Note that $\oplus_{K_{1} \# K_{2}, K_{1} \# K_{2}}^{n, 0}=\mathrm{G}_{K_{1}, K_{2}}^{n, 1,1}$.

Lemma 5.1. For all positive integers $n, k$ and $i$ we have

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n-i-1}\right)+c\left(\oplus_{K_{1}, K_{2}}^{n, k-i}\right) \geq c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right) \geq c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}\right) . \tag{24}
\end{equation*}
$$

Furthermore, if $c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}\right)$, then

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right)=c\left(\oplus_{K_{1}, K_{2}}^{n, i-1}\right)+c\left(\oplus_{K_{1}, K_{2}}^{n, k-i}\right) . \tag{25}
\end{equation*}
$$

Proof. Equation (24) is almost immediate. We can form the connected sum of $\oplus_{K_{1}, K_{2}}^{n-i-1}$ and $\oplus_{K_{1}, K_{2}}^{n, k-i}$ using their minimal diagrams. Since this process involves deleting a small neighbourhood of two vertices, we can add an unknotted arc to form a diagram of $\oplus_{K_{1}, K_{2}}^{n, k}$ with $c\left(\oplus_{K_{1}, K_{2}}^{n-i-1}\right)+c\left(\oplus_{K_{1}, K_{2}}^{n, k-i}\right)$ many crossings. Deleting the $i$ th vertical edge in the minimal diagram of $\oplus_{K_{1}, K_{2}}^{n, k}$ results in a diagram of $\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}$, which proves the inequality on the right hand side of Equation (24).


Figure 11: a) $\oplus^{2,2}$. b) $\oplus_{K_{1}=3_{1}, K_{2}=4_{1}}^{2,2}$ is an embedding of the graph $\oplus^{2,2}$. c) A diagram of $\mathrm{G}_{3_{1}, 4_{1}}^{2,2,1}$. d) Cutting a diagram of $\oplus_{3_{1}, 4_{1}}^{2,2}$ along the first vertical edge. e) Resolution of the nodes in c) to close d) to a diagram of $\oplus_{3_{1}, 4_{1}}^{2,0}$ and $\oplus_{3_{1}, 4_{1}}^{2,1}$.f) The resulting diagram of $\oplus_{3_{1}, 4_{1}}^{2,0}$ and $\oplus_{3_{1}, 4_{1}}^{2,1}$.

If $c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}\right)$, then the $i$ th vertical edge in the minimal diagram of $\oplus_{K_{1}, K_{2}}^{n, k}$ is not involved in any crossings, neither with itself nor with any other edge of the spatial graph. Otherwise deleting the $i$ th vertical edge in the minimal diagram of $\oplus_{K_{1}, K_{2}}^{n, k}$ would result in a diagram of $\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}$ with strictly less than $c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}\right)$ crossings. We can therefore cut $\oplus_{K_{1}, K_{2}}^{n, k}$ along the $i$ th arc to obtain two spatial graphs (as in Figure 11d)), whose open ends can be joined in one vertex without introducing any crossings.

This can be seen as follows. The $i$ th vertical edge in the minimal diagram of $\oplus_{K_{1}, K_{2}}^{n, k}$ has $2 n$ vertices on it, 2 of valency 3 and $2(n-1)$ of valency 4 . We cut the diagram along the $i$ th vertical edge and now want to connect the open ends of the remaining diagram without introducing extra crossings. We start with one of the endpoints of the deleted edge, i.e. one of the nodes that had valency 3 in $\oplus_{K_{1}, K_{2}}^{n, k}$. We follow the deleted $i$ th vertical edge until we encounter the next node. We resolve this node as in Figure 11e) in a similar fashion to the proof of Proposition 3.2. Now we have two parallel curves that follow the deleted $i$ th vertical edge until the next vertex, that also gets resolved accordingly. This process continues until all $2 n-1$ parallel arcs are glued to the last remaining open end. It is clear that this results in a diagram of $\oplus_{K_{1}, K_{2}}^{n, i-1}$ and of $\oplus_{K_{1}, K_{2}}^{n, k-i}$ as in Figure 11f). Furthermore, this closing procedure does not lead to any new crossings, since all added arcs are parallel to the deleted $i$ th vertical edge, which was not involved in any crossings.

This results in a diagram of $\oplus_{K_{1}, K_{2}}^{n, i-1}$ and of $\oplus_{K_{1}, K_{2}}^{n, k-i}$, which shows that $c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right) \geq c\left(\oplus_{K_{1}, K_{2}}^{n, i-1}\right)+c\left(\oplus_{K_{1}, K_{2}}^{n, k-i}\right)$. Equation (25) then follows from Equation (24).

Similar arguments apply to the spatial graph $\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}$ as well.
Lemma 5.2. For all positive integers $n, k$ and $i \neq(k+1) / 2$ we have

$$
\begin{equation*}
c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}\right) \leq c\left(\oplus_{K_{1}, K_{2}}^{n, \min \{i-1, k-i\}}\right)+c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k-1-\min \{i-1, k-i\}, s}\right) \tag{26}
\end{equation*}
$$

where

$$
s= \begin{cases}i & \text { if } i-1<k-i,  \tag{27}\\ i-(k-i)-1 & \text { if } i-1>k-i\end{cases}
$$

Proof. First note that the case of $i-1=k-i$ cannot occur, since then $i=(k+1) / 2$. Hence $s$ is well-defined.

We can form the connected sum of $\oplus_{K_{1}, K_{2}}^{n, \min \{i-1, k-i\}}$ and $\mathrm{G}_{K_{1}, K_{2}}^{n, k-\min \{i-1, k-i\}, s}$ using their minimal diagrams. Since the connected sum involves deleting neighbourhoods of two nodes, we can add an extra arc to obtain a diagram of $\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}$ without adding any extra crossings. Therefore the minimal crossing number of $\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}$ is at most

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n, \min \{i-1, k-i\}}\right)+c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k-1-\min \{i-1, k-i\}, s}\right) . \tag{28}
\end{equation*}
$$

Furthermore, Proposition 2.1 generalizes to the following statement.
Proposition 5.3. If there exist positive integers $n, k$ and $m$ such that $c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}\right)$ holds for $i=k / m$ or $i=\frac{m-1}{m} k+1$, then $c\left(K_{1} \# K_{2}\right)=$ $c\left(K_{1}\right)+c\left(K_{2}\right)$.

Proof. We start with $m=1$, so $i=1$ or $i=k$. We assume that $i=1$. The case of $i=k$ can be proven analogously. By Lemma $5.1 c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right)=$ $c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, 1}\right)$ implies that

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right)=c\left(\oplus_{K_{1}, K_{2}}^{n, 0}\right)+c\left(\oplus_{K_{1}, K_{2}}^{n, k-1}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, 1}\right) . \tag{29}
\end{equation*}
$$

Using Equation (26) with $i=1$,

$$
\begin{equation*}
c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, 1}\right) \leq c\left(\oplus_{K_{1}, K_{2}}^{n, 0}\right)+c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k-1,1}\right), \tag{30}
\end{equation*}
$$

we get

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n, k-1}\right) \leq c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k-1,1}\right) \tag{31}
\end{equation*}
$$

which by Lemma 5.1 implies

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n, k-1}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k-1,1}\right) . \tag{32}
\end{equation*}
$$

We have just shown that if $c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, 1}\right)$, then the same equality holds for $k-1$. Iterating this process shows that

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n, 1}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, 1,1}\right)=2 c\left(\oplus_{K_{1}, K_{2}}^{n, 0}\right) \tag{33}
\end{equation*}
$$

Note that $\mathrm{G}_{K_{1}, K_{2}}^{n, 1,1}=\theta_{K_{1} \# K_{2}, K_{1} \# K_{2}}^{n}$, so in particular

$$
\begin{equation*}
c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, 1,1}\right) \leq 2 n c\left(K_{1} \# K_{2}\right) \tag{34}
\end{equation*}
$$

Using Equation (33) we obtain

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n, 0}\right) \leq n c\left(K_{1} \# K_{2}\right) \tag{35}
\end{equation*}
$$

Note that $\oplus_{K_{1}, K_{2}}^{n, 0}=\theta_{K_{1}, K_{2}}^{n}$ and $c\left(\theta_{K_{1}, K_{2}}^{n}\right) \geq n c\left(K_{1} \# K_{2}\right)$ (by Corollary 3.1) and thus we have $c\left(\theta_{K_{1}, K_{2}}^{n}\right)=n c\left(K_{1} \# K_{2}\right)$, which by Corollary 3.1 implies that $c\left(K_{1} \# K_{2}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)$.

Now we assume that we have $c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}\right)$ with $i=k / m$ or $i=\frac{m-1}{m} k+1$ for some $m>1$. In particular, $i \neq \frac{k+1}{2}$.

It follows again from Lemma 5.1 that

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n, k}\right)=c\left(\oplus_{K_{1}, K_{2}}^{n, i-1}\right)+c\left(\oplus_{K_{1}, K_{2}}^{n, k-i}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k, i}\right) . \tag{36}
\end{equation*}
$$

Combining Equation (36) and Equation (26) gives

$$
\begin{align*}
c\left(\oplus_{K_{1}, K_{2}}^{n, \min \{i-1, k-i\}}\right) & +c\left(\oplus_{K_{1}, K_{2}}^{n, \max \{i-1, k-i\}}\right)=c\left(\oplus_{K_{1}, K_{2}}^{n, i-1}\right)+c\left(\oplus_{K_{1}, K_{2}}^{n, k-i}\right) \\
& \leq c\left(\oplus_{K_{1}, K_{2}}^{n, \min \{i-1, k-i\}}\right)+c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k-1-\min \{i-1, k-i\}, s}\right) \tag{37}
\end{align*}
$$

with $s$ as in Equation (27).
Canceling $c\left(\oplus_{K_{1}, K_{2}}^{n, \min \{i-1, k-i\}}\right)$ leaves us with

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n, \max \{i-1, k-i\}}\right) \leq c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k-1-\min \{i-1, k-i\}, s}\right) \tag{38}
\end{equation*}
$$

which implies

$$
\begin{equation*}
c\left(\oplus_{K_{1}, K_{2}}^{n, \max \{i-1, k-i\}}\right)=c\left(\oplus_{K_{1}, K_{2}}^{n, k-1-\min \{i-1, k-i\}}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, k-1-\min \{i-1, k-i\}, s}\right), \tag{39}
\end{equation*}
$$

since $\max \{i-1, k-i\}=k-1-\min \{i-1, k-i\}$. This means we have another set of positive integers $\left(n, k^{\prime}, i^{\prime}\right)=(n, k-1-\min \{i-1, k-i\}, s)$ with $c\left(\oplus_{K_{1}, K_{2}}^{n, k^{\prime}}\right)=c\left(G_{K_{1}, K_{2}}^{n, k^{\prime}, i^{\prime}}\right)$.

If $i=k / m$, then $i-1<k-i$ and we find that $s=k / m$ and $k^{\prime}=$ $k-i=\frac{m-1}{m} k$ and hence $s=k^{\prime} /(m-1)$. Repeating this process, we obtain
$c\left(\oplus_{K_{1}, K_{2}}^{n, \tilde{k}}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, \tilde{k}, \tilde{i}}\right)$ for some $\tilde{i}=\tilde{k}$, which by the remarks above implies that $c\left(K_{1} \# K_{2}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)$.

If $i=\frac{m-1}{m} k+1$, then $i-1>k-i$ and we obtain $s=2 i-k-1=\frac{m-2}{m} k+1$ and $k^{\prime}=i-1=\frac{m-1}{m} k$. Therefore $s=\frac{m-2}{m-1} k^{\prime}+1$. Repeating this process, we obtain $c\left(\oplus_{K_{1}, K_{2}}^{n, \tilde{k}}\right)=c\left(\mathrm{G}_{K_{1}, K_{2}}^{n, \tilde{k}, \tilde{i}}\right)$ for some $\tilde{k}$ and $\tilde{i}=1$, which again implies $c\left(K_{1} \# K_{2}\right)=c\left(K_{1}\right)+c\left(K_{2}\right)$.

At the moment it seems unlikely that one could solve the crossing number conjecture by finding values for $n, k$ and $i$ for which the condition in Proposition 5.3 is satisfied. It is more promising to aim for a pure existence statement. This is of course highly speculative, but the hope is that the situation becomes similar to the one in Section 3, where it is very hard for a given $n$ to decide whether $c\left(\theta_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$, but we know that if $n$ is large enough, then the equality is satisfied.

There are multiple other ways that one could extend the results outlined here to other types of graphs, all of which seem to give some inequalities and conditional results. It is a part of ongoing research, whether the results obtained by studying some of these graphs actually give us something new, something that we can not find by studying higher degree theta-curves.

Throughout this article we have worked under the assumption that $K_{1}$ and $K_{2}$ are prime. Many of the stated results remain true if we drop this assumption. Notably, for large enough $n$ the minimal crossing number of $\theta_{K_{1}, K_{2}}^{n}$ is equal to $n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$. The definition of $\Omega_{K_{1}, K_{2}}^{n}$ has to be slightly adjusted. In particular, $x_{i} \cup x_{j}$ and $z_{i} \cup z_{j}$ are not allowed to be of the form $K \# K$, if $K$ is any summand of $K_{1} \# K_{2} \# K_{1} \# K_{2}$ other than $K_{1}$ or $K_{2}$. With this definition we again obtain that for large enough $n$ the crossing number satisfies $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$.

The results from Section 4 also remain largely true. Since the signs in the construction of $\tilde{D}$ can be chosen in such a way that $x_{i} \cup x_{j}$ and $z_{i} \cup z_{j}$ are always either a trefoil or the Whitehead double of a non-trivial knot (all of which have genus 1 and are therefore prime), $\tilde{D}$ is the diagram of a higher degree theta-curve in $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)$. Thus we again have $c\left(K_{1} \# K_{2}\right) \geq \frac{1}{n^{2}} c\left(\Omega_{K_{1}, K_{2}}^{n}\right)$ for all $n$.

One difference in the setting of composite summands is that $\Gamma(\tilde{D})$ could have triangles even if $c\left(K_{1} \# K_{2}\right) \neq c\left(K_{1}\right)+c\left(K_{2}\right)$. Namely, there could be some prime summand $K$ of $K_{1} \# K_{2}$ such that $c\left(K_{1} \# K_{2}\right)=c(K)+c\left(K^{\prime}\right)$, where $K_{1} \# K_{2}=K \# K^{\prime}$.

Thus any lower bound for $c\left(K_{1} \# K_{2}\right)$ that is obtained by finding $n$ such that $c\left(\Omega_{K_{1}, K_{2}}^{n}\right)=n\left(c\left(K_{1}\right)+c\left(K_{2}\right)\right)$ does not relate the crossing number of a composite knot to the crossing numbers of its prime summands, but rather the crossing numbers of some decomposition into two summands, $K$ and $K^{\prime}$.
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