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Abstract 

 
The rapidly-evolving demand of applications using wireless sensor networks in several areas such as 
building and industrial automation or smart cities, among other, makes it necessary to determine and 
provide QoS support mechanisms which can satisfy the requirements of applications. In this paper we 
propose a mechanism that establishes different QoS levels, based on Publish/Subscribe model for 
wireless networks to meet application requirements, to provide reliable delivery of packet and 
timeliness. The first level delivers packets in a best effort way. The second one intends to provide 
reliable packet delivery with a novel approach for Retransmission Timeout (RTO) calculation, which 
adjusts the RTO depending on the subscriber Packet Delivery Ratio (PDR). The third one provides 
the same reliable packet delivery as the second one, but in addition, it provides data aggregation trying 
to be efficient in terms of energy consumption and the use of network bandwidth. The last one provides 
timeliness in the packet delivery. We evaluate each QoS Level with several performance metrics such 
as PDR, Message Delivery Ratio, Duplicated and Retransmitted Packet Ratio and Packet Timeliness 
Ratio to demonstrate that our proposal provides significant improvements based on the increase of the 
PDR obtained. 
 
 
Keywords: wireless sensor networks, publish/subscribe protocols, packet delivery, timeliness, data 
aggregation. 

1. Introduction 
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Wireless Sensor Networks (WSNs) [1] are a collection of different types of nodes with the capability 
of sensing and communicating with other sensors and platforms. These elements are able to detect 
events and notify them through wireless links. The widespread deployment of WSN based applications 
that can be used in environmental monitoring, traffic and building management, battlefield 
surveillance, and home automation, have demonstrated that WSNs are one of the most promising 
technologies to obtain information from the environment and provide event service. In this sense, 
Publish/Subscribe communication model [2, 3] has been adopted, in most cases, for the design of 
event services in WSNs to deploy many of the applications in the aforementioned areas. Fig.1 shows 
the basic elements of a general Publish/Subscribe architecture. It consists on the subscribers who have 
the ability to express their interest in events produced by publishers [4]. A subscription is the process 
of registering interest in an event. Publishers are the elements that generate certain information. In 
addition, a node called broker, manages subscriptions, stores them, and sends publications to the 
subscriber nodes. Also, this broker node could be used as an interconnection component among other 
networks; meaning that it could serve as a Gateway for external networks such as Internet. However, 
in this article we focus on the events caused by the Publish/Subscribe communication model inside 
the WSN. 
 

 
Fig. 1. General Publish/Subscribe Architecture 

 
Decoupling in time is the strength of this model so that publishers and subscribers do not need to 

be actively participating simultaneously in the event interaction. Furthermore, as publishers and 
subscribers do not need to know about each other, we can assume that the model is also decoupled in 
space. Another relevant event interaction is its asynchronous manner of working. In other words, an 
event can be asynchronously notified to a subscriber while it is simultaneously performing some 
activity; meanwhile, publishers are not blocked while producing events. This allows greater scalability 
and flexibility and provides a more dynamic network topology, making it appropriate for applications 
based on WSN. However, WSNs face several barriers or challenges to be widely adopted for the 
industry. One of the most important challenges is the lack of QoS support to meet applications 
requirements, mainly in the reliable data delivery, and the timeliness of the data delivery. 

Today, the paradigm of Smart City [5, 6] is an application scenario for the Publish/Subscribe model. 
The proper operation of critical infrastructures such as gas, water, and electric systems play an 
important role in ensuring the welfare of the population. Providing a smart way to monitor and 
maintain the functioning and operation of the components of these critical infrastructures could save 
on maintenance and repair costs. Moreover, it would provide a continuous service for citizens. We 
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consider that WSN technologies and the use of Publish/Subscribe model can be a solution for this 
purpose. 

For example, consider a scenario where wireless sensors are deployed to monitor electrical 
substation environmental parameters as temperature, humidity or physical security. The sensors are 
attached to different places such as power transformer, power lines and so on.   

For this scenario, there are different types of messages such as normal operation message, alarm 
message and critical status message. The application needs to meet different QoS requirements for 
each of these messages. For example, a normal operation message should be delivered without 
reliability since it does not require performing an action, this could be the case of normal temperature 
values from the power transformer. However, if the temperature of substation is too high, the power 
equipment might not work normally. In this situation, alarm message should be transmitted to control 
the air-conditioning, to adjust automatically according to the temperature. Thus, it is crucial that sensor 
networks provide a reliable delivery of every alarm message back to the application to register 
abnormal conditions and to perform a proper action. Several works have proposed reliability 
mechanisms to satisfy this requirement. Most of them propose a fixed retransmission scheme [7-15]; 
however, they do not consider the network conditions that are crucial to calculate an appropriated 
RTO value.   

Another use case is considering the example, of electrical substations with several movement 
sensors   detecting unauthorized intrusions. The sensed data has a deadline, that is, it needs to be 
delivered within a time-limited bound to react properly to risky situations in real-time. This would be 
a use case for critical messages. In this sense, there are few proposals that focus on this issue where 
they satisfy this requirement only through priority mechanisms [8,10,11,16,17] in which a packet with 
a defined deadline is sent first than the rest of the others. These proposals do not consider whether the 
deadline of packets has expired before reaching destination.  

In the above realistic scenario, the Publish/Subscribe model is a feasible communication model 
since there are a large number of nodes that publish data from its different environmental sensors 
(publisher nodes) and a small number of nodes that are interested to receive and consume this data 
(subscriber nodes). Moreover, one of the advanced features of this model is to support QoS in terms 
of reliability and timeliness. QoS in WSNs can be characterized by reliability, timeliness, robustness, 
availability, and security, among others depending on the type of target application [18].  

Considering the above mentioned application scenario and the presented QoS requirements 
application as a motivation, we propose in this article a mechanism that establishes different QoS 
levels to provide reliable packet delivery and timeliness based on Publish/Subscribe model for wireless 
sensor networks to meet application requirements. The first level (QoS0) is oriented to deliver packets 
in a best effort way. The second one (QoS1) intends to provide reliable packet delivery with a novel 
approach for Retransmission Timeout (RTO) calculation. The third one (QoS2) provides the same 
reliable packet delivery as the second one, but in addition provides data aggregation [19-21] with the 
aim to be efficient in terms of energy consumption and the use of network bandwidth. The last one 
(QoS3) provides the same reliable packet delivery packet as the second one but providing mainly a 
timeliness in the packet delivery.  

The structure of the rest of the paper is as follows. Section 2 defines the proposed mechanism to 
provide QoS levels in an adaptive manner and presents a comparison with other proposals. In Section 
4, we discuss and analyse the performance and evaluation tests. Finally, Section 5 presents the 
conclusions. 

2. Publish Subscribe and Quality of Service 
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Before detailing the different levels of quality of service proposed in this work, it is important to 
present the general operation of the Publish/Subscribe protocol. Fig. 2, shows that the 
Publish/Subscribe service mechanism is located between the Application layer and the rest of the other 
layers in the protocol stack for all nodes: publisher, broker and subscriber. On the Publisher node, the 
Application layer is responsible of generating event packets that are transmitted to the Broker node, 
where Publish/Subscribe protocol is in charge of verifying subscriber lists and performing QoS 
mechanism to satisfy subscriber nodes requirements. Finally, Application layer on Subscriber nodes 
receives event packets.  
 

 
Fig. 2. Publish/Subscribe protocol stack 

 
The transport protocol used is UDP since there are three fundamental problems with TCP over 

constrained-node networks, such as WSN. First, TCP has an increased header size compared with that 
of UDP (this issue is greater in 6LoWPAN networks, where header compression reduces UDP header 
even further, but no header compression has been defined for TCP). Secondly, TCP is not compatible 
with multicast, while many use cases in constrained-node networks involve multicast-type traffic (e.g. 
a user turning on a group of lights in a building). Finally, a TCP receiver provides feedback to a TCP 
sender regardless of the application on top. However, some applications in constrained-node networks 
may not require end-to-end reliability, but might benefit from saving energy and bandwidth if 
reliability is not used. It should also be noted that TCP does not allow flexibility on the type of service 
provided. 

2.1 QoS Levels Proposal 

In this section, we describe each one of the QoS levels we proposed in order to meet the requirements 
regarding to reliability and timeliness of delivery packet. QoS level 2 and QoS level 3 are based on 
QoS level 1, therefore we only explain the common mechanisms in QoS level 1 section. We have three 
diferent QoS levels in order to compare the efects of reliable packet delivery with and without 
aggregation and timeliness. As stated before, aggregation has the aim to be efficient in terms of energy 
consumption and the use of network bandwidth, and timeliness provides timer application 
requirements. 

2.1.1 QoS Level 1 (Reliable Packet Delivery) 

If we take into account reliable packet delivery, some aspects must be considered. Packets losses occur 
due to the specific nature of the wireless links, or network congestion caused by multiple nodes 
attempting to transmit its data. A common approach to provide reliable delivery of packets is to use 
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the acknowledgments (ACK) and the lost packet retransmission. Several protocols as we mentioned 
above [7, 8-15, 22,23] propose different mechanisms to determine the appropriate retransmission 
timeout (RTO) in order to consider that a packet is lost and transmit it again. Aspects such as number 
of duplicate received packets, number of retransmitted packets, and number of received packets should 
be considered when designing a RTO mechanism because that could result in increasing resources 
consumption in an unnecessary manner such as: network bandwidth, energy, processing, and the 
decrement of the Packet Delivery Ratio (PDR).  

In our work, in order to provide a reliable delivery packet, we propose a new approach to 
determine the RTO considering the aforementioned important aspects about RTO design in order to 
use efficiently the resources of the WSN. Specifically, we will use the the RTO mechanism that uses 
a K parameter to calculate the RTO previously presented in [4]. In this work, we proposed to use the 
same algorithm to compute the RTO value in the same way as RFC 6298 [23], but not using the Round 
Trip Time variance (RTTVAR), instead of this, we proposed the multiplication of Smoothed RTT 
(SRTT) by a K factor. In previous works, we studied the effect of different fixed K values in order to 
improve the PDR in the subscriber nodes. In the present work, we adjust the K value in a dynamic 
way by using a feedback information from the subscriber nodes. 

2.1.1.1 Proposed adaptive RTO mechanism 

Generally, the calculation of RTO takes RTT as a parameter to estimate the condition of the 
network. Once the RTO expires, it assumes that the data packet was lost, however it does not consider 
other causes such as the loss of the confirmation packet or unexpected delays. This absence of further 
information could result in an unsuitable calculation of RTO and it does not reflect other cases or 
situations. With additional information from the receiver such as received data packets, duplicate 
confirmation and the measured PDR, we can adjust the value of RTO for subsequent transmissions. 

As stated in [4], then, we propose the RTO calculation by multiplying the estimated SRTT by a 
K parameter:  

	 	     (1) 
 

The SRTT calculation is the one proposed in RFC 6298 [31] and is performed as follows: the first 
time an RTT measurement is obtained at time j, 	 	 . The following calculations are in the 
following way, where SRTT [31] is: 

 
   1 	 	   (2) 
 
where 1/8, we take initially this value based on the RTO computation referred on RFC 6298 
where it is calculating the SRTT using a EWMA (Exponential Weighted Moving Average). It gives 
more relevance to averaged samples of network condition than a recent network samples. 

On the other hand, the RTT parameter is calculated as the time a publication packet is generated 
and its confirmation packet is received at the application level. The adaptation of the K parameter is 
necessary because this parameter should reflect the conditions of the network at a given time to 
estimate the value of RTO to appropriately react to lost packets or unexpected delay of packets. 

Furthermore, we propose a verification window aimed to adapt the K parameter to be suited to 
the causes of the obtained PDR. The verification window is established whenever the RTT 
measurement is obtained, that is, every time a node sends a new publication packet (broker node or 
publisher node) and until it receives an acknowledgment packet. Each time the verification window is 
established, we continuously calculate the PDR. 
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The PDR is dynamically calculated for each verification window based on information obtained 
from the destination node (broker node or subscriber node) related to the number of not duplicated 
packets received at the destination node. In addition, the node sending publication packets (publisher 
or broker node) keeps the number of packets sent (retransmissions included) for each verification 
window. 

Once the PDR is calculated, we must infer the causes of the obtained PDR. The causes that we 
attempt to discover are: 
CASE 1: There was no loss of publication packet. 
CASE 2: Loss of publication packet (PUBLISH LOST). 
CASE 3: Loss of Confirmation packet (PUBACK LOST). 
CASE 4: Spurious retransmissions of publication packet (SPURIOUS RTX).  

Once the cause of resulting PDR has been determined, the value of K may be adjusted depending 
on the situation. In this case, the new value for K parameter is: 

	 ′       (3) 
Where K’ is the previous calculated value for K parameter and F, is the adjusting factor that 

increases or decreases the value of K according to the obtained PDR. For the adjusting factor of the K 
parameter, F, the used value is 0.5, for decreasing the value of K parameter (the case for lost packet) 
and a value of 1 is established for increasing the value of K parameter (the case for spurious 
retransmissions). The reason is that when there is data loss we must respond as soon as possible to 
recover the packet; thus, it is important to decrease slowly the value of K parameter in order to avoid 
“spurious” retransmissions. However, when there is "spurious” retransmissions the reaction must be 
more conservative to avoid duplicated packets on the subscriber node, thus we need to increment the 
value of K parameter rapidly. We evaluated several alternative F values, where, 0.5 and 1 presented 
the best results. 

To be able to ascertain the causes of the obtained PDR, the RTO mechanism uses the information 
from the fields of the data packet (PUBLISH) and the confirmation packet (PUBACK).  

For the PUBLISH packet, it contains a field called Packet Identifier (PckId) which contains a 
unique identifier of that packet. In addition, we propose to add a field called "NumSeq" indicating the 
sequence number of the data packet being sent to the destination. 

In the case of the PUBACK packet, the ReturnCode field indicates if the packet was received by 
the destination. We propose adding a "NumAck" field, which will contain the sequence number of the 
confirmation packet that is sent to the source through the packet PUBACK. Finally, we propose to 
create a new return code "0x02" for the "ReturnCode" field, which will indicate that it is not the first 
time that the confirmation packet is sent to the source. Therefore, in this situation the source could 
infer a PUBLISH duplicated packet caused by a confirmation packet lost. 

Fig. 3 shows the packet exchange where m indicates the Packet Identifier (PckId), s indicates the 
Sequence Number of PUBLISH packet and r represents the ReturnCode for PUBACK Packet. The 
value of “NumSeq” field of PUBLISH packet will be equal to one (1) for the first time this packet is 
sent to the destination. Besides the “ReturnCode” field will contain the value 0x01, which indicates 
that it has received and processed the corresponding PUBLISH packet by the destination.   
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Fig. 3. Packet exchange between nodes 

 
In case there is a packet retransmission, the “PckId” field maintains the same identifier value, but 

the value of “NumSeq” increases sequentially, which is illustrated in Fig. 4. 
 

 
Fig. 4. Packets retransmission 

 
For PUBACK packet, the “PckId” field corresponds to the same value of the “PckId” field from 

the received PUBLISH packet. The “NumAck” field relates to the value of the “NumSeq” field from 
the received PUBLISH packet. In case the “ReturnCode” field value is 0x02, it indicates a PUBLISH 
duplicated packet as we explained above. 

Considering the information obtained from PUBACK and PUBLISH packets, we can infer the 
cases such as showed in algorithm 1: 
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IF PDR == 1 THEN 
 No DATA LOST        (CASE 1) 
ELSE 
 IF (PUBACK Returncode == 0x02) then 
  PUBACK LOST      (CASE 3) 
 ELSE 
  IF (PUBACK ReturnCode == 0x01) then 
   IF (Received PUBACK before the RTO expiration) then 
    SPURIOUS RETRANSMISSIONS (CASE 4) 
   ELSE 
    PUBLISH LOST   (CASE 2) 

Algorithm 1. Algorithm to infer the causes of the obtained PDR. 
 

. 
 

 
Fig. 5. Flow Chart to decide the causes of the Obtained PDR 

 
Once defined the motivation of the study, in the next section we will discuss the implementation 

of the adaptive algorithm. 

2.1.1.2 Computation of K Parameter 

It is important to note as we mentioned before that publisher nodes generate Publication packets and 
the broker node receives them. The latter is responsible for sending publication packets to the 
appropriate subscriber nodes. Because of this way of working, the algorithm presented for calculating 
the RTO runs on both nodes publishers and the broker node, including the calculation of the PDR. The 
proposed algorithm uses an initially conservative value for K parameter equal to 4 and then it is 
subsequently adjusted according to network conditions.  

Based on the following criteria we choose the initial value of K: it is necessary an initial K value 
to avoid spurious retransmissions but not too large to avoid long time reaction to lost. Several 
alternative K values for small and large RTO values were evaluated, where, 4 presented the best 
results.  

Fig. 6 shows how the K parameter is adapted for case 1, case 2, case 3 and case 4 above 
mentioned. In this figure, m indicates the PckId and i represents the Sequence Number of PUBLISH 
packet. It is important to note in this chart that PDR computation value is equal to 1 when it receives 
an ACK before RTO expiration. Moreover, PDR is less than 1 when it receives an ACK after at least 
the first retransmission. We have represented this process in the chart with the puporse of clarifying 
the flow of the algorithm for the computation of the K parameter. 
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Fig. 6. Algorithm for adjusting the K parameter 

 
In addition, the technique of deriving the value of K parameter could be summarized in equation (4). 
 

	
, 	 	 	 	 , 	 	 	 																																																																	

		 , 	 	 	 	 , 1	 	 	 	 	 0 01
, 																																																																																																																																													

	 (4) 

 
Fig. 7 shows an example for each case to calculate the Verification Window previously detailed. 

In this figure, m indicates the PckId and i indicates the Sequence Number of PUBLISH packet also r 
represents the ReturnCode for PUBACK Packet. 
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Fig. 7. Verification Window calculation for each case. 

 
Finally, in this work, we propose a new approach to deliver a reliable packet in WSN using 

Publish/Subscribe model that is in accordance with some aspects of the CoAP standard protocol and 
CoCoA mechanism. Thus, we consider our proposal is also suitable for WSN as we demonstrate by 
means of the presented results and conclusions. The used publication discipline is of great importance 
related to the PDR performance metric evaluation. We adopt the CoAP publication discipline. It 
consists on giving priority to sending the new publications rather than attempting to retransmit the old 
ones. In this case, the PDR could be decreased because a packet lost will not be recovered when the 
publisher or broker node generate a new publication packet. 

2.1.2 QoS Level 2 (Data Aggregation) 

We will include to this new RTO mechanism the data aggregation capability. In most of WSN 
applications, sensor nodes deployed in common area, could transmit similar or same data that could 
result in redundant data in the network. That results on consumption of valuable resources and in 
network congestion. Depending on application requirements, aggregated sensor data is enough. By 
using data aggregation, several data values (messages) transported through the same path can be 
aggregated to reduce the amount of traffic and thus reducing the network congestion and helping to 
preserve scarce resources such as bandwidth and energy  consumption. In our approach, the node 
playing the broker role will perform data aggregation of the next two messages being received after a 
specific case has occurred (publication lost, a publication acknowledgment lost or a spurious 
retransmission), and then transmits this in a single packet to the subscriber node. For data aggregation, 
we have considered two or more messages. In this paper we only show the results in which we consider 
data aggregation for two messages since the MDR decreases as more messages we aggregate. This is 
due to the CoAP publication discipline we use, as we have mentioned in section 2.1.1.2. Besides, when 
we have more than two aggregated messages there is a higher probability that the data get lost. 
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Our proposal does not consider the aggregation of messages until a successful delivery from a 
publisher node to broker node. Instead of that, it realizes this work only between broker node and 
subscriber node that requests QoS level 2. The reason for that is that other subscriber nodes have 
different QoS requirements so data aggregations could be not suitable for them. 

This single packet contains each data value corresponding to the two previous packets. For 
example, the first packet contains the temperature data value 33. A second packet is received 
containing the data value 40. In this case, the broker node puts these values in a new packet, which is 
transmitted to the subscriber node. Additionally, this method provides a way to send data values that 
are considered important for the application. The described process is called Lossless Data 
Aggregation [20]. 

This QoS level is oriented for messages that are not critical in the “arrival on time” target to the 
destination node, thus there is no conflict with real time sensor readings. 

It is important to note that in the presented paper we do not propose a new data aggregation 
method as a novelty. We use a data aggregation mechanism as a way to avoid an  increase of network 
congestion if a node continues transmitting in a congested medium, by reducing energy consumption 
and the use of network bandwidth, which are other important performance metrics on WSN. The 
presented results will show that the simple aggregation mechanism could help to reduce congested 
situations and to improve performance. 

2.1.3 QoS Level 3 (Timeliness) 

As we previously explained, the full time and space decoupling and scalability of this model, makes 
the broker node the key point of decision to deliver the packets to subscriber nodes with different QoS 
levels, for example based on a deadline target previously specified by subscriber node. In contrast with 
other proposals [8], where each node takes the deadline decision, they do not provide the decoupling 
we previously mentioned. Moreover, it is very complex to manage different QoS levels. That is, each 
subscriber node would need to know the offered QoS level for each publisher node and publisher 
nodes would need to maintain a list of subscription and requested QoS level for each subscriber node. 
This way of working is not scalable and the resources on memory and processing resources could be 
high for the node.  

We propose a deadline mechanism (DM) that is explained as follows. A Smooth Delay 
calculation for each received packet from publisher nodes to broker node (SDP2B) for instant j+1 is 
calculated by: 

2 1 2 	 2                   (5) 

where, DP2B j+1 is the measured delay for each packet from publisher node to broker node,   α = 1/8, 
and SDP2Bj is the SDP2B for instant j. As we mentioned above, the α value is based on the RTO 
computation referred on RFC 6298 where it is calculating the SRTT using a EWMA (Exponential 
Weighted Moving Average).  

In the same way showed in equation (6), we calculate a Smoot Delay for each received packet 
from broker to subscriber node (SDB2S) using: 

2 1 2 	 2                               (6) 
where, DB2S j+1 is the measured delay for each packet from broker node to subscriber node,    α = 
1/8, and SDB2Sj is the SDB2S for instant j. 
Then we use the SDP2B and SDB2S values to calculate the Deadline Factor (DF), jointly with the 
Certainty level (CL). The CL is the probability of delivering the packet to the subscriber node based 
on the previous measured delay from broker to subscriber node. Then, the DF that controls the deadline 
mechanism is expressed as showed in equation (7). 

2 2                     (7) 
Finally, the DF value is compared with the Deadline Target (DT) that was previously 
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established by the subscriber node. A packet with DF < DT is transmitted to the subscriber node. 
Otherwise, it is discarded. 

We consider that a deadline mechanism at application level that considers network 
conditions is vital to ensure a timeliness for delivering packet. 

In conclusion, it is important to point out that this QoS level does not aim for the subscriber 
node to obtain a better PDR, but the packets arrive to the subscriber node as determined by the target 
deadline. To cope with that, the broker node selects the packets that have a higher probability to 
achieve the subscriber node in accordance with equation (7). In this equation, the delay is calculated 
as a measurement of the network condition. Therefore, those packets with a high requirement of 
timeliness would have higher probability to be discarded depending on the network conditions. 

2.2 Comparison with other proposals (related work) 

Several publish/subscribe approaches in WSN have been proposed in the literature. Most of them 
satisfy QoS reliability requirement, and others satisfy besides the timeliness requirements. In this 
section, we discuss and compare relevant approaches. 

In [24,25], authors propose QoS in two domains: reliability and timeliness focusing on network 
protocol and MAC layer. For reliability domain, they consider the sensor node density in the network 
to route packets for multiple paths using a geographic location protocol or GPS in the node. Therefore, 
they can guarantee with certain probability the required end-to-end reliability level. For timeliness 
domain, they allow to choose the proper speed options for packets to satisfy different end-to-end 
deadlines. As each node maintains a delay estimation to each neighbour, it can make a decision to 
guarantee different deadline targets.  

Nevertheless, an important disadvantage is the power overhead due to the increment of the amount 
of data transmission by transmitting duplicated packets. This approach could severely affect 
applications requiring a long network lifetime such as those based on Publish/Subscribe Model. In 
[26], authors propose a framework combining network and MAC layer called SchedEx-GA. In this 
case, the proposal guarantees the identification of a configuration to accomplish the QoS requirements. 
One of the drawbacks of this solution is the placement of more sink nodes to achieve the QoS required, 
when a configuration cannot be achieved. This solution is not compatible with publish/subscribe 
model for WSN. In [27] authors present a survey of several routing protocols providing QoS 
requirements. Most of them are considered for Real-Time Multimedia network so none of them 
considers the publish/subscribe architecture we are studying in our proposal. Our proposal focusses 
on Publish/Subscribe protocols that work on application layer to satisfy application QoS requirements. 
These research works mainly present mechanisms based on network and medium access layers, as 
well as cross-layer approaches. We consider that an approach at the application layer protocol is 
necessary because it provides to the application a way to express directly QoS requirements. This 
feature could be provided by proposals based on Publish/Subscribe in conjunction with application 
layer, as the work presented in this paper. In this way, the application layer could know directly the 
network conditions and could adapt its requirements according to the specific situation. In addition, 
this could lead to a network efficient application, for example by reducing a network resource 
consumption and achieving a better application performance. From that point, we focus and compare 
the research that focuses on the application layer. 

The authors in [16, 17] define QoS support and a publish/subscribe middleware for real-time WSNs. 
These proposals evaluate a mechanism so that he dispatcher gives priority to send packets with real-
time constraints, and their desired operation conditions such as delay, data rate, and energy 
consumption. In our proposal, we improve the timeliness by establishing a deadline mechanism in 
which the broker node is in charge of taking the decision on sending the packet to the subscriber node 
comparing the measured delay of the received packet with the specified target delay. However, it does 
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not provide any mechanism for reliable packet delivery. Authors in [28], propose a publish/subscribe 
middleware called Mires. The proposed architecture makes that each publisher advertises the data he 
can publish. Then, user applications, looking at the advertised services can select what it is interested 
to them. However, Mires does not provide any QoS support. A policy-based publish/subscribe 
middleware for sense and react applications is proposed in [7]. This middleware defines the delivery 
protocols of the packets generated by the publishers and subscribers with certain delivery guarantees: 
that is unreliable or reliable delivery. There are other research works [29,30] where authors only 
propose the design and implementation of applications in wireless sensor networks using the 
Publish/Subscribe model. However, none of them provides any QoS support. In PS-QUASAR [8], 
there is a proposal of a Publish/Subscribe middleware that implements timeliness, priority, and 
reliability as parameters for QoS support. The reliability is achieved through a retransmission 
mechanism, and the timeliness is accomplished by using a mechanism that implements deadline 
concept to allow discarding packets before reaching destination if their deadline has expired. The main 
differences between PS-QUASAR and our approach are manly two. Firstly, our proposed RTO 
mechanism is adaptive based on feedback information of network conditions. Secondly, our approach 
provides data aggregation capability to reduce the number of packets in the network to save network 
bandwidth and energy resources, which is a key aspect in this type of networks. Other works, such as 
[9], propose a mechanism to provide reliable delivery packet through a Gateway that computes a 
dynamic RTO for all nodes. One of limitations of this work is that each node connects to the gateway 
directly, thus it is not feasible for multi-hop environments. In addition, it does not offer other QoS 
mechanisms to provide data aggregation and timeliness in the packet delivery. Another 
publish/subscribe middleware in TinyDDS [10], and sDDS [11] proposal adopts the OMG (Data 
Distribution Service) DDS standard [12]. Both middleware provides QoS mechanism for reliability 
and timeliness of the packet delivery. A QoS policy indicates the level of data transmission reliability 
that supports best effort and reliable packet delivery mode. In reliable mode, these middleware attempt 
to deliver all packets. The missed packets are retransmitted with a maximum number of retries. For 
best effort mode, the middleware does not retransmit the packet and relies on MAC layer until the 
transmission is successful or not. On the other hand, to provide timeliness, both middleware rearranges 
the order of packets in the packet queues. The packet-desired latency will prioritize its publication. 
However, both middleware is still not lightweight enough to fit the WSN requirements. 

In [13] authors propose PSWSN-MM middleware. It provides reliability for packet delivery based 
on retransmission as the only QoS mechanism; it does not implement data aggregation and deadline. 
In this case, the packet is sent when previous one is acknowledged. Therefore, this proposal does not 
support real-time requirements. 

In MQTT-S [14], subscribers can define three reliability QoS levels. First, a best effort delivery 
service; second, with retransmission of a notification until receiver acknowledges it (duplicated 
packets can be received); third, a service that ensures that a packet is not duplicated. 

CoAP [15] is a standard application protocol suitable for WSN published on RFC 7252. This 
protocol considers most of the issues related to packet delivery in a reliable way in WSN. This protocol 
provides reliable packet delivery through two levels. In the first level, the packets are called NON 
packets, these ones are sent in best-effort mode. The second level uses CON packets, which require 
confirmation packets from the destination. The extension of this protocol on RFC 7641 [31] proposes 
that the publisher (called server) is the only one to decide the level of reliability to send the packets. 
There is no support for the subscriber (called observer) to negotiate or express the required level of 
reliability.  

Both MQTT-S and CoAP protocols present different approaches to establish the RTO that have 
been analysed by the authors in a previous work [4]. However, we consider MQTT-S lack of additional 
information of the network to establish an appropriate RTO for the network conditions. On the other 
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hand, CoAP has proposed a new mechanism called CoCoA (CoAP Simple Congestion 
Control/Advanced) [30] that potentially improves congestion control mechanism, but it could result 
in a more complex mechanism for constrained devices in WSN. In addition, neither of these protocols 
provides mechanism for timeliness and data aggregation. 

Our proposal and CoCoA are similar since both take the RTT as a measure of network condition to 
adjust the RTO value in a dynamic manner. Both techniques are called adaptive for that reason. 
Although both proposals use the RTT as a measure of network condition, they differ in how they use 
this information to calculate the subscriber's RTO. CoCoA uses two estimators in parallel to calculate 
the RTO called RTO weak and RTO strong. The first one is calculated when an ACK is received after 
the first transmission of a packet. RTO weak is computed when an ACK is received after the first 
retransmission of a packet. In contrast, our proposal calculates RTO value based on RTT measures 
and the adjusting of K parameter depending on the causes of the obtained PDR by subscriber node 
such as data losses, acknowledgement losses, spurious retransmissions, or successful data delivery. 
One of the benefits of CoCoA is the use of two estimators in parallel that provide more network 
information to calculate a RTO value nearer to network conditions leading to obtain a more PDR by 
subscriber node. However, the use of these estimators in parallel could result in more wasting of 
process and memory resources in the node. In contrast, our proposal, besides using the RTT also uses 
the PDR obtained by the subscriber, in this manner the subscriber node gets more PDR. Moreover, 
our proposal provides reliability with data aggregation, which improves the PDR obtained by 
subscriber node. 

Table 1 compares the main QoS features implemented in the revised proposals as well as our 
proposed mechanism. 

 
Table 1. Publish/Subscribe protocols QoS features summary 

 Reliable Delivery Data Aggregation Timeliness 
Sharifi, M. et alt [16,17] X X Priority Queuing 

Mires [28] X X X 
Russello, G., et alt [7] Fixed Retransmission Scheme X X 

TinyMQ [29] X X X 
Cam, H., et alt [30] X X X 
PS-QUASAR [8] Fixed Retransmission Scheme X Deadline Mechanism 

Hui-Ling, C. et alt [9] Fixed Retransmission Scheme X X 
TinyDDS [10] Fixed Retransmission Scheme X Priority Queuing 

sDDS [11] Fixed Retransmission Scheme X Priority Queuing 
PSWSN-MM [13] Fixed Retransmission Scheme X X

MQTT-S [14] Fixed Retransmission Scheme X X 
CoAP [15] Fixed Retransmission Scheme X X

CoAP+CoCoA [22] Dynamic Retransmission 
Scheme 

X X 

Our Proposal 
 

Dynamic Retransmission 
Scheme

Lossless Deadline Mechanism 

 

As it can be noted, in Table 1, most of the presented protocols providing reliable delivery packet use 
a fixed retransmission scheme and a priority queuing to provide timeliness, but none of them provides 
data aggregation mechanism as a mechanism to reduce collisions and energy consumption. In contrast, 
our proposal provides a complete functionality of considering all these features by taking advantage 
of data aggregation to be efficient with the WSN traffic. 
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3. Evaluation and Results 

In this section, first, we present the description of the simulation environment and the used 
performance metrics, to evaluate each proposed QoS Level. Finally, we analyze and discuss the 
obtained results from the evaluation of each QoS level by means of simulations. In each case, we use 
a confidence interval with a probability of 95%. We show the confidence interval in the main 
performance metrics presented when they are relevant.  

In order to evaluate that our proposal is better than other protocols using fixed and adaptive 
RTO, we compare the PDR values for subscriber with QoS level 1. In this last case, we show the 
impact of data aggregation in order to reduce the network congestion and increase the probability of 
message delivery. Finally, we present the evaluation of timeliness for publication packets with the 
objective of delivering packets to the subscriber nodes on time. 

3.1 Simulation Environment 

Simulation experiments were carried out using OMNet++ [32]. The channel model we used was “Free 
Space” model and the propagation model was “PathLossReception,” which were the default and 
compatible models in the OMNet++ version we used for simulations. We use a multi-hop network 
topology. As in [4], we consider a local WSN where the goal of the application is the monitoring and 
control of critical environmental parameters such as temperature and humidity in electrical substation 
through a WSN deployment. In this context, two types of devices are deployed in different parts of 
the application area: publisher and subscriber nodes. The publisher nodes are responsible for 
measuring the critical parameters in the electrical substation. Additionally, there are four subscriber 
nodes (each for a different QoS level). In addition, each publisher node sends a packet in average 
every 5 seconds and in total, each publisher node sends about 100 packets to the broker node and this 
one to the corresponding subscriber node. 

We consider a multi-hop scenario consisting of nodes that are located up to 3 hops from the 
broker node and at equal distance among them, as shown in Fig. 8.  

 
Fig. 8. Simulated network topology 

 
Packets originated at the publisher node are routed to the broker node through multiple relay 

nodes. When these packets arrive at the broker node, the application layer of this node generates a new 
publication packet with the desired QoS level for the corresponding subscriber node. This new 
publication packet is routed in a similar way to the subscriber nodes as shown in Fig. 9 and 10. Relay 
nodes could be also publisher or subscriber nodes. Also in these figures, it can be noted the coverage 
area for each node which allows the network communication.   

The simulation scenario consists of a number of publisher nodes (10, 20, 30, 40 and 50). We 
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fixed 4 subscriber nodes. For this work, we have considered four subscriber nodes, each one with a 
different QoS level. This is because we are focusing on an application scenario where the same 
publication message sent by the publisher nodes is required by each subscriber node with a different 
QoS level. However, a QoS level 1 is always considered between publisher and broker nodes to 
guarantee a reliable communication in this way. 

For example, the first subscriber does not require reliability on packet delivery (best effort), 
the second one requires reliability on packet delivery, the third one requests reliability and could accept 
data aggregation if it is necessary, and finally, the fourth one is interested in timeliness of packets. We 
place Subscriber nodes so that we can study the most pessimistic scenario of each QoS level. 

In this work, we use static routes among nodes to eliminate the delay caused by the 
implementation of routing protocol for routing decision. The implementation of a routing protocol and 
its effects are out of the scope of this study and would be considered for future work. 

Each simulation experiment lasts 500 seconds. Each point in the graph presented in this 
section is the average of ten simulation runs. 

We use the 2.4 GHz range with a bandwidth of 250 kbps based on IEEE 802.15.4 [33] for the 
PHY layer, with a maximum number of MAC-layer retransmissions set to 3, which is the default value 
of IEEE 802.15.4 [33]. About changing the MAC layer to a different standard it would change several 
aspects such as: wireless coverage, battery and node life, and throughput. No other MAC layers are 
considered in this study. We use the current consumption parameters based on Zolertia Z1 [34] 
datasheet to obtain the results for energy consumption of the nodes. 
 
 

 
Fig. 9. Flow of packet with Subscriber node at one hop from Broker node. 

 
Fig. 10. Flow of packet with Subscriber node at three hop from Broker node. 
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3.2 Performance Metrics 

In this section, we define the used performance metrics [4]. 
 Packet Delivery Ratio (PDR): It expresses the total number of publication packets received by 

each subscriber node divided by the total number of publication packets generated by all publisher 
nodes of the events to which the subscriber node has been subscribed. It does not consider 
duplicated publication packets received by subscriber nodes.  

 Message Delivery Ratio (MDR): It expresses the total number of publication messages received 
by each subscriber node divided by the total number of publication messages generated by all 
publisher nodes of the events to which the subscriber node has been subscribed. It does not 
consider duplicated publication messages received by subscriber nodes.  

 Packet Timeliness Ratio (PTR): it expresses the number of delivered packets before deadline 
divided by the total number of publication packets generated by all publisher nodes of the events 
to which the subscriber node has been subscribed. It does not consider duplicated publication 
packets received by subscriber nodes. 

 RTX Packet Ratio (RPTXR): It is the ratio of the total number of publication packets retransmitted, 
divided by the total number of sent publications packets. This metric is evaluated for the total 
number of publisher nodes. 

 RTX Message Ratio (RMTXR): It is the ratio of the total number of publication messages 
retransmitted divided by the total number of sent publications messages. This metric is evaluated 
for the total number of publisher nodes. 

 Duplication Packet Ratio (DPR): This indicates the ratio of the number of duplicated publication 
packets received to the total number of publication packets received. We evaluate this metric in 
the subscriber node.  

 Duplication Message Ratio (DMR): This indicates the ratio of the number of duplicated 
publication messages received to the total number of publication messages received. We evaluate 
this metric in the broker node.  

 Energy consumption: this metrics refers to the total amount of consumed energy (J) by the broker 
node in order to transmit the total number of publication packet for each subscriber node with the 
corresponding QoS level. We evaluate this metric in the broker node.  

 

3.3 Packet Delivery Ratio (PDR) QoS Level 1 

As we mentioned above in Table 1, the most of proposal providing reliability are based on Fixed 
Retransmission Scheme and in general, they are very similar with MQTT-S and CoAP. Thus, we have 
chosen these protocols to compare it with our proposed dynamic method for RTO calculation. On the 
other hand, CoCoA proposes a mechanism to adapt RTO using network conditions in a similar manner 
as our proposal; therefore, we also compare it with our proposal. 

We observe that, the highest PDR for the subscriber node with QoS level 1 is obtained when 
using our adaptive RTO method as we have proposed in this paper. As illustrated in Fig. 11 subscriber 
node increases the PDR up to 43% compared with the MQTT-S protocol and up to 26% compared 
with the CoAP protocol. On the other hand, in most cases, the highest PDR for the same subscriber is 
obtained when using K Parameter compared with CoCoA. In this situation, the subscriber node 
increases the PDR up to 3% compared with CoCoA. 

One of the reasons for that is that our proposal adjusts a K parameter depending on the 
calculated PDR on each verification window for the subscriber node. That is, our proposal uses 
sequence numbers and acknowledgment numbers that allow infer a data loss, an acknowledgment loss, 
or a spurious retransmission and act in consequence. In contrast, MQTT-S [27] defines a fixed RTO 
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value of 10 to 15 seconds, and CoAP protocol chooses a RTO value from an RTO interval. Both of 
them do not consider any network conditions to adjust the RTO. This situation results in a low capacity 
to reaction to data, acknowledgment loss or a spurious retransmission and thus the subscriber node 
receives a lower PDR. Furthermore, CoCoA considers only RTT as a network conditions parameters. 
Although this could be a good criteria, we consider it is not enough to adjust RTO. 

On the other hand, an important aspect to consider in the PDR is the effect caused by the 
publication discipline. We adopt the CoAP publication discipline. It consists of giving priority to 
sending the new publications rather than attempting to retransmit the old ones. Considering this 
situation, it can be noticed that using a fixed value for parameter K could result in greater RTO value 
which results in retransmission activated too late to recover publication packets in the case of loss. 

 
 

 
Fig. 11. PDR Comparison for QoS Level 1 using our proposal with other protocols 

 
As we have observed in this section, the subscriber node using our adaptive RTO method gets 

a higher PDR than the other shown protocols. From this point of the article, we focus on the other QoS 
levels of our proposal in order to provide data aggregation and timeliness. 

3.4 Data Aggregation QoS Level 2 

Data aggregation plays an important effect in the network traffic, since it allows transport a collection 
of values (messages) from several packets into a single packet, thus helping to reduce the network 
congestion. In the presented results, the broker node aggregates into a single packet the collected 
values from the next two packets after a publication packet lost, publication acknowledgment lost or 
spurious retransmission has occurred previously for the subscriber node. We evaluate the effect of the 
Data Aggregation by evaluating the PDR at the Subscriber node taking into account the same effect 
in the Subscriber Message Delivery Ratio (MDR). Results showed that PDR for subscriber node with 
QoS Level 2 was up to 37% (10 nodes) and 18% (50 nodes) lower than subscriber node with QoS 
Level 1, as can be seen in Fig. 12. One of the reasons for this is that the broker node stops the packet 
transmission to subscriber nodes with QoS Level 2 each time the data aggregation is performed. At 
this moment, channel occupation is reduced thus the other subscriber nodes take advantage to receive 
publication packets and to access the channel with less contention to send its confirmation packets.  

In contrast, one may observe in Fig.13, that the MDR for subscriber node with QoS Level 2 
was up to  2% (10 nodes) and 18% (50 nodes) greater than the one obtained by subscriber node with 
QoS Level 1. The reason for this is that each received publication packet by subscriber node with QoS 
level 2 could contain up to 2 messages, thus it increases the amount of received messages in 
comparison with the others subscriber nodes that only could receive one message for each received 
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packet. It can be noted that the network congestion increases as the number of publisher nodes 
increases, which in turn results in an increase of packet losses. In this case, the subscriber node with 
QoS Level 1 will attempt to recover each lost packet by retransmitting it (1 message). However, this 
situation could lead to increase the network congestion and thus the subscriber node with QoS Level 
1 gets a lower MDR. On the other hand, the same situation could happen for the subscriber node with 
QoS Level 2, but in this case, data aggregation helps to recover a higher number of publication 
messages, because of each retransmitted publication packet could contain up to 2 publication messages. 

 

 
Fig. 12. Subscriber PDR Comparison between different QoS Levels 

 

 
Fig. 13. Subscriber MDR comparison between different QoS Levels 

 
Although data aggregation has been added, the subscriber node does not decrease its number 

of received messages regarding messages generated; it demonstrates the feasibility of our proposal for 
these kind of networks. 

The purpose of both figures is to demonstrate the differences between QoS level 1 and 2. QoS 
level 2 carries out Data aggregation, which results in an increase of the number of messages received 
by the subscriber node. This is because two data messages are put into a packet each time data 
aggregation is activated. Fig. 12 shows that subscriber node with QoS level 2 gets a lower PDR than 
QoS level 1. The reason is that PDR metric considers the received packets by the subscriber node 
instead of the received data messages that considers the MDR metric. In contrast, if we consider the 
received messages by subscriber node as shown in Fig. 13, it is clear that subscriber node gets a 
number of received messages greater than subscriber node with QoS level 1. Finally, the choice of the 
QoS level 1 or 2 depends on application requirements. The use of QoS level 2 could increase the delay 
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due to the time required to perform data aggregation. We recommend the use of QoS level 1 in the 
cases that application requires the packet of delivery with reliability once the publisher nodes have 
generated them. On the other hand, if the application requires reliability but it is able to tolerate delay 
in the delivery of packet we recommend QoS level two. Finally, if a requirement of the application is 
to receive data packets with a deadline target, the QoS level 3 is suitable because it provides timeliness. 

In Fig.14(a) one may observe that retransmitted packet ratio is up to 4% (50 nodes) lower for 
subscriber node with QoS level 2 than subscriber node with QoS Level 1, the reason of that is because 
of the data aggregation process which allows retransmit up to 2 publication messages into a single 
publication packet. In contrast, Fig.14(b) shows that the subscriber node with QoS level 2 requires up 
to 8% (50 nodes) higher publication message retransmitted than subscriber node with QoS Level 1. 
Although the number of retransmitted messages for subscriber node with QoS Level 2 is higher than 
subscriber node with QoS Level 1, as illustrated in Fig.14(b), this number of retransmissions is 
necessary to recover the publication message in order to obtain the highest PDR. 

 
                              (a)                                                                                                     (b) 

 
Fig. 14. Effect of the number of Publisher nodes on the Broker RPTXR (a) and Broker RMTXR (b) using 

different QoS Levels 
 
In the case of Publication Duplicated Packet Ratio (DPR), in Fig. 15(a) and Fig. 15(b) the 

subscriber node with QoS Level 2 gets in both cases up to 9% (50 nodes) greater number of duplicated 
publication messages than subscriber node with QoS Level 1. That is due to, among other reasons, 
publication acknowledgment lost which in turn results in retransmission of publication message. In 
this situation, each received duplicated publication packet by subscriber node with QoS Level 2 could 
contain up to 2 publication message thus increasing the number of duplicated publication messages.  

 
(a)        (b) 

Fig. 15. Effect of the number of Publisher nodes on the Duplicated Publication Message Ratio (a) and  
Duplicated Publication Packet Ratio (b) from Subscriber Node using different QoS Levels 
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3.5 Timeliness QoS Level 3 

We consider a useless packet if a packet has not been delivered before the deadline expires. In this 
section, we evaluate the effect of timeliness on subscriber node using our proposed QoS level 3. As 
we can observe in Fig.16, QoS level 3 ensures the timeliness delivery of packets up to 81%. It is also 
important to note that although the network load increases, the decrease of the packet timeliness ratio 
is reduced. It is important to emphasize that this QoS Level is focused on timeliness of delivered 
packets to the subscriber node. Broker node is in charge of transmitting only those packets that the 
deadline mechanism considers that they are able to accomplish with the deadline target. We are not 
interested on subscriber PDR obtained, because it could be lower as more packets are discarded.  

In contrast, we could deduce that the energy consumption is lower using QoS level 3 because 
broker node would discard every packet not accomplish with the deadline target. 
 

 
Fig.16. Effect of using Timeliness (QoS Level 3) for packet delivery 

3.6 Energy Consumption  

We focus on the energy drawn by broker node which is responsible to transmit publication packets to 
each subscriber node with corresponding QoS level. As we can observe on Figure 17 the results show 
that publication packets transmitted with data aggregation (QoS level 2) consume up to 0.59 J (40 
nodes) lower energy than without this feature (QoS level 1). One reason for that is because broker 
node reduces the number of transmitted packets to Subscriber node. 

In contrast, we get the lowest energy consumption with QoS level 3 and QoS level 0. That is 
because this QoS level is not focused on reliable packet delivery. QoS Level 3 as we above mentioned 
is focused on timeliness. Therefore, the amount of energy drawn is proportional to the number of 
publication packets transmitted before deadline expire. On the other hand, publication packets are 
transmitted on best effort for QoS level 0. Therefore, there is not addition of energy consumption for 
retransmission compared with the others QoS levels.    
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Fig.17. Energy Consumption of Publication packets for each QoS Level 

4. Conclusions 

As mentioned above, for a smart way monitoring of critical infrastructures (such as electrical 
substation) it is important consider the reliable delivery packet and timeliness, which requires that the 
occurrence of an event is near real-time notified. 

To meet these stringent requirements, in this work, we have proposed and discussed a 
mechanism that establishes different QoS levels to provide delivery of packet and timeliness on WSN 
based on Publish/Subscribe model to meet application requirements. The QoS Level 1 provides a 
reliability in the delivery of packets through an adaptive RTO mechanism that adjusts a K parameter 
value depending on the subscriber node PDR. The evaluation results showed that subscriber obtains 
an increase in PDR.  

The QoS Level 2 is similar to previous QoS Level 1 but in addition, it provides data 
aggregation support in order to reduce network congestion situation. We showed with the results that 
QoS Level 2 provides a higher MDR on the subscriber node comparing with QoS Level 1. Finally, 
QoS Level 3 provides timeliness on the delivery packet as we showed in the obtained results. Our 
proposal provides several QoS Levels in order to adapt to different application requirements. 
Application on subscriber node could choose a QoS level 2 that provides data aggregation instead of 
QoS level 1. However, it is important to note that this QoS level could increase the delay in the packet 
delivery to the subscriber node due to the time required to perform the data aggregation. We 
recommend QoS level 2 for applications that require a reliability on packet delivery and delay 
tolerance. Finally, the decision of QoS level will depend on application requirements. In case a 
timeliness mechanism is required for an application on subscriber node, we recommend the use of 
QoS level 3 mechanism presented in this paper since this technique discards a packet that will not 
accomplish with the defined deadline. In addition, the network benefits by saving energy resources 
and reducing congestion. 

Finally, based on the insight gained, for a future work, we propose the analysis and evaluation 
of the effect of the routing protocol in the performance of our proposal. Besides, it could propose a 
cross layer architecture to get information from the others layers in order to enhance the adjusting of 
the RTO to obtain a better PDR and packet timeliness and also get energy and bandwidth efficiency.  
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