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Abstract

We live in a Big Data era in which data are generated every minute at astonishing rates:
internet cookies, social networks, all kind of sensors, climate measurements, smartphone GPS

systems, etc.

While in the last years the value has moved from possessing the data to knowing how to in-
terpret them, now, with all these amounts of data being generated every minute, the value
reside in the ability of interpreting them in real time. This can give a competitive advantage to
those able to achieve it, providing them the ability of taking advantage of real time opportuni-
ties. Visual analytics, a science combining the strengths of machines with those of humans,

can be the solution to that.

This work gives a review of existing literature about visualizations of real time Big Data by
discussing the main parameters that must be taken into consideration, examining some ap-
proaches to perform effective and efficiently and identifying guidelines to evaluate how good

a visualization tool is.

Results have shown that, although this science is still in a non-mature phase and little is writ-
ten about this concrete case, the implementation of existing strategies — some of them are
even obtained from a more generic case —, can be of great help for successfully visualizing real

time Big Data.
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1l Introduction

Nowadays data are produced at unprecedented rates. More and more data are generated in
real-time on the Internet — streams, social networks, weblogs, cookies — and by modern
equipment or devices — sensors, GPS systems, satellite cameras —. Nevertheless, while the ca-
pacity to collect and store new data grows tremendously, the ability to analyse them increases

at much lower rates (Keim et. al 2008).

If analysis is applied appropriately these data can provide very rich information and therefore,
improving analytical capability to handle such data is a development opportunity in current
business (Zhang et. al, 2012).

Handling these amounts of data in real time, meaning handling them at the same time that
they are being produced or that they are constantly changing, poses a major challenge to Big
Data science, as it implies making the analysis and the decision-taking process in a continuous
changing environment and with a time constraint. Sometimes processing data in real time is
the unique option of treating them in a useful way, as the answers or decisions should be tak-
en at the same moment. Moreover, it can give companies a crucial competitive advantage. In
this special environment, traditional tools may not be capable enough to perform efficiently

and get useful information out of a complicated data set (Wang and Meister, 2010).

Visual analytics, a science to visually analyse large amounts of data, is presented as a possible
solution for that. It merges the strengths of computers in processing data mathematically and
statistically, with the ones of humans in quickly gain insight through a visual analysis. How-
ever, while a lot has been written about Big Data and also about Visualizations or Visual Ana-
lytics, very little is written about the concrete case of applying visual analytics to interpret Big

Data in real time.

This work pretends to shed light on visualizations of real time Big Data by examining previous
literature about the topic and also reasoning what could be useful from existing literature

about more general areas, such as Big Data or Visual Analytics alone.
The structure of this article is organised as follows:

After this introduction, chapter two introduces the basic concepts for this work: definition and
main problems of Big Data and visual analytics are given, to then introduce the concrete case

of visualizing real time Big Data and give some brief introductory examples.

Succeeding that, the important visualization parameters are discussed. It will be treated how
factors such as movement, transitions, speed, interaction, screen or prediction can influence in
the analysis process and it will be suggested which things have to be taken into account to

successfully handle with them.




Important visualization parameters’ chapter is followed by an introduction to some abstrac-
tion techniques — techniques that pursue offering simplified representation of the whole to

improve the analysis —.

Chapter 5 offers some concrete approaches that can be useful to visualizing real time Big Da-
ta, such as lowering computing precision, event based visualizations or how to maximize the

data set analysed.

Then, some concrete visualization methods are introduced and some clarifications about them

when representing dynamic data are made.

At last, chapter 7 is dedicated to discussing how to evaluate a visualization tool through a
series of evaluation scenarios, in order to know not only how good is it performing, but also

what is user’s perception about or which things could make the tool even better.




2 Basis

2.1 Big Data

“Computers teach you something important: it does not make sense to
remember everything, what is useful is being able to find things on it.”

Douglas Couplant

Big Data has become one of the major topics in the last years. What a few years ago seemed to

be a specific and technical issue is now a subject about which everyone, at least, has heard.

Looking at Google trends one can observe the evolution of the term “Big Data” searches in the

whole world since 2004 through the biggest search’s portal.

——————————————— -

Figure 1l: Evolution of “Big Data” searches in Google since 2004

Figure 1 shows the popularity of the term between 0-100, meaning 100 the maximum popu-
larity in a concrete region and time. As it can be seen, the growth has been almost exponen-

tial, reaching the top of popularity in the last years.

A data creation explosion occurred in the beginnings of this decade. According to IBM, in
2012 2.5 quintillion bytes of data were generated every day. Moreover, 90% of existing data
in 2012 had been created in the previous two years (Zhang et. al, 2012).

A later report by OBS (2014) confirmed this trend as well as showed some astonishing num-
bers: on the Internet in 2014, 6 articles were published in Wikipedia every minute; 204 mil-
lion emails were sent; 47,000 smartphone and tablet applications were downloaded; more
than 100 new accounts were opened on LinkedIn and 320 on Twitter, where about 100,000
tweets were written every minute; 277,000 logins were made on Facebook; 30 hours of video

were uploaded to YouTube and 1.3 million videos were viewed.

Furthermore, the report estimated the trend would continue in growth, saying that in the next
four years data traffic would grow 63% in smartphones, 87% in tablets, 30% in notebooks
and 113% in M2M devices.

For all that it is said we are in the Big Data era (Keim et. al, 2013; Zhang et. al, 2012), an era
in which data is generated at an incredible speed everywhere — satellite images, online
transactions, scientific experiments, smartphones applications, GPS signals, social media

posts, etc.




In the business world a good data culture is something becoming more and more important
every day, as it has great importance in companies in the race to gain competitive advantages
and exploit its possibilities in favour of an increase in revenue, a reduction of costs or a great-

er satisfaction of the user who acquires its products or services (Gallego, 2013).

Big Data analysis pretends to see the big picture and extract conclusions. It’s a process that
can condense terabytes of low-value data - for example, all financial data of a company in the
last decade - intro a single bit of high-value data - for example, should company X acquire

company Y? (Fisher et. al, 2012).

But what is exactly Big Data, how is it defined and which are the main factors that character-

ised it?

2.1.1 Definition

Big Data was defined by Yurevich and Vasilevich (2013, page 1) as “a large data set, with vol-
ume growing exponentially, which can be too large, to raw, or too much unstructured for classical

data processing methods.”

While their definition of Big Data spotlights the characteristics of the set, Gallego (2013, page
1) defines it as a science: “the science that focuses on the treatment of large volumes of infor-
mation with mathematical and computer techniques and that allows data collection, processing
and visualization, obtaining a great velocity in the analysis, being able to anticipate trends, with
the objective of understanding and optimizing certain services depending on user's behaviour, to

satisfy needs in real time, and to develop first-order strategies in a given sector.”

Many other definitions of Big Data have been done, as it can be seen in Ward and Barker

(2013) and De Mauro et. al’s (2015) compilations of Big Data definitions.

Oracle gives a definition focused upon infrastructure: “Big data is the inclusion of additional
data sources to augment existing operations” and Microsoft treats it as a process “of applying
serious computing power - the latest in machine learning and artificial intelligence - to seri-

ously massive and often highly complex sets of information”.

The survey by Ward and Baker also shows how even small but really complex quantity of data
can be considered Big Data, as the Method for an Integrated Knowledge Environment
(MIKE2.0) project did: “Big Data can be very small and not all large datasets are big”. This is

an argument in favour of complexity and not size as the dominant factor.

After reviewing lots of definitions, De Mauro et. al (page 103) conclude that the consensual
definition could be: “Big Data represents the information assets characterized by such a High
Volume, Velocity and Variety to require specific Technology and Analytical Methods for its trans-

formation into Value.”




2.1.2 Main attributes

The last definition given included terms such as volume, velocity and variety. The main at-
tributes of Big Data have also been discussed in previous literature an one of the most agreed
visions is precisely the three V’s one, first mentioned by Gartner (Yurevich and Vasilevich,

2013). These are volume, variety and velocity.

* Volume refers to the quantity of data. As the term “big” per se is not quantitative, a
number should be defined to express which volume should data reach to be consid-
ered Big Data. Previous researchers have regularly used one million or more data cases
as a threshold (Liu et. al 2013)

e  Multi-source or multi-format data obtainment make up the variety attribute.

* Velocity refers to the increasing rate at which data are produced and the need of High

Data Processing Speed.

This classification has had good acceptation. However, others have included more attributes

such as Value, Veracity, Complexity or Unstructuredness (De Mauro et. al, 2015).

IBM included veracity as a fourth V (Ward and Barker, 2013) related to questions of trust and
uncertainty regarding the data. Ward and Barker, after collating their reviewed definitions,

proposed a wider classification through three other factors:
* Size, referring to the volume and therefore being comparable to Volume.

* Complexity, referring to structure, behaviour and permutations. This second factor

could include both Variety and Velocity.

* Technologies, encompassing the tools and techniques used to process a sizable or com-

plex dataset.

As it can be seen, two first factors encompass the three V’s, while the third one extends Big

Data characteristics.

2.1.3 Main problems

The main problems of Big Data are resumed in work done by Cox and Ellsworth (1997) and
some of them exposed below. In this section only the problems strictly due to Big Data will be
treated. Problems more related with visualizations and problems that appear due to the real

time constraint will be treated in further sections.




Before introducing Big Data main problems, a distinction between Big Data Sets and Big Data

Collections should be made:

Big Data Sets, also called Big Data Objects, are “single data sets that are too large to be
processed by standard algorithms and software on the hardware one has available. Clear-
ly, a data object too large for one installation may be manageable at another. Big Data
Sets typically are the result of large-scale simulations.” (Cox and Ellsworth 1997, pages
1-3)

The aggregation of Big Data Sets gives as a result Big Data Collections.

Below are main Big Data problems. As it will be seen, most of them are strongly related with

the factors exposed above (volume or size, complexity and technologies):

Size and memory: Data may be too big to fit in main memory. Sometimes, even to big
to fit in local disk. With this large, it is not possible to rely on virtual memory to man-
age the difference between data set size and physical memory size. Thus, special ac-

tions must be taken.

Bandwidth and latency: Due to data large and to the requirement to find alternatives to
operating system virtual memory, the bandwidths and latencies between data store

and main memory must be managed carefully.

Technologies and data models: sometimes the multi-dimensional data structures re-
quired are not adequately supported by actual database technologies. In addition,
sometimes there are no standardized models of the data structures required, or in-

versely, there are so many standards to choose from.

Variety and incompatibility: Data are generally distributed among multiple sites, many
times in heterogeneous databases. In addition, there are incompatible data interfaces
and representations. Fox and Hendler (2011, page 706), talking about this as the data-
scaling problem, added that the data are not only coming from different places, but al-
so linked between them: “the challenge is that many of the major scientific problems fac-
ing our world are becoming critically linked to the interdependence and interrelatedness

of data from multiple instruments, fields, and sources.”

Poor metadata: Data are generally not self-describing. The metadata, which facilitate
discovery and use with information such as where and when were the data collected,
what calibration was applied, what are the units, etc., are often not stored with the da-
ta. Often there is no independent definition of the data types in the underlying data
and the relationship between them, which would facilitate the construction of higher-
level tools to use the data. These problems make difficult the data location. Keim et. al

(2008) refer to that as “data provenance”.




2.2 Visualizations

“Vision is the art of seeing what is invisible to others”.

Jonathan Swift.

Vision is our dominant sense, with almost a quarter of our brain devoted to processing visual
stimuli (Khairi et. al, 2013). In a few tenths of a second, humans can recognize features in

megapixel displays, recall related images and identify anomalies (Ahlberg and Shneiderman,
1994).

Because of this human ability to quickly gain insight through a visual analysis, and because of
the exponential increase in data complexity, interest in visualizations and visual analytics has
increased during the last years (Choo and Park, 2013). A Google search on “data visualiza-
tion” led, in 2010, to 1,220,000 links (Wang and Meisner, 2010); nowadays it leads to
8.610.000 results.

In this section, first visualizations will be defined. Then, the concept visual analytics will be

introduced and some of its classifications and problems will be exposed.

2.2.1 Definition

Visualization is defined by Manovich (2008, page 127) as “the situations in which quantified
data, not visual itself (for example, data captured by meteorological sensors or the set of address-
es describing the trajectory of a message over a computer network) are transformed in visual rep-

resentations”

Kornblitt et. al (2000, page 14) use a similar description but refers to it as a variety of tech-
niques instead of as a situation: “data visualization (sometimes referred to as scientific visualiza-
tion, or just visualization) is a term applied to a variety of techniques and processes for the repre-
sentation of, or transformation of, data or information into images— including graphs, pictures,

or other graphical forms.”

From both definitions it can be said that visualization, interpreted as a situation or as a pro-

cess, is the representation or transformation of data to images.

Lam et. al worked in a classification of kinds of evaluations for information visualizations that
will be treated in 7™ chapter. Interest for this section relies on the stages they proposed for
data visualization, which can be considered the phases of visualization. In addition, they sug-

gest which should be the main goal of each one (2012, page 2):
* Pre-design: understand potential users’ work environment and workflow.

* Design: arrange a visual encoding and interaction space based on human perception.




* Prototype: check if a visualization tool has achieved its design goals and compare the

prototype with the current state-of-the-art systems or techniques.

* Deployment: see how a visualization performs - how influences workflow and its sup-

ported processes — and evaluate its effectiveness and uses in the field.

* Re-design: improve a current design by identifying usability problems.

2.2.2 Visual Analytics

Data analysis is about turning empirical information into conclusions, to reason about data
content and show causality. It should be used to describe things and learn about the world
(Tufte, 2016). The way of doing it through visualizations is visual analytics, abbreviated as
VA.

The field of visual analytics focuses on the treatment of massive, heterogeneous, and dynamic
volumes of information by integrating human judgement through visual representations and
interaction techniques in the analysis process. Visual analytics combines the strengths of ma-
chines with those of humans. On the one hand, statistics and mathematics are the protago-
nists on the automatic analysis side; on the other hand, human capabilities help in the at-
tempt to perceive, to relate, to gain insight, to draw conclusions and to make better decisions
(Keim et. al, 2008).

For all that, it can be said that visual analytics is at the confluence of statistics, machine learn-
ing, information visualization, human computer interaction, data management, and memory

optimization (Zhang et. al, 2012).

Information Analytics
Geospatial Analytics

Interaction

Scientific Analytics

Scope of Visual
Analytics

: Statistical Analytics
Presentation, production, A
and dissemination j
Knowledge Discovery
Data Management &
Knowledge Representation

Figure 2: Scope of Visual Analytics (taken from Keim et. al, 2008)




The aim to use visualizations is the need to abstract, concentrate or transform a large and
difficult amount of data to manageable, but meaningful, proportions (Kornblitt et. al, 2000).
With that purpose, visualization tools can be used to extract information rapidly from files
with complicated data structures (Wang and Meisner, 2010). For that, visual properties such
as position, size, shape and colour can help in users attempt to discern and interpret patterns
in data (Heer and Shneiderman, 2012).

Keim et. al (2008) present a graphic description of the visual analytics iterative process, in-
volving information gathering, data preprocessing, knowledge representation, interaction and

decision making.

Input —

(/11

Feedback loop

Figure 3: Process of visual analytics Font: (taken from Keim et. al 2008)

S: Data sets

V: Visualizations

H: Hyptohesis

I: Insight, meaning output of the process.

Dx: Basic data pre-processing functionalities, such as transformations (Dt), cleaning (Dc), selec-
tion (DsD) and integration (Di).

Vx: visualization functions, which could be visualizing data (Vs) or hypothesis (Vh)

Hx: hypothesis generation process. Hypothesis can come from data (Hs) or visualizations (Hv)
Ux: User interactions. They can affect only visualizations (Uv) or only hypothesis (Uh). When the
user interaction is leading to an insight, it can be thanks to visualizations (Ucv) or to hypothesis
(Uch).

2.2.3 Classifications

2.2.3.1 End Product vs. Exploratory Tool

The first classification is about if visualization should be treated as an end product or as an
exploratory tool. End product refers to a visualization as a simple way to represent some in-
formation. On the other hand, the exploratory tool vision expands its purposes to the analysis
of information, arguing that visualization has proven effective for not only presenting essen-

tial information in vas amounts of data, but also driving complex analyses (Keim et. al, 2013).




If the second vision encompasses also the first one, making it wider, no doubts should be
about it and visualization should be considered an exploratory tool that also enables user to
represent information as a final step. For this work, in which the purpose of visualizations is

helping in Real Time Data Analysis, they will be treated as an exploratory tool.

In that way, Doleisch (2007) says that visualization tools can be used to explore, to analyse
and to present. In practice, these three goals are no easy to separate and effective visualiza-

tion tools should offer the three of them.

However, visualization still becomes too often an end product of scientific analysis. This hap-
pens, according to Fox and Hendler (2011) because visualization analysis has become a bot-
tleneck due to continuous decrease in price of new technologies for data generation (in terms
of cost per data generated), whereas visualization costs are falling much more slowly. Howev-
er, they pointed that new database technologies, coupled with emerging Web-based technolo-
gies, may hold the key to lower the cost of visualization generation and allow it to become a

more integral part of the scientific process.

2.2.3.2 Visuospatial vs. Not wvisuospatial

This differentiation, made by Tversky and Morrisson (2002), says that graphic displays can be
divided in two bands: on the one hand, those that portray things that are essentially visuospa-
tial, like maps, molecules and architectural drawings; on the other hand, those that represent
things that are not inherently visual, like organization charts or flow diagrams. The first ones
have a clear and obvious advantage over others because of the use of the same language be-
tween data and representation. This differentiation suggests that it is possible that, depending
on data’s nature, data visualization would be more difficult to understand. Nevertheless, this
natural correspondence does not mean that all this kinds of graphics are immediately under-

stood.

2.2.4 Main Problems

In this section some visualization problems related with Big Data are presented. Some of them

will be more widely treated in upcoming chapters.

* Incompatibility: Some traditional data visualization tools are inadequate to handle Big
Data (Liu et. al, 2013)

*  Visual clutter and human perception: The high number of data points often makes vi-
sualizations too dense to be useful. Getting a larger screen to avoid visual clutter can
be inefficient due to human perception constraints (Yurevich and Vasilevich, 2013;
Choo and Park, 2013; Khairi et. al, 2013).
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* Information loss: when using some methods, such as filtering, to avoid visual clutter or
to focus in a concrete area for a visualization, it is possible that some important infor-

mation gets lost during the process (Yurevich and Vasilevich, 2013).

* Poor adaptability: Some expert systems have been successfully built for specialized
fields, but then only perform reasonably within a limited scope (Keim et. al, 2008). It’s
challenging to construct integrative visualizations that can simultaneously and effec-

tively work for a variety of data sources (Khairi et. al, 2013).

* High Performance Requirements: To treat with Big Data visualizatons special Kkills are
required (Yurevich and Vasilevich, 2013). This becomes even more significant in dy-

namic visualizations, where data are constantly changing.

* Too robust designs: Computational modules in visual analytics can be difficult to un-
derstand, depending on the analyst knowledge they can be sometimes even more diffi-
cult to understand than the original raw data. Moreover, many visual analytics systems
choose a specific computational method, treat it as a black box, and focus on analysis
of its output. But if the analysts don’t understand correctly the algorithm and its pa-
rameters, a computational method might not perform well enough to analyse data
properly (Choo & Park, 2013).

* User acceptability: many novel visualization techniques have been presented without
success, primarily due to the users' refusal to change their working routines (Keim et.
al, 2008).

2.3 Visualizations for Real Time Big Data

After introducing the two main concepts of this work - Big Data and Visualizations - this sec-
tion will introduce the concrete case of visualizing this Big Data in real time, meaning visual-

izing it at the same time that they are being generated.

2.3.1 Introduction

During the last quarter of the 20th century data visualization has grown into a mature, vi-
brant and multi-disciplinary research area. From the early 70s to middle 80s, many of the
advances in statistical graphics concerned static graphs for multidimensional quantitative da-
ta, designed to allow the analyst to see relations in progressively higher dimensions. In the
90s, many ideas were brought together to provide more general systems for dynamic, interac-
tive graphics, combined with data manipulation and analysis. Since then, the developments
have greatly increased computer processing speed and capacity, allowing computationally
intensive methods to access to massive data problems and real-time streaming data (Friendly
2006).
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Many examples are found in literature about dynamic data or dynamic visualizations. Dynam-
ic visualizations are defined as time-dependent visualizations, meaning that they change dy-
namically over time (Miiller and Schumann, 2003). However, this usually refers to data pre-
viously accumulated through a period of time and analysed a posteriori. The extra require-
ment to meet the exact characteristics of this work would be that this change occurs in real
time, but both cases can be compared to find similitudes in the main characteristics to consid-

er or the approaches proposed.

Real Time, therefore, added to the terms Big Data and Visualizations, refers to the way of vis-
ualizing Big Data at the same time that these are produced or change. That means that data

will be constantly changing and consequently the visualization will also change.

Nowadays data streams are producing new data at astonishing pace - internet and social me-
dia, monitoring sensors, smartphone’s location data, transaction files, etc. — and in their anal-
ysis time plays a specially important role because data visualization lifespan can be short due
to different things: in many cases detailed information is abundant and in the long-term stor-
age capacities do not suffice to log all data (Keim et. al, 2008); other times, the change fre-
quency itself makes the data visualization time really short. Thus, the value is not anymore
the possession of big quantities of information, rather to know what to do with them and how
to obtain useful insights from them at the same moment as they are being produced. Accord-
ingly, the ability to make timely decisions based on available data is crucial to business suc-
cess (Keim et. al, 2013).

When this happens, traditional tools and code writing may not be the best way to extract use-

ful information out of a complicated data set. (Wang and Meister, 2010)

In recent years, books and software packages have picked up the pace to provide users with
new platforms for dynamic data visualization (Wang and Meister, 2010). But visualizing time-
oriented data is not easy, as it is very difficult to consider all aspects involved. In fact, most
methods are highly customized for this reason (Aigner et. al, 2007). Even more, most visual
analytics’ tools or techniques don’t properly accommodate Big Data, and even more don’t ac-
commodate for Real Time Big Data (Choo and Park 2013).

One example of problems with visualizations for Real Time Big Data is that in most cases,
once the visualization is created, it is no longer tied to the data, so that it becomes an immu-
table information product. The challenge in these cases is that the visualizations are linked to
the underlying data and can change dynamically as the data changes (Fox and Hendler,
2011).

Moreover, time-varying information visualization and analysis often differs considerably from
traditional static data representations of fixed datasets. Often, users are not concerned about

exact data values (for example, the number of total tweets of the day related with a company
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or with an advertising campaign), but rather are interested in comparisons such as how data
values evolve in time (for example, how has evolved during the last 3 hours or if there is more
activity than yesterday), or in the context of the whole dataset (for example, which share
quote has it or how better is it performing compared to competence’s advertising campaign).
Only a few approaches exist that are capable of representing such time-varying characteristics

alterations over time (Vande, 2004).

For all that, visualizations for real time Big Data are still far away from a mature period. The
research done for this work has shown the existing scarcity in this concrete field. While there
is a lot written about Big Data, about Visualizations and even about Big Data Visualizations,
very few articles refer to the concrete case of Real Time Big Data Visualizations. Therefore, in
many cases the research method for this work has been reading about a more general aspect,
such as Big Data or Visualizations, and extracting from there the useful information for the

more concrete case of Real Time Big Data Visualizations.

Before stepping to the next section, one concept that will after appear should be clarified: the
distinction between Real Time Big Data and Real Time Interaction. While in Real Time Big
Data the representation changes because of changes in the data, in Real Time Interaction the
visualization changes due to an action done by the user. Many articles mention “Real Time”

referring to the second one and this can lead into a misunderstanding.

2.3.2 Brief examples

One of the most classical examples for referring to visualizations of real time Big Data is social
media. Social networks importance in our every day life have become bigger and bigger dur-
ing the last decade, even changing some of our behavioural modes, and the amount of data

generated very minute is astonishing.

One of the changes, for example, is that many people use to see television at the same time as
commenting what they see through twitter. In USA 38% of people who have a smartphone
admits that usually use social networks while watching TV. This has lead into the birth of “So-
cial TV Analytics”, a new discipline specialized in the measurement and analysis of conversa-
tions in social networks about TV topics. This gives TV programs real time information about
their emissions, allowing them to evaluate the feedback, interact with audience and create an
extra value for active viewers. In the last years Twitter has been acquiring data analysis com-
panies to the creation of a standard metric that can offer a real numbers of audience and link
TV and Twitter. With these acquisitions twitter has become a SocialTVAnalytics-Company

with big projection in the Big Data world (Gallego ,2013).

Another clear example is the use of cookies in internet. Nowadays they provide a huge
amount of real time information whose analysis, specially for eCommerce, can be crucial in

the business success.
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Visualization of real time Big Data cannot only be useful for social media analysis and Inter-

net, but also for many other areas:

The financial market with its thousands of different stocks, bonds, futures, commodities, mar-
ket indices and currencies generates a lot of data every second. Progresses in the analysis ca-

pabilities of these big amounts are really promising (Keim et. al, 2008).

Smart cities are also potential “users” of visualization of real time Big Data. It could help, for
example, in monitoring, interpreting and optimizing traffic and parking areas. Beck (2003)

talks about Real Time Visualization of Big 3D City Models.

Environmental monitoring can help in improving weather and climate observations and pre-
dictions. In extreme situations, new technologies could also being used to deal with disaster
and emergency management can help determining the on-going process of an emergency:
quantifying the amount of damage, assigning priorities and providing effective coordination in
the help. (Keim et. al, 2008).

At last, one concrete example of use is the invention described by Kornblitt et. al (2000) to

visualize dynamic data in the field of semiconductor manufacturing processes.
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3 Important Visualization Parameters

Neuromarketing lessons from Benartzi & Lehrer (2015) show how nowadays there is so much
information at our disposal that sometimes overcomes us. Big amount of information causes
inattention blindness, which leads to a decrease comprehension. Therefore, what is useful is
not giving lot of information, but getting our attention. The ability of organising or represent-
ing the information in the right way, so the user can profit the most from it, has become the

core item. And sometimes the way to do it is making it simpler.

A similitude with Big Data visualizations could be made: sometimes there is so many data that
people just feel overwhelmed and don’t know what to do with it. Even more when Real Time

Big Data appears, as they constantly change.

Visualizations can generate optic effects to make the comprehension easier: for example,
topographic lines help to visualize 3D; an image with different intensity in the colours can
represent difference in concentrations; also representing trajectories in a static image can help

in the understanding of a dynamic action (Tufte, 2016).

Visuospatial characteristics of a dynamic visualization such as size, shape, colour and ar-
rangement of its component entities, and also temporal properties such as speed, direction
and continuity can affect the relative perceptual salience of displayed information (Fischer,
Lowe and Schwan, 2007). Consequently, dynamic visualizations designed in the right way can

be strongly effective in data analysis.

Wang and Meisner (2010) used animation and other tools to help discerning clusters and out-
liers, helping in pinpointing a specific thing or group, or simply breaking down a huge quanti-

ty of information into small pieces that are more manageable.

Visualizations can help in all that but to do it in the right way there are key parameters that
play an important role. Most of times these parameters appear in literature as visualizations
key factors only. The aim of this work is to evaluate them in real time Big Data visualizations.
Sometimes what it is said is also valid for the concrete case of study but sometimes not.

Therefore, when needed, some clarifications will be made.

The parameters presented in this section are: movement and transitions, speed, interaction,

screen and prediction.

3.1 Movement and Transitions

One of the main implications from analysing Big Data in Real Time is that this data will be
constantly changing. Thus, visualizations of this data will have movement. In this chapter
some studies about benefits and difficulties of animation will be presented, as well as giving

some advices about transitions in order to make them the best understandable as possible.
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Most of the articles presented below talk about movement and transitions in designed situa-
tions, named animations or motions. This is not the identic case of visualizing Real Time Big
Data, because the changes will be imposed by the data and not designed by a designer in or-
der to permit a better understanding of the representation. Still, it is important to have these
findings in mind because they can help in the process of visualizing real time Big Data, and of

course they can be also applied in some cases.

3.1.1 Motion as a filter or brushing tool

Previous research has shown that animation may increase viewer’s attention, facilitate learn-
ing, decision-making, and increase levels of engagement. Motion can give rise to perceptions
of causality, helping in the discovering of cause-and-effect relationships (Heer and Robertson,
2007).

Bartra, Ware and Calvert (2001) studied the requirements for how motion can be usefully
applied to visualizations with multiple groups of data objects, in order to be used as a filtering
or brushing tool. To do that, they conducted an experiment that investigated the effectiveness

of different motions in assisting a visual search task.

Results showed that motion can be effectively used to group different visual elements through
a mental process of filtering and brushing but also showed that to be effective, it requires co-

herence between the elements. Coherence, in this case, meant common frequency and phase.

In all cases, subjects who participated in the experiment said that once the motion started the
static icons fell out from the elements to be searched, automatically restricting the search to
the moving groups. Contrarily, unrelated moving objects with close timing and similar paths

will be erroneously visually associated.

This hints that moving or appearing objects will be the ones that human’s eye first notices and
relates. Therefore, analysts should have this in mind in order to avoid making wrong impul-
sive relationships, because random combination of moving icons can cause false perceptual

grouping.

3.1.2 Designing effective transitions

This section will be based on Heer and Robertson work (2007), in which they proposed de-
sign principles for creating effective transitions and conducted two experiments finding that
animated transitions can significantly improve graphical perception, as well as on Simon’s and
Rensink’s article “Change blindness” (2005). At the same time, some nuances will be intro-
duced from the incredulous point of view of Tversky and Morrisson’s (2008) work “Does ani-

mation facilitate?”
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3.1.2.1 Transitions taxonomy

First of all, Heer and Robertson propose a taxonomy of transitions and some recommenda-
tions to how to do them. It must be noticed that most of them are due to user interaction, so
the change is not directly produced by a change of data, rather by an action from user. Any-
how, this is something that will also happen during the analysis needed while visualizing real
time Big Data: visualizations will change automatically because of data changes, but also can

change due to user’s interaction (as it will be seen in 3.3).
The transition types in Heer and Robertson’s taxonomy are:
» View transformation. A change in viewpoint such as zooming or panning.

* Filtering. Specifying which elements should be visible and which not. For this transi-
tion, they recommend fading items in and out using alpha blending, rather than other
more aggressive techniques such as making new points suddenly appear or appear like

falling from sky.

* Visualization change. Changes to the visual mappings applied to the data. For example,

changing from a histogram to a streamgraph.

* Data schema change. The data dimensions being visualized change. For example, start-
ing from a univariate data chart one might wish to visualize an additional data col-

umn, resulting in a number of possible bivariate graphs.

* Ordering. Spatially rearranging ordinal data dimensions. For example, sorting on at-

tribute values.

* Time-step. Temporal changes to data values. For example, a transition between data
from the current and previous year. This one is the one more directly related with real

time data visualizations. It is possible that time-step transitions require axis rescaling.

* Substrate transformation. Changes to the spatial substrate in which marks are embed-
ded, such as the previous mentioned axis rescaling or log transformations. Heer and
Robertson experiments showed that axis rescaling makes change estimation difficult,
as they increased overall error and unknown responses. However, the use of anima-
tion tempered these effects. To make such changes in a clear way, they recommend
axis labels and gridlines move to depict scale changes, again through a fading in and
out. For example, when changing from a quantitative to an ordinal scale, old labels

and gridlines first fade out and then new ones fade in.
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3.1.2.2 Transitions design principles

These are the design principles one should follow and concepts that should be taken in ac-
count when building a visualization tool, based on Heer and Robertson (2007) and Simon’s
and Rensink (2005).

* Use simple transitions. Complicated transformations with unpredictable motion paths
or multiple simultaneous changes result in increased cognitive load and difficult anal-
ysis. Although attention can be distributed to 4-5 items at a time, only a single change

can be seen at any moment.

However, simplicity is not easy to achieve when it comes to Big Data representations.
And what is worse, even when motion is simplified perception of motion may not be
accurate. Paths of moving objects, for example, are perceived as closer to horizontal or

vertical than they actually are (Tversky and Morrisson, 2002).

*  Minimize occlusion. If objects occlude each other during a transition, they will be more
difficult to track, potentially harming perception. This is also difficult to achieve be-
cause, as it will be seen, cluttering is one of the big problems of Big Data Visualiza-

tions.

* Use staging for complex transitions. When transitions are too complex and can’t be sim-
plified, one can break up the transition into smaller subtransitions. This allows multi-
ple changes to be easily observed through stages. For example, separating axis rescal-
ing from value changes may help. Heer and Robertson experiments showed that
staged animation was significantly preferred to animation and had lower error rates
for object tracking. Again, this staging should be made as simple as possible: the re-

sults further discourage the use of complex multi-stage transitions.

The problem in staging is that then animation may be wrongly comprehended dis-

cretely (Tversky and Morrisson, 2002)

* Mainain the area of interest in the center. Changes to central items are detected faster
than changes elsewhere. More concretely, large, fast-moving entities near the centre
are more likely to attract attention than small, slow-moving entities near its periphery
(Fischer, Lower and Schwan, 2007). To achieve this, automatic view transformations

could be applied to the visualization.

* Maintain valid data graphics during transitions. The objective of this is to avoid wrong
attributions to the data. For discrete time steps that are regular in time and close
enough one to another, it is common to assume an underlying data model with con-
tinuous time. If this is not possible, it can be done through interpolation. Sometimes
linear interpolation is not valid and therefore special interpolation techniques have

been proposed to overcome this problem (Miiller and Schumann, 2003).
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* Group similar transitions. “The Gestalt principle of Common Fate states that objects that
undergo similar visual changes are more likely to be perceptually grouped, helping viewers
to understand that elements are simultaneously undergoing the same operation.” (Heer
and Morrisson 2007, page 1243)

* Respect semantic correspondence. For example, marks representing specific data points

should not be reused to depict different data points across a transition.

* Avoid ambiguity and randomization. For example, with colors, because studies using
suggest that items of similar color can be grouped into a single memory structure.
Therefore, if there’s no reason, it is better to not represent different data items with

same color.

* Make transitions as long as needed, but no longer. Previous research recommend transi-
tion times around 1 second, although transitions with few changes or short move-

ments can be even faster.

To all that, it must be added that when someone is expert in something tends to detect better
changes (for example, american football experts tend to better detect meaninguful changes in
football scenes). Therefore, a Big Data Analyst will be much better trained for interpreting

each transition in a right way.

The experiments conducted by Heer and Robertson provided strong evidence that, with care-
ful design, animated transitions can improve graphical perception of changes between statisti-

cal data graphics.

Tversky and Morrison (2002), however, question animation benefits because they say that the
benefits observed can’t be directed attributed to animation. They say that, in order to know if
animation per se is facilitatory, animated graphics must be compared to informationally
equivalent static graphics. Consequently, if animations show more details than static graphics,

they are not comparable because there is an advantage for one of them.

They also express incredulity about the benefits from animation pointing out that they are due
to other facts, such as interactivity or prediction, which report in benefits in learning by them-
selves. Both interactivity and prediction, actions that according to Tversky and Morrisson may
overcome the disadvantages of complex and discrete-perceived animations, will be treated in

upcoming sections.

Once again, it should be considered that all these recommendations are difficult to implement
when visualizing real time Big Data because the changes are imposed by data and not decided
by the analyst or the visualization tool. Nevertheless, they could be programmed as prefer-

ences to, when possible, be applied in data transitions.
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3.2 Speed

Movement and transitions have been shown to be an important parameter for visualizations.
Of course, the speed at which this movements occur plays also an important role in human

perception and understanding of data.

Like in the previous chapter, most studies presented analyse animations in which the speed
could be chosen, which, a priori, would not be the case of visualizing Real Time Big Data.
Nevertheless, the analyst could chose a transition speed time in order to get a better under-
standing of what is represented, even knowing that he might be missing some changes in be-

tween.

Tversky and Morrisson (2002, page 258) assert that to accord with the Principle of Apprehen-
sion (the principle states that the structure and content of the external representation should
be readily and accurately perceived and comprehended), “animations must be slow and clear
enough for observers to perceive movements, changes, and their timing, and to understand the

changes in relations between the parts and the sequence of events.”

But how much is “slow enough?” Animations that are too slow may prove boring or degrade
task times, while those that are too fast may result in increased error (Heer and Robertson,
2007).

Fischer, Lowe and Schwan (2007) conducted an experiment to look into how speed could
affect in the understanding of a clock mechanism. They showed participants two animations
of the clock’s mechanical operation: one at normal speed and another one speeded up. Results
showed that speed affects distribution of attention, being higher and more precise in speeded
up version. This led in a better understanding of the information and surprisingly, results

showed no cognitive load difference.

However, to achieve these advantages through an increase of speed, it is fundamental that the
key functional components are well represented, with some visuospatial characteristics (such
as the ones mentioned in the previous section) being considered. This, again, is a condition
quite difficult to achieve in visualizing real time Big Data, as the analyst can’t decide the dis-

tribution of data.

Fischer, Lowe and Schwan also proved that speed can be used to raise the perceptual salience
of thematically relevant aspects of the display. In the concrete case if this work, in which the
position of relevant data portions can’t be decided and most of times even can’t be known
before visualizing it, this simply implies that depending on the speed it is possible that atten-

tion focuses on different places.

20



Deeper on that, they distinguished two kind of attention behaviours. Top-down attention and
processing was influenced by background knowledge about mechanical pendulum clocks,
while bottom-up attention and processing was largely influenced by perceptual attributes of
the animated display. This means that human’s automatic and non-controlled attention will
be more attracted by perceptual attributes and more affected by these speed or visuospatial
changes. This makes even more difficult the analysis and decision-making in visualizations for
real time Big Data, because many times those should be made under a time constraint and

under a non-chosen and even non-known visuospatial distribution.

Although an increase in speed can help in the understanding of changes, it is obvious that
more changes will be appreciated if speed is slower. Newtson and Rinder (1979) confirmed
that through an experiment in which they showed subjects a filmed problem solving sequence
in slow-motion, normal speed or fast motion, requesting them to count how many actions
they perceive in the sequence. People perception of the actions was different depending on

the speed, being higher in slow-motion.

Results of both previous studies show that a sequence can be mentally divided in more steps
when speed goes slower, but this doesn’t mean that the understanding of the sequence will be

higher.

After all, it is clear that it doesn’t exist a general ideal speed, as it will depend on other factors
such as information display, goals of the analysis or analyst skills. Another important conclu-
sion of this chapter is that high speed visualizations can be good interpreted and analysed
when information is well distributed and analysts have a good knowledge background about
the subject. This sheds light to visualizations of real time Big Data, assuming that with experts
in the analysis and good data treatment before visualizing them, the fact of having short time

to view them can stop being a major obstacle.

3.3 Interaction

Previous chapters showed how changes in data are difficult to interpret due to changes in
position and the speed at which they occur. Notwithstanding, thanks to computer progresses
in the last decades, we have the possibility of storing each representation to later allow a re-
wind. Change blindness, referred to the changes apparently not noticed by analyst, can some-
how been stored in our brain and noticed when viewed for second time (Simons and Rensnik,

2005). This throws us into another main visualization characteristic: Interaction.

Interaction is not only offering the possibility to rewind and go forward in visualizations, but
something much more complex and something crucial for the analysis process in visual ana-
lytics (Aigner et. al, 2007). It is a way to manually parameterize the visualization and analysis
tools, but it is not trivial for users and developers to set all those parameters. (Aigner et. al,
2008).
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The importance of interaction in visual analytics has grown to the point that some researchers
consider that it is through the interactive manipulation of a visual interface that knowledge is
constructed, tested, refined and shared. Consequently, there is a claim that interaction should
not be an afterthought — a set of controls in visual display that permit modifications — but the

first thing considered in the development of an analysis system (Pike et. al, 2009)

Interaction permits a direct manipulation over the visualization that is essential to treat with
the data. It is needed, for example, to filter the data, to drill down to a subset of the dimen-
sions or to link and brush different views to see the data from different perspectives. It is also
crucial for zooming and changing the focus of view: analysts usually want to see a partial and

more detailed data representation from the area of interest. (Zhang et. al, 2012).

In addition, and more concrete to the topic treated in this work, interaction in dynamic data
has been proven to improve learning, because it can help to overcome the difficulties of per-
ception and comprehension. Tversky and Morrison (2002) studied the effects of interaction in
animation and concluded that if learners are in control of the speed of animation and can

view and review, stop and start, zoom in and out, then perception problems can be reduced.

3.3.1 The two levels of interaction

The information visualization community distinguishes between two levels of interaction:

low-level and high-level interactions (Pike et. al 2009).

Low-level interactions are considered those between user and software interface, in which
user’s goal is simply changing the representation to uncover relationships and trends. High-
level interactions are those between the user and the information space, in which user’s goal
is to generate understanding. Figure 4 shows deeper information about each level character-

istics.

/ Usergoals and tasks \ / Interactive visualization \

High-level Explore, Analyze, Browse, Representstion Interaction High-level
Y Assimilate, Triage, Assess, Lyl 3 . Ll s
Depict, Differentiate, Select, Explore,
Understand, Compare < . k
Identify, Show outliers, Reconfigure, Encode,
Compare Abstract/Elaborate,
Filter, Connect
Mutual feedback
Retrieve value, Filter, Sort,
Compute derived value, Re, . Intoracti
pre ion ion
Find extremum, Correlate, 0 = i o
4 Determine range, Cluster, lechngues: Techn_l ques:
. e Charts, Graphs, Selection, Brushing,
Low-level Characterize distribution, Networks, Treemaps, Dynamic query, Low-level

\ Find anomalies / Qallel Coordinates, ... ~ Pan/Zoom, ...

Figure 4: Usergoals, tasks and interactive visualization’s characteristics of low

and high interaction’s level. (taken from Pike et. al, 2009)
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3.3.2 Interaction Design Principles

As mentioned above, it is not easy to set all interaction parameters in the right way. It is an
intangible concept that is difficult to design, quantify and evaluate (Elmgqvist et. al, 2011).
Confusing widgets, complex dialog boxes, hidden operations, incomprehensible displays, or
slow response times can limit the range and depth of information internalized by analysts,
may delay the decision taking process or induce to errors. Therefore, to be most effective,
visual analytics tools must support the fluent and flexible use and interaction with the pace of

human thought (Heer and Shneiderman, 2012).

This section pretends to give some guidance found in previous research about how to design

interaction for visualizations.

At first, the principles of direct manipulation are, according to Ahlberg and Shneiderman
(1994) and Elmgvist et. al (2011):

» Visual and continuous representation of the world of action, including both objects and

actions.

* Quick, incremental and reversible actions, whose impact on the object of interest is im-
mediately visible. Visual analysis tools should have the ability of recording and visual-
ize analysts’ interaction histories in order to, at least, provide basic undo and redo

support. (Heer and Shneiderman, 2012)

* Physical actions instead of complex syntax. For example, selection by pointing and not

by typing. Control panels separated from the visualizations should be avoid.

* Immediate and continuous display of results. The immediate feedback should be given
for every key press or mouse motion, not just for major events. That means that the
visualization must be able to respond in real time. If this is not possible, precomputing
should be considered. Real time interaction will be extended in the next section, as it
is probably the most important interaction parameter for Visualizations of Real Time

Big Data.
* Layered or spiral approach to learning that permits usage with minimal knowledge.

These principles were later extended to few others. Below there’s a compilation of them, ex-
tracted from Aigner et. al (2008), Pike et. al (2009), Elmqvist et. al (2011), Heer and Shnei-
derman (2012) and Zhang et. al (2012):

* Reward interaction. Interaction design should have as objective encouraging users to
interact, as a dialogue that should be initiated and maintained. When they do it is rec-
ommended to give them a reward, because rewards are effects that trigger a positive

user. The purpose of that is to keep the user stimulated while exploring.
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* Capture user intentionality. Describes the need to recognize what the user is trying to
achieve through the interaction. Knowing why a user is following the steps that he is
following is crucial to a visual analytics tool’s ability to modify its presentation, suggest
alternatives or identify additional information for the user. In order to do that, some
visual analytics systems offer users the possibility of annotating their thought process-

es as they work.

* Ensure that interaction never 'ends.' It should always be possible to continue exploring
the data; the user should never reach a dead end in which there is no possibility of

proceeding.

* Reinforce a clear conceptual model. Means that the user should always have a clear idea
of the state of the visualization and interactive operations should be reversible, allow-

ing the user to go back to a previous state.

* Avoid explicit mode changes. It is recommended to integrate all operations in the same
mode instead of introducing different modes, as it is proven that mode changes may

break user's flow.

* Allow collaboration. In visual analytics work, rarely happens that a single person un-
dertakes the whole analysis process. Therefore, collaboration, in forms such as shared

interactive displays, appears as a crucial feature.

* Assure coordination. Many analysis problems require multiple views that permit ana-
lysts a vision of data from different perspectives and also to facilitate comparison. For

K

example, Tufte advocates the use of “small multiples:” a collection of visualizations
placed in spatial proximity and typically using the same measures and scales. Provid-
ing multiple views simultaneously connected by linking and brushing functionality is
one of the most effective approaches and a major strength of some tools. Coordination
in interaction is basic, understood as the propagation of interaction originated from
one view to all other. But the coordination should not only be present in the visualiza-
tion step, but also in all the process. For example, “huge investments in time and money

are often lost, because of the lack of possibilities to properly interact with databases.”
(Keim et. al 2008, page 76)

3.3.3 Real Time Interaction

Most of the tools analysed by Zhang et. al (2012) supported interactive actions such as filter-
ing and zooming as well as distortion of views such as changing into logarithmic scale. How-
ever, Liu et. al (2013) point out that one of visual analytics problems is that most visual ana-

lytics tools are not designed to support a real time interaction at large data scale.
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Here, it must be remarked that this real time interaction refers to the possibility of interacting
with data or visualization and getting a response at the same moment. It should not be con-

fused with interacting with dynamic data in real time.

According to Liu et. al (2013), this is one of the biggest problems for interaction with Big Data
visualizations. Querying large data stores can lead into high latency, disrupting fluent interac-

tion. Even with data reduction methods can be too large to process in real-time.

In Visualizations for Real Time Big Data the area of interest is not static and can dynamically
change during research process. Consequently, real time interaction becomes even a more
important requirement. If interaction carries latency and data is constantly changing, it is pos-
sible that through the process of generating the interaction required, data changes and impos-

sibilities it.

3.3.4 More: Touchscreens vs. Touchpads or mouse-mice

An interesting group of studies were conducted by Brasel and Gips (2013), showing that
touchscreens create stronger psychological ownership over chosen products in online shop-
ping scenarios when compared to touchpads or mice. This increases the endowment effect, an

effect saying that people use to give more value to something that they own.

Obviously, the results of these studies can’t be directly related to the topic in treatment in this
work. Nevertheless, it can be adverted as an interesting future research challenge, asking if
can also touchscreens generate benefits in data analysis through visualizations, compared to

other interactive ways.

3.4 Screen

Visualizing data implies a screen in which these data are projected. Many of the problems in
visual analytics are related with the size or resolution of the screen. The disposition of data
elements across the screen can also be a differentiating factor in the analysis. Hence, screen is

also an important visualization parameter that must be studied.

In this section, first of all size and resolution problems will be exposed; after that, a novel
visualization tool is introduced: hybrid reality environments; and at last, a study about differ-

ent kinds of data landscapes and representations will be remarked.

3.4.1 Size and resolution

“People are familiar with spatial concepts such as distance and height as part of their everyday
life. Spatialization takes advantage of this knowledge by using a spatial metaphor to display ab-
stract data, promoting understanding of high dimensional relationships by enabling users to easi-

ly see similarities, clusters, and outliers.” (Tory et. al 2007, page 1262)
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Typical resolution of conventional displays oscillates between 1 and 3 million pixels, some-
times even 4 million pixels (Liu et. al, 2013; Khairi et. al, 2013), and this is most of times in-
sufficient to visualize big datasets at their native resolution and to represent them with the

spatialization needed.

A main challenge in big-data visualization is avoiding visual clutter. A limited screen space, a
too large amount of data represented in it, or both of them together, often make visualization
too dense to be useful. Instead of seeing each data point human eye sees only one big spot, in
a phenomenon also called visual noise (Choo and Park, 2013; Yurevich and Vasilevich, 2013).
Cluttered visualizations increase the cognitive workflow of users, making it difficult to read

variables, compare elements, or recognize trends in the data (Khairi et. al, 2013).

The most obvious solution that comes to mind is getting a bigger screen, in order to have
enough space to represent all data. Nonetheless, this sometimes is not a good solution be-
cause of human perception capacity. When the number of visualized objects becomes large,
humans loose the ability to acquire useful information and can have difficulties in extracting
meaningful information. What is more, cognitive load increases (Yurevich and Vasilevich,
2013; Choo and Park, 2013).

Most typical representations strategies are, according to Liu et. al (2013):

* Pixel-oriented visualization techniques, which plot data points as single pixels to max-

imize screen utilization.

* Spatial displacement techniques, with the pro that reduce occlusion but the contra
that do not preserve spatial information. Examples are jittering and topological distor-

tion.

* Parallel coordinates and scatterplot matrices, which can also reduce clutter thanks to

dimensions reorder.
* Alpha blending (transparency), often used to encode density and avoid over-plotting.

Still, according to the authors of this classification, each of these techniques requires drawing
every data record, which imposes inherent scalability limits (Liu et. al, 2013). Instead, other
researchers defend that the amount of data to be analysed should not be a constraint for that
and that visualizations scalability should be limited by the chosen resolution of the visualized

data, not by the number of records (Cox and Ellsworth, 1997; Liu et. al, 2013)

3.4.2 Hybrid Reality Environments

One solution to improve performance of traditional desktop monitors in complex analysis sce-
narios with large amounts of data is the Hybrid Reality environment, exposed by Khairi et. al

(2013) and Febretti et. al (2013) in their repectives articles.
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Hybrid Reality environments are large display walls, constructed by tiling LCD monitors to
form a contiguous surface and to allow scientists juxtaposing a variety of datasets for analysis

and correlation.

Although it has been previously said that also large screens present difficulties for the under-
standing do to human perception, this Hybrid Reality environments have many interesting

features that facilitate the analysis through visualizations.

One of the examples explained is CAVE 2 (Cave Automatic Virtual Environment), “an hybrid-
reality environment employing commercial thin-bezel, stereo-capable LCD panels. CAVE2 com-
prises 72 panels (18 columns by 4 rows) arranged on a 24-foot-diameter cylinder with a total
resolution of 72 Mpixels (36-Mpixel stereo resolution). It uses micropolarization technology for

stereoscopic depth.” (Khairi et. al 2013, page 39)
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Figure 5: CAVE 2 images (taken from Khairi et. al, 2013 and Febretti et. al, 2013)

These are the main characteristics of Hybrid Reality environments:

* A large, high-resolution display with a high pixel density. The resolution should come

close to matching human visual acuity.

* Support for stereoscopic depth. A 2D display aggravates clutter by forcing designers to
represent all the elements on a single 2D plane. This reduction of visual dimensionali-
ty, which dumps human’s ability to perceive and interpret 3D spaces, impedes visuali-
zations’ scalability. The hybrid reality’s 3D display, on the other hand, allows designers
the freedom of layering information in 3D to reduce clutter and potentially improve
comprehension and performance. Moreover, the benefits of stereoscopy aren’t limited

to 3D datasets, as 2D representations can also benefit from stereoscopic depth.
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Immersion - Support for naturalistic interactions. Although 3D displays are often diffi-
cult to interact with (Tory et. al 2007), one of Hybrid Reality environments’ main fea-
tures is transforming traditional tiled display walls into highly immersive systems, in-
corporating head tracking, six-degree-of-freedom input devices, and in some cases a
panoramic field of view. This permits a great visualization interaction and immersion
experience, and there’s solid empirical evidence about the benefit of immersion in data

exploration and analysis scenarios.

About the concrete characteristics of this immersion, head tracking coupled with mo-
tion parallax cues helps analysts understanding spatial relationships by leveraging our
natural capacity for spatial cognition. Head tracking allows users to experience a
viewer centred perspective, enabling them to use embodied interaction. This lets them
make sense of complex 3D datasets, giving them a better understanding of the spatial

relationships and structures in those datasets.

Using stereoscopic depth time can be represented in the third dimension by rendering
elements at varying depths. This can be a really interesting feature for visualizations of

Real Time Big Data.

A space to encourage multiple collocated individuals to collaborate. Traditional virtual-
reality environments tend to be enclosed and somewhat isolating. Hybrid Reality envi-
ronments, on the other hand, provide large and open spaces, allowing for a greater

degree of physical navigation, such as walking up to the display surface to see details.

Solving complex problems involving Big Data often requires a variety of scientific ex-
pertise. Therefore hybrid reality environments provide a space where scientists from
different disciplines can comfortably sit together to analyse and interpret data. Up to

15 individuals can comfortably stand in CAVE2.

A software layer that leverages the hardware to simultaneously display multiple related

datasets and utilize hybrid 2D-3D visualization and interaction modalities.

Hybrid reality environments already count on some success examples:

Some years ago NASA created the Endurance (Environmentally Nondisturbing Under-ice Ro-

botic Antarctic Explorer), an autonomous underwater vehicle designed to map Lake Bonney’s

geometry, geochemistry, and biology in 3D. For bathymetry reconstruction, the source data

consisted of approximately 200 million distinct sonar range returns. With it, scientists de-

signed a visualization tool that mixes 2D scatterplots of chemical properties in the water col-

umn and 3D views of the lake’s bathymetry data. An hybrid reality environment allowed re-

searchers to visualize the 3D bathymetry model in high detail, eliminating the need for exces-

sive virtual navigation such as zooming and panning.
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Another experiment was carried on with the aim of understanding terrestrial insects naviga-
tional strategies. To de that, insects movement patterns should be tracked and analysed, and
the large number of trajectories collected during experimentation makes it really difficult to
visualize it on traditional displays. The visualization in hybrid reality environments employed
a multiple layouts to simultaneously show approximately 500 insect trajectories collected un-
der various experimental conditions. This layout let the researcher divide the screen into con-
figurable bins to group related trajectories. Moreover, the use of stereoscopy to encode time
made insect movement’s temporality visually evident. This was of paramount importance to
the researcher, who was interested in understanding the insect’s decision-making process over

time.

None of both experiments is exactly the case of visualizations for real time Big Data, although
both are visualizations of Big Data and show the benefits of doing it in such environments.
Nevertheless, second one shows the possibility of using stereoscopy to capture temporality,
which could be really useful in representing real time Big Data. More features such as interac-
tion or possibility to collaborate could make the difference in the decision-making process for
real time Big Data, where it becomes more and more important to analyse and decide in a

short period of time.

3.4.3 Kinds of landscapes

Until now it has been talked about screen size and how this can affect to data representation
and human understanding of them. But, imagining that data could be well represented with-
out neither cluttering nor suffering from human perception constraints: which kind of repre-

sentation — or spatialization — would be better?
To analyse it, the following lines will be based on a study carried out by Tory et. al (2007).
They made the classification based on three characteristics:

* Graphical mark used: points, when only points are showed; landscapes, when a sur-
face has been fitted to the set of underlying points. In landscapes points may also ap-

pear and for this study in concrete, all landscapes had points.
* Dimensionality: 2D o 3D

* Colouring method: colours or only grey. Different colours are differentiated as “target

level”. Colour legends in figure 6 show the different target levels.

They built seven representations based on those characteristics (see an example in figure 6)
and asked participants to identify in which section of the picture there was major quantity of
points from category X (Category X refers to a concrete cell from the grid). Then, they meas-

ured time in response and also accurateness in the responses.
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(c) Coloured 2D Landscape (d) Greyscale 2D Landscape

(e) Coloured 3D Landscape (f) Greyscale 3D Landscape (g) Height-only

Figure 6: 7 different types of landscapes (taken from Tory et. al, 2007)

The results showed the next conclusions:

* Coloured points supported the best performance and were substantially better than

landscapes.

* 2D coloured landscapes performed second best and may therefore be suitable to some

applications.

* Landscapes that encoded the data using both colour and height (3D) were slower than

landscapes using colour alone (2D), with no difference in accuracy.
* Height-only was least effective.
* Colour would be faster and more accurate than greyscale for all display types.

* Low and high target levels (different colors) would be faster and more accurate than

middle target levels.

* Higher data complexity would increase errors and response time.

Participants were also asked to rate the seven displays on 3 criteria: distracting, how distract-
ing was the interface to complete the task; find dots, how easy was to find dots; and overall,

how easy made it the interface to complete the task overall.
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Coloured points were most preferred and were rated significantly better than all other dis-
plays, with the exception of comparison with 2D colour in “Find Dots” and “Overall”, in which
both got similar results. The height-only display was least preferred, and was rated signifi-
cantly worse than quite all the rest. The remaining display types were not rated significantly

different.

It should be said that this study has some limitations. On the one hand, the participants
weren’t told what the data represented or how to interpret the displays. Thus, results could be
different for users experienced in visual analytics. On the other hand, the experiment was
conducted with a relatively small numbers of points, so results can’t be directly taken for other
scenarios such as when the number of points exceeds the display resolution and they overlap.
Moreover, the question was about identifying where was the big quantity of points, which
seems a relatively easy task compared with the tasks that analysts should perform when ana-

lysing Big Data.

3.4.4 More: Screen vs. paper

Similar to what has been done before with interaction between touchscreens or mice, here
will be exposed an interesting article by Anne Mangen et. al in order to reflect on the results

and suggest possible research lines.

Mangen et. al (2013) work presents a review of studies and also its own study about the dis-
advantages of presenting information in a screen rather than in paper. The results in their
study showed that reading linear narrative and expository texts on a computer screen leads to
poorer reading comprehension than reading the same texts on paper. These results, however,
cannot be direct extrapolated to the case of Visualizations for Real Time Big Data. First of all
because data is not about neither narrative nor expository texts. Moreover, it is hard to imag-
ine how to visualize data in print when this data constantly changes, as it happens in this
case. Nonetheless, it makes it clear that interpreting things in computer screens can impose

barriers and difficulties.
Studies with similar results are also presented in Mangen’s article:

Some concluded that hypertext structure tends to increase cognitive demands of decision-
making. Hypertext means digital text, which can be only text or text with images or graphics.
Related to that, a study by Kerr and Symons revealed that this phenomenon occurs only when
time constraints are presents. Thus, if people are given enough time, may be able to compre-
hend equal amounts of information from paper and computer. Unfortunately, time is one of

the lacks in real time visual analytics, as data is constantly changing.

Finally, another peculiarity for reading texts in computer screens: in previous sections it has

been proven that interaction helps in visual analytics. In the case of text reading, however, it
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seems that interactive tools associated with computer screens can produce the opposite effect.
Many researchers have shown that scrolling is known to hinder the process of reading by im-
posing a spatial instability. This may affect the reader’s mental representation in a negative

way and decrease its comprehension.

3.5 Prediction

“Science is prediction, not explanation.”
Fred Hoyle

At last in this chapter, a short reference to prediction in analysis will be done.

Tufte (2016) puts special emphasis on pointing out how important is to know in which direc-
tion one is going to work with the data before having it. He says that Big Data, due to the fact
of being so large, can be treated and modified until obtaining a result almost in every possible
direction. Therefore, it is so important to know previously the direction in which the analysis
should be conducted, in order to conduct the analysis efficiently. He calls this the future of

confirmatory analysis of data.

Moreover, prediction alone is known to facilitate learning (Tverky and Morrisson, 2002). In
their studies, when participants were asked to anticipate results, and after that were shown

graphics or animations to check if their predictions were right or not, the learning was higher.

For this reason prediction becomes important in visualizing real time Big Data. Data will be
visualized in big quantities and with short decision timings; therefore, having a predictive
background knowledge about the data, about the possible results and about the possible ac-
tions to be taken depending on these results can be decisive in the race to successfully obtain
the insights needed. Knowing the commonly given results or trends can also be useful to iden-

tify the anomalous behaviours.
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4 Data Abstraction

“Simplicity is the ultimate sophistication.”

Da Vinci

As it has been previously seen, when dealing with large volumes of data visualization prob-
lems use to appear. The large amounts of data represented can lead into overcrowded screens
and, consequently, difficult the analysis. Data abstraction can be a solution for that.

Data abstraction is the reduction of a particular amount of data to a simplified representation
of the whole, a strategy consisting in reducing Big Data to smaller. The main idea is to create

an abstraction that conveys key ideas while suppressing irrelevant details (Aigner et. al 2008).

The application of these techniques facilitate the exploration of even huge data sets by start-
ing with a compact overview image, which avoids overlapping data, and then adding more
details interactively. It also can be done conversely by starting from the whole set and apply-

ing abstractions until needed.

Data abstractions and interaction are two concepts strongly related. Specially in the case of
starting from the whole set and applying abstractions until needed, because the user or ana-
lyst will specify this abstractions through interactive actions. In the first case, starting directly
from a compact image and the adding more details, interaction is present in the add-part.
However, data abstraction can be a previous step done through computation and in that case

interaction would not be involved.

In this section some data abstraction techniques are introduced.

4.1 Filtering

Filtering is the process of taking away or ignoring irrelevant data objects or data objects that

are unnecessary in a specific moment (Bartra, Ware & Calvert, 2001).
Yurevich and Vasilevich (2013) describe three kind of filtering approaches. :

* Dynamic Query Filters. Consist in the implementation of some behaviour patterns to be
recognised when they appear. Then, the analyst has a direct access to them in order to
ease some routine actions. So, now the analyst only has to press on one of the user el-
ements to achieve the desired results and probably that result would be enough to
make a decision or to make the area of search a bit smaller. It is a kind of pre-work
that later allows analysts to save time in the filtering actions. Dynamic query filters are
strong related with the event based visualization approach, that will be explained in

chapter 5.
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» Starfield Display. This approach is based on the idea that the whole data set is always
visible. At the first level, in order to not be fully cluttered, some data is aggregated and
the analyst sees only some grouped information. But then analysts can make detailed
requests, such as zooming actions, through which each selected group collapses into

more and more detailed data.

* Tight Coupling. With tight coupling some data elements are directly and robustly
linked to each other, which prevents analysts from making mistakes of moving in a
wrong direction. Thus, for example, when pressing a data element of the group, the

other would also be selected or lighted.

Filtering in real time Big Data visualizations is a constant process, as data is constantly chang-
ing or being added and then new filter actions will probably be required. It can be a difficult
and confusing process when, at the same time, data is changing because of the filtering action
required and because of data changes. Then, analyst can doubt if the changes are due to one
or another. For that, dynamic query filters can be a really good help because pre-defined con-

ditions can avoid the appearance of not desired or not useful data.

4.2 Sampling

Sampling is a process used in statistical analysis in which a predetermined number of observa-

tions are taken from a larger population.

In simple random sampling, every data point has the same probability of being selected. It is
easier and quicker to program but the sample resulting may not be representative and can
miss important data. Systematic sampling sorts data points in a particular order and selects

data points at regular intervals with a random start.

Stratified sampling divides a data set into disjoint subgroups (groups no element in common)
also named “strata” and then applies simple or systematic sampling within each stratum.
However, this method requires that specific dimensions be chosen before, demanding prior

knowledge and often costly pre-processing. (Liu et. al, 2013)

4.3 Principal Component Analysis

Principal component analysis, abbreviated as PCA, is a data abstraction technique used to
reduce the number of variables and to detect structure in multivariate data sets. PCA results in
a transformation of the original data space into a different domain—the principal component
space. That is, the original data space is transformed in such a way that the first principal
component appears like most of the original data set’s variance; then, the second one resem-
bles most of the remaining variance, and so on. The use of principal component leads to a
more compressed description of correlations in the data and allows a better understanding of

trends.
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Important to know is that, in principle, PCA does not distinguish between independent and
dependent variables. This often raises problems in the context of time oriented data because
the temporal context gets lost and the interpretation gets hampered. Therefore, it is preferable

to exclude the independent variable “time” from PCA (Aigner et. al, 2008).

For that, it would not be recommended for visualizations in which the temporal evolution is a
crucial factor of study, rather for those in which the important factor is exclusively the data

represented in each moment.

4.4 Qualitative Data Abstraction

Named “temporal data abstractions” by Aigner et. al (2008), the technique consists on a re-
duction from quantitative values to qualitative values, which are much easier to understand.
One example is, in values from 1 to 10, grouping 1 to 3 as “low”, 4 to 7 as “neutral” and 8 to
10 as “high”. This kind of abstractions most of the times require knowledge in the field, in

order to be able to make good and meaningful categorisations.

As these categorisations are done before showing the data, the visualization then shows in-

formation grouped, which can avoid cluttering and help in gaining time through the analysis.

4.5 Model Fitting

Another reduction strategy is to describe data in terms of mathematical models or statistical
summaries. For example, one might fit a model and visualize the resulting parameters or the-
oretical density. For scatter plots one can use regression models to fit trend lines; examples

for time series data include moving averages and auto-regressive models (Liu et. al, 2013).

This approach is the one less directly related to visual analytics, as the mathematical models
or statistical analysis themselves give some results and visualization part gets less responsibil-
ity in the analysis process. However, using them, for example, to first draw a prediction line
and then continuously check how new real time data fits to it, could be a useful way of com-

bining model fitting and posterior visualization.

4.6 Binned Aggregation

“Binning aggregates data and visualizes density by counting the number of data points falling
within each predefined bin.” (Liu et. al 2013, page 3). For a numeric variable, one can define
bins as contiguous intervals. For categorical variables, one can simply treat each value as a
bin.

Binned aggregation can be compared with - or even equal considered - clustering methods,
defined by Aigner et. al (2008, page 54) as methods to “reduce the number of data tuples by

finding expressive representatives for groups of tuples.”
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Liu et. al designed a strategy to enable real time interaction with binned plots, consisting in
four steps: data cube queries to support interaction, from data cubes to multivariate tiles,
dense versus sparse data tile storage and parallel query processing. Their results allowed a
performance of 50 frames-per-second brushing and linking while enabling analysts to interac-

tively examine billions of data records in real time.
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5 Approaches

In this chapter some approaches to the Visualizations of Real Time Big Data are presented. As
said in the basis chapter, really few is written for the concrete case of study of this work.
Therefore, some of the approaches that follow are not introduced in research as concrete solu-
tions to the visualization of real time Big Data, but rather to Big Data or Visualization prob-
lems. Nonetheless, they are considered interesting and suitable for the concrete case of this

work because some of the conclusions extracted from them can be applicable.

5.1 Low precision and partial iterations computation

Throughout this work it has been repeated on several occasions that response time plays a
crucial role in visualization for real time Big Data due to the importance of being agile in the
decision making process when data is changing constantly. In the attempt to make the whole
process quicker, Choo and Park (2013) suggest a way to permit interaction in real time for

computation methods.

Computational methods for the treatment of large amounts of data require significant time,
which can obstruct real-time visualization and successive interaction. Therefore, the main

objective of their work was making them fast enough to ensure these both things.

They found out that computational methods are too slow because they tend to compute ex-
cessively precise results compared to what humans can perceive. Removing this excessive
computation would permit achieving the main objectives without pauperizing the results pre-

sented to the analyst, as he would not notice the difference.
For doing it, precision and convergence are the key concepts in this approach:

Most computational methods work with the precision of modern CPUs, which is typically
double precision. This precision gives at least 10 significant decimal digits, and usually gives
15 to 17 digits. So many decimals are not needed because it is exceeds human’s perception
capabilities. Moreover, it is possible that it even won’t make difference in the representation

on the screen, because of resolution or size.

Besides that, computational methods have become so complex that they often have no closed-
form solution. Instead, many of them iteratively refine the solution until it converges to a final
solution. With that, the notion of convergence becomes critical in determining when to finish
the iterations. Algorithms have their own stopping criteria but it has been observed that the
major refinement of the solution typically occurs in early iterations, whereas only minor

changes occur in later iterations. Figure 7 shows an example of that.
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Figure 7: Example of convergence (taken from Choo & Park, 2013)

At first, and related to precision, they reviewed literature focused on adopting lower preci-
sion. One example showed that the change from double to single precision only supposed a
two pixel-wise displacement between the two cases, while taking much less time. They point-
ed out that calculations about exactly how much precision is required for a given resolution of

the screen space could be conducted before starting the computational process.

Assuming the benefits of lowering precision, the solution proposed by Choo and Park focused
on taking advantage of what has been observed about convergence. They solution consisted in

iteration-level interactive visualization and after that, only if needed, iterative refinement of

computational results.

Iteration-level interactive visualization consists in the possibility of visualizing intermediate
results at various iterations and also letting users interact with those results in real time. Visu-
alizing the intermediate results can provide information about the entire data, although cer-
tain individual data items might not be as precise in final iterations. Additionally, computa-
tional methods can become much more responsive thanks to the interaction permission, be-
cause interactions can be reflected in later iterations. That means, for example, if users make
a specific change, such as a parameter change, to a computational method, they won’t need to

wait through a complete run of iterations to see the change’s results.

Although this solution implies a clear improvement into visual analytics, it could also bring
with it a little bit of confusion due to the constant changes: ones due to the different iterative
results shown, others due to data changes. Therefore, some kind of distinction should be easi-

ly appreciated between both of them to make it easier for analysts.
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Figure 8: Representation of computational methods in standard approach, above,

Interaction

and in iteration-level interactive visualization, below.
(taken from Choo and Park ,2013).

When applying iteration-level interactive visualization, it is possible that sometimes more pre-
cise information is required. In that case, they propose an iterative refinement of computa-
tional results. This would require further computation, but it would only be executed if need-

ed instead of as a default action.

Data Scale Confinement

At last, Choo and Park propose another solution: Data scale confinement. As it is known,
sometimes processing the entire dataset doesn’t make sense because there’s no screen or reso-
lution enough to visualize all the elements. Having a fixed number of available pixels acts like
a bottle neck in algorithm efficiency: while with enough resolution or screen it would be O(n),
which assumes that every “n” data element is processed at least once, the “m” fixed number of
pixels reduce it to O(m). Therefore, it is useless to process the whole data set and the solution

proposed is processing only a part of it.

One of the easiest ways to select this data subset is random sampling, although other more
carefully designed sampling methods can be adopted. After that, if some user interaction such
as zooming requires the computational results for data items that haven’t yet been processed,
it can be solved through a different kind of efficient computation. For, when there is a large-
scale dataset for which only a certain subset of the data has been clustered, a simple classifica-
tion method based on the already computed clusters can be applied in order to process the

other ones needed.

With all that, and knowing that these approximated approaches sometimes can’t give the ex-
act same results as those generated by using, full precision, a complete iterative processes the
or the entire data from the beginning, they’re a viable and really interesting way to ensure

real time for visual analytics for Big Data.
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5.2 Maximizing data set analysed

The approaches by Choo and Park tried to obtain the best interaction and performance possi-
ble, even though sometimes it meant reducing the set size or precision. Another approach is
trying to maximize first the data set size that can be analysed and second maximize perfor-
mance. Cox and Ellsworth (1997) use this second strategy in their work “Managing Big Data
for Scientific Visualization”. Two different proposals are exposed here below in order to solve

main common problem of Big Data and maximize the data set size that can be analysed:

5.2.1 4 layers model

The layered model of data visualization is inspired in a previous solution developed by Lloyd

A. Treinish, but adding a new layer: data management.

Visualization Algorithms
!
Y
Data Model(s)
]
Y

Data Management

!

Distributed Data Storage

Figure 9: Layered architecture of visualization and data management
(taken from Cox & Ellsworth, 1997).
The functions of each layer are:

o Visualization Algorithms layer: it contains visualization algorithms.

o Data model layer: it is responsible for presenting an API that supports data types and
data values in an independent way from platform and machine. It is also responsible
for translations and reformatting necessary to support the common API representation.

o Data management layer: it is responsible for managing the flow of data into and out of
main memory, either from local disk or possibly from remote disk (or even tape).

o Distributed data storage layer: it is responsible for providing an API (or APIs) that

move data among distributed machines, disks, and potentially tapes.

“The main advantage of this approach is that it allows data management algorithms to be decou-
pled from the issues of data model, data representation, and also decoupled from the precise im-

plementation of distributed data movement and storage.” (Cox and Ellswort 1997, page 5)
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5.2.2 Moving the computation to the data

When data is too large to fit in local memory or bandwidth for data transfer is insufficient,
Cox and Ellsworth propose moving the computation to the data, which can be done in two
ways:

* One, finding or buying a computer that can hold the whole data on the disk and in
core. Use this large computer to do the computation. Figure 10 represents this second
option, which has de disadvantages of a high cost in case of acquisition of the super-
computer; in case of not buying it, availability can generate problems.

= Other, “partitioning the visualization so that traversal is done on a machine with suffi-
cient disk and memory to hold the data, calculate synthetic geometry on that machine,
and download this geometry over a fast local network to the local workstation for visuali-

zation” (Cox and Ellsworth, page 6).

Supercomputer

. . Big data object
Big data object <> cfn fast disk
in remote memory

CPU(s)
traverse data
4

Geometry generated
by supercomputer sent
over net to workstation
for display

6

Workstation

g P»{ Display

Figure 10: Moving computation to data schema (taken from Cox & Ellsworth, 1997).

5.2.3 More

Other strategies mentioned by Cox & Ellsworth to achieve the objectives previously mentioned
are segmentation and paging. Specially, application-controlled segments, which they proved
to be a successful technique for visualizing Big Data objects. Also application-controlled de-
mand-paged segments were proposed and confirmed to be a possible strategy for visualizing

large objects out of core.

A restriction of the studies carried by Cox and Ellsworth is that the visualization algorithms

they studied had only sparsely traversed the data.
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As said in the introduction of this section, the strategies proposed by them are focused on
maximizing the data set analysed. Although these approaches are less directly related with the
visualization part — they are more centred in previous steps than in the analysis and represen-
tations parts themselves —, they can bring benefits to the whole process, so they must be con-
sidered. Probably for the case of visualizing real time Big Data, most of times, maximizing the
data set analysed would not be the first concern of analysts; but once the analysis process
problems have been solved and visualization tools have been effectively designed, considering

these approaches can lead into extra benefits.

5.3 Event-based visualization

At last, another approach that results promising and very useful for visualizing real time Big
Data: event-based visualization (Aigner et. al, 2008; Tominski, 2006). The approach is born
with the idea of giving a special support in steering visual analysis with a kind of automatic

parameterization of visual representations.

Events are defined as situations that occur if conditions previously defined by users, which are

expressed with respect to entities of a data set, become true. The process is as follows:

1. User interests. Users specify their interests with encapsulations of conditions, named
even types, through event formulas that are developed for that. These formulas make
use of elements of predicate logic, including variables, predicates, functions, aggregate
functions, logical operators and quantifiers. Sequence events are also supported and
they enable users to specify conditions of interest regarding temporally ordered se-
quences of tuples. For the concrete case of visualizing real time Big Data, a very useful

criterion regarding which events can be classified is reoccurrence.

2. Relevant Data Portions. This step determines whether the interests defined as event
types are present in the data set under consideration. If dynamic data have to be con-
sidered, detection efficiency becomes crucial. Here incremental detection methods,
methods that operate on a differential data set rather than on the whole data, can
help. For incremental detection methods the conditions are not evaluated with respect
to the whole dataset, but with respect to a differential dataset that contains only the
changes that have occurred since the last evaluation of the conditions. It is obvious
that the differential dataset will generally be much smaller and therefore much quick-
er to execute. However, incremental methods also impose restrictions on possible

event types.
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3. Application of user interests in Visual Representations. For this purpose, three require-

ments have to be accomplished:
* Communicate the fact that something interesting has been found.
» Emphasize interesting data among the rest of the data.
= Convey what makes the data interesting.

For that, it is essential that visual representation clearly reflect that something interest-
ing is contained in the data. To meet this requirement, easy to perceive visual cues

must be used.

Event-based visualization not only allows to present the data for effective analysis but also to
interact with the simulation in real-time: parameters can be adapted during the process by

adding or removing condition elements interactively (Miiller and Schumann, 2003).

This approach becomes really useful for the concrete case of visualizing real time Big Data
because it gives the option of pre configuring some predictable behaviours or some remarka-
ble possible trends, and then, while data is being added or when data change, detection will
be automatic and this interesting events will be emphasized in the visual representation. With
that, some manual repetitive steps can be skipped and once again, the time gained through

these actions can be decisive in the analysis and decision-making process.

For dynamic data the event detection must be performed repeatedly, every time that data
changes. Consequently, the efficiency of the event detection becomes crucial. When data
change very frequently, the event detection must be able to handle all changes in time and
this requirement can be fulfilled only up to a certain frequency of data changes. Beyond this
frequency, it is impossible to detect event instances in a timely manner. In this case, a possible
solution would be lowering the change frequency even knowing that some changes can be

missed.
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6 Visualization Methods

Until now it has been talked about important parameters for visualizing real time Big Data,
including some crucial requirements or typical problems, and also about some approaches or
strategies that can overcome Big Data and visualization problems in order to make real time

Big Data visualizations easier.

Now, in this section, some concrete visualization methods that can suit to real time Big Data
will be introduced. Nonetheless, before that it is important to discuss and clarify a few im-

portant concepts.

6.1 Previous clarifications

6.1.1 Frequency of change and data represented

When talking about real time Big Data visualizations, there are different possibilities of
change rate and also different possibilities of what to represent. Figure 11 shows a basic

schema for that.

Visualization

Every data Every chosen

Changes With change time

Accumulated

Represents S New data

Accumulated

Data

Figure 1l1: Possible changes and data representations

A priori, real time Big Data visualizations should change with every and each data change.
Nevertheless, sometimes this could extremely difficult the computation and the analysis, it
could be unnecessary for an effective analysis or simply it could not make sense at all. There-
fore, sometimes there’s the possibility of choosing a frequency of change that permits the ana-
lysts to suppose that visualization is still in real time at the same time as facilitates computa-

tion and analysis.

Moreover, there is another decision factor about what to represent: on the on hand, it can be
represented only new data compared with the last data change. On the other hand, there is
the possibility of representing an accumulation of data; that is, adding new data to the one

before.
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To put an example, imagine the representation of the amounts of tweets written in the whole

world related to some hashtags:

* The first case would mean changing the representation every time a tweet is written
and representing only the amount of new tweets (1). Therefore, this strategy makes
no sense unless the data represented change slow enough to be perceived and interest
is only focused on where this change occur. Even so, this is not a very interesting ap-

proach.

* Second option implies a real time modification of the visualization every time that a
tweet is written, but simply adding this amount to the one previously shown through
an accumulation. This would be the natural “real time Big Data” approach, but as said
before, in some cases the rate of change can be so high that computation or represen-

tation problems appear.

* The third combination entails choosing a frequency of change and representing only
new tweets written in this period. This is a really interesting option when the interest
focuses on studying a certain period of time (for example, how has evolved a hashtag
popularity in the last ten minutes). Nevertheless, it looks more like an interesting extra

feature than like an interesting default mode.

* Last option appears as a solution for when second option is not feasible for too high
frequency reasons. It implies, as the second one, representing a continuous aggrega-

tion of data, but changing only every chosen time.

For all these options interaction plays an important role, giving the possibility of resetting the
accumulation, choosing a new change frequency rate, changing from one mode to another,

etc.

6.1.2 Time axis

Another concept that should inevitably be mentioned with dynamic data is time axis. It is vir-
tually impossible to design effective analysis methods without knowing the characteristics of
the time axis. For this purpose, Frank (1998) introduced a taxonomy that was posteriorly
mentioned and explained by Aigner et. al (2007) and Miiller and Schumann (2003). Two

main categories are introduced in this taxonomy: time primitives and time structure.
* The time primitives of the time axis can be discrete time points or intervals.

o Discrete time points are instants in time with no duration. If data are given on
a discrete time points axis, then particular data values are valid only at certain
points and the space between those points it’s not representable. Therefore,

this is a kind of a time abstraction.
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o Intervals are defined as a temporal primitive with an extent. It can be specified

with two time points or a point plus a duration.

When time is involved in data visualizations, the question of whether time points or
time intervals are considered is decisive. Depending on the one chosen, different rela-
tions will be possible and therefore, different analysis tasks or goals can be accom-
plished. Most of the known visualization techniques that represent time-oriented data

consider time points (Aigner et. al, 2008).
* The structure of the time axis is divided into linear time, cyclic time or branching time:

o Linear time assumes a starting point and corresponds to time as collection of

temporal primitives ordered from past to future.

o Cyclic time axis is composed of a finite number of temporal primitives in which
a temporal primitive X is always preceded and succeeded at the same time by
another temporal primitive B (February comes after January but at the same
time January succeeds February). Many processes are cyclic and a cyclic time
axis can be crucial to see and interpret the cycles. For that, choosing the right
parameterization is basic. One example is spiral graph visualization, showed in

Figure 12.

Figure 12: Linear vs. cyclic visualization (taken from Aigner et. al ,2008).

o Branching time is used for scenarios where sequences of actions are foreseen.
Branching time axes are modelled as graph, but methods for analysing branch-

ing time are still rare.
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Figure 13: Time structures: linear, cyclic or brunching
(taken from Aigner et. al 2007)
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This taxonomy characterises the time axis. Nevertheless, it must be said that time axis is not
mandatory for real time Big Data analysis. Although time is a really important variable, some-
times the analysis can be carried on without need of time axis. Notwithstanding, it is im-

portant to know about this taxonomy for the cases in which time axis is needed.

6.1.3 Data and representation classifications

Apart of time, when talking about dynamic data two other main things have to be considered
before choosing one technique or another one: data and representation. Aigner et. al (2007)
proposes another taxonomy for that. Most relevant parameters for this work are presented

below.

* TFor data category, the things to consider are number of dependent variables and level

of data abstraction.

o Data can be univariate or multivariate. Most of times Big Data implies multi-
variate data and handling larger number of variables is one of visual analytic

challenges.

o Level of data abstraction refers to the difference between when all data is rep-
resented or some reductions are made, called abstractions and previously in-
troduced in section 4. In case of Big Data representing all data becomes practi-
cally impossible. However, only few visualizations support temporal data ab-

stractions.

* Time dependency and dimensionality are the two subcategories in representation’s

category:

o Time dependency encompasses static and dynamic representations. Static do
not change automatically over the time while dynamic do, and the interest of
this work is on dynamic representations. Note that the presence of interaction
is not the fact that makes the difference. A representation can change because
of interactions but not be considered dynamic, because it doesn’t change au-

tomatically over the time.

o Visualization techniques usually show data in 2D or 3D. The superiority of 3D
representations over 2D ones is still not clear. While some researchers argue
that two dimensions are enough to provide effective data analysis and third
dimension involves unnecessary difficulties like occlusion and lost information
on back faces, others mark out the third dimension as a possibility to represent
more information and voice that possible drawbacks of third dimension can be

overcome with advanced interaction techniques or additional visual cues.
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6.2 Techniques

“Very often, there are many different ways to represent the data under consideration and it is

unclear which representation is the best one (Keim et. al, 2008).”

Down below are introduced some visualization techniques that can represent Big Data and
that can be useful for the case of real time Big Data visualizations. There are a large number
of visualization techniques and each one can fit better for a concrete case. However, “there
exists no visualization framework that can handle all types of times and data.” (Aigner et. al,
2007)

6.2.1 Hierarchical techniques
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Figure 14: Tree Map, Circle Packing and Sunburst examples.’
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When data has a hierarchical structure, visualization techniques such as tree map, circle map-

ping and sunburst are commonly used.

The Treemap is represented by a root rectangle, divided into groups, also represented by the
smaller rectangles, which correspond to data objects from a set. Circle packing is an alterna-
tive with the difference that it uses circles instead of rectangles, which implies a better space-
efficiency. At last, sunburst is similar to the two previous but with the use polar coordinates.
Consequently, the main variables are radius and arc length instead of width and height. It has

the advantage that it is usually easily perceptible by most humans. (Yurevich and Vasilevich,
2013).

These three techniques have the restriction that they can only show two data factors: the first

one is the factor represented through volume and the second is a colour used for grouping the
shapes.

! Sources: g00.gl/XYS4S0 , goo.gl/IIHABI and goo.gl/Agd16C
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In addition, they only show data at one concrete moment in time and therefore they are not

recommended to represent data in which the interest relies on identifying historical trends
and time patterns. For visualizing data in real time, as representations is able only to show
data at a concrete moment and the evolution through time is not shown, changes should be

efficiently highlighted in the updates.

6.2.2 Circular network diagram

Circular network diagram is a technique in which relationships between different data objects
are represented. For that, data objects are placed around a circle and linked by curves. The
different line width or colour saturation is used to represent the intensity of their relativeness.
As a difference with the previous ones, circular network diagram can represent as many fac-

tors as needed.

Nevertheless, it has the big disadvantage that when facing Big Data representation can be-
come imperceptible and may need regrouping. This problem becomes higher with the use of
circular network diagram for visualizing real time Big Data, because the constant changes
could make even more confuse the whole representation. Nevertheless, it is one of the most

useful techniques when the analysis focus is put on relationships between factors.
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Figure 15: Example of Circular Network Diagram.2

6.2.3 Parallel Coordinates

In parallel coordinates visualizations, every data factor to be analysed is placed on one of the
axis, and the corresponding values of data object in relative scale are placed on the other.
Then, a line represents the value of each data object for each data factor. One useful charac-
teristic of this method is the possibility of scaling each axis according to the pertinent factor,

which can help in space optimization and cluttering avoidance.

2 Source: goo.gl/n9H4ck
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Representations in 3D are possible, which allow including more variables in the analysis.

Parallel coordinate plot, Fisher's Iris data

Sepal Width Sepal Length Petal Width Petal Length
—— setosa versicolor—virginica

Figure 16: Examples of 2D and 3D Parallel Coordinates.?

6.2.4 Streamgraph

Streamgraph is a type of a stacked area graph, in which different data categories are repre-
sented around a central time axis, resulting in flowing and organic shape. It can show many

individual time series, while also conveying their sum.

It is suitable to visualize data evolution in time and it is ideal to discover trends and patterns
over time. It can be used to visualize real time Big Data, by simply moving the visualization to

the left and adding new part in the right part while data changes.

& #Euro2012

A summary for the action on Twitter during the Eurcpean football tournament, W Twee 1123

The Streamgraph below shows volume of Tweets during the #Eurc2012 period. Click on a team's name to see details,

s

Figure 17: Example of Streamgraph. *

3 Sources: go0o.gl/7fWQdG and goo.gl/2FMVRY
* Source: goo.gl/774BJ4
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One drawback of this this method is that it only works with one data-dimension, and another
one is that it usually suffers from legibility issues with large datasets. The categories with
smaller values are often drowned out to make way for categories with much larger values,
making it impossible to see all the data. Therefore, Streamgraphs are recommended for giving

a more general view of the data rather than to spend much time working with it.

6.2.5 Flow visualizations

The fact that flow visualizations are specially designed to represent dynamic data made them
attractive to the case of visualizing real time Big Data. An extensive revision of flow visualiza-
tion techniques can be found in Laramee et. al (2004), showing that different kinds with dif-

ferent forms and figures can be used to better adapt to each data set.

Two concrete examples for that are image based flow visualization, a technique for the visual-
ization of 2D vector fields in general and fluid flow fields in particular (Van Wijk, 2002), and
feature and event flow visualization (Reinders et. al, 2001), an ideal way of representing data
when the approach of event based detection is the one chosen. Figure 18 shows a representa-

tion of each one

[F e

Tile View
—

Figure 18: Examples of image based flow visualization and feature and event flow
visualization (taken from Van Wijk, 2002, and Reinders et. al ,2001, respectively).

In image flow visualization each image is the result of warping the previous image, followed

by blending with some background image, which makes transitions less sharp.

Feature and event flow visualization is designed to explore time-dependent data using an
event graph viewer (shows the event graph in an abstract 2D way) at the same time as a 3D
feature viewer (shows icons representing the features in 3D-space). Together they provide an
excellent way for visualization, give users a guidance of the tracking process and allow good

exploration of the time-dependent phenomena.
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While the first one represents data in 2D, the second one does it in 3D. In addition, feature
and event flow visualization permits data abstraction, while image based flow visualization

does not.

6.2.6 Flocking boids

The term flocking boids comes from the parallelism with the flocking behaviour of birds. The
method is capable of clustering groups of boids that experience similar data alterations, while

the ones experiencing a behaviour different to the main group are represented like leaving the

group.

The left representation in figure 19 shows an example of an exchange market’s flocking boid
visualization taken from Vande (2004). The dominant red colour shows that the majority of
the stock market was exposed to negatively changing stock market prices at that moment.
Sudden significant events are depicted by expulsed individual boids that leave the main flock.
In this case, those companies that have a significantly different price change become separat-
ed into two directions: those winning (in white and on the right), and those losing (in red and
on the left). The parallel directions of the lines denote a similar price change for that

timeframe.

There is also the possibility of representing data separated between different time periods. In

figure 19, on the right part, one can see the representation of four different days.
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Figure 19: Examples of Flocking Boid (taken from Vande, 2004).

One constraint of this method is that it usually needs a specific time to calculate the time-
varying data similarities and evolution. Therefore, it does not offer an immediate representa-

tion of a dataset at a certain point in time.
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7 Evaluation

“A truthful evaluation of yourself gives feedback for growth and success.”

Brenda Johnson

After discussing the important parameters for Real Time Big Data Visualizations, some data
abstractions, concrete approaches to effectively visualize Big Data in real time and some visu-
alization techniques, it is interesting to know how to evaluate how good is a visualization tool.
To do that Lam et. al’s work (2012) will be reviewed in this section, highlighting most rele-

vant aspects.

“Evaluation in information visualization is complex since, for a thorough understanding of a tool,
it not only involves assessing the visualizations themselves, but also the complex processes that a
tool is meant to support. Examples of such processes are exploratory data analysis and reasoning,

communication through visualization, or collaborative data analysis (Lam et. al 2012, page 1)”

Their work focused on evaluating different information visualization aspects, each one called
a scenario. For each scenario, being seven in total, they gave a definition, identified the main

goals and outputs, suggested evaluation questions and gave some examples.

The classification of the most important seven scenarios was done as follows: they examined
850 previous articles, from which 361 included things about visualizations. In those 361 pa-
pers they identified the most mentioned tags about evaluation strategies. After a reduction
exercise, they got a set of 17 tags that were grouped into 7 evaluation scenarios in order to

represent main distinguishable evaluation questions and goals (see Figure 20).

Paper Tags Scenario
Process

1. People’s workflow, work practices UWP

2. Data analysis VDAR
3. Decision making VDAR
4. Knowledge management VDAR
5. Knowledge discovery VDAR
6. Communication, learning, teaching, publishing CTv

7. Casual information acquisition CTV

8. Collaboration CDA

Visualization

9. Visualization-analytical operation UP
10. Perception and cognition UP
11. Usability/effectiveness UP&UE
12. Potential usage UE
13. Adoption UE
14. Algorithm performance VA
15. Algorithm quality VA

Not included in scenarios

16. Proposed evaluation methodologies -
17. Evaluation metric development -

Figure 20: Table with 17 most mentioned evaluation tags and their categorisation
into each one of he 7 scenarios (taken from Lam et. al, 2012).
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Within the seven scenarios, two main groups should be distinguished: on the one hand, the
process group, in which the main goal is to understand the underlying process and the roles
played by visualizations; the first 4 scenarios make up this category. On the other hand, the
visualization group, where the goal is to test design decisions, to explore a design space, to
compare with existing systems, or to discover usability issues; the last 3 scenarios make up

this category.

The seven scenarios are introduced and discussed here below.

7.1 Understanding Environments and Work Practices (UWP)

This evaluation is centred on studying people and their task processes, as it is something rare-
ly done. Determining the usability of visual interfaces means not only measuring user prefer-
ences or performance, but also understanding what users need to do their job effectively (Pike
et. al, 2009). To achieve this objective, current tasks, work environments, work practices and

workflows should be studied.
Main questions that should be done are:
* What is the context of use of visualizations?
*  What are the characteristics of the identified user group and work environments?
* In which daily activities should the visualization tool be integrated?
*  What types of analyses should the visualization tool support?

What is special for Visualizations of Real Time Big Data in this scenario is that work practices
can be very dynamic and therefore it can be difficult to find common patrons. As there is no
much written about how to face this concrete situation, there are not standardized work prac-
tices and workflows. However, work practices and workflows from more general visualization
strategies can be taken as a start point, and then customize it to the concrete features of the

case in study.

Another interesting point is the characteristics of the user group. Usually, Big Data analysis is
carried on by data scientists with experience in the field. One of the cases with more weight of
real time Big Data is social media, where enormous amount of data are generated every mi-
nute. This data turns out to be interesting not only for companies with experts in their work-
force, but also for individuals, as there is a growing trend of individuals taking advantage of
social network’s impact. Consequently, while developing a tool for analysing social media’s
data, it would make sense to do it both thinking in experts and non-experts as potential users.

This distinction could lead into two quite different tools.
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7.2 Evaluating Visual Data Analysis and Reasoning (VDAR)

Second scenario evaluates tool’s ability to support visual analysis and reasoning about the
data. What is important is that this evaluation is made from the whole tool, rather than from
a concrete aspect. Unlike some other evaluation scenarios, in this one is quite easy to get
quantifiable outputs: for example, insights obtained during an analysis. It can also be evaluat-

ed expressing the quality of the data analysis experience.
Questions that could be done:

* How many insights were obtained in a period of time in a concrete analysis with this

tool and how many with another one in the same period of time?

* How good does it support hypothesis generation, the schematization of information,

interactive examination or analysis processes such as searching, filtering or zooming?

* How good would the analyst rate the analysis experience with this tool?

7.3 Evaluating Communication through Visualization (CTV)

As the scenario’s name suggests, the intention of this evaluation is to study how good the tool
communicates the information needed. This is not related with the way of presenting the da-

ta, rather than with how messages are transmitted to the user.

In the case of event-based visualization, the approach introduced in section 5.3, this would be
one of the most important evaluations. The facility to select kinds of events, formulate them
and then the way of being noticed when this events occur are crucial in this approach; for

that, a good communication is essential.

Besides, in real time Big Data analysis, with time playing such a decisive role in the decision-
making process, communication should be as effective as possible to avoid delays in second-
ary processes (such as understanding the messages given by visualization tool) and allow ana-

lysts to focus most of time in the data analysis.
Questions that could be done:
* Is the tool helpful in explaining and communicating concepts to third parties?

* How fast are the messages understood? Could them be simpler, and therefore, easier

and faster to understand?

*  Which is the interaction form used (finger touch, writing, mice...)? Can the user

choose it or it is predefined?
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7.4 Evaluating Collaborative Data Analysis (CDA)

“Researchers in visual analytics often focus on the perceptual and cognitive processes of a single
analyst. In practice, real-world analysis is also a social process that may involve multiple interpre-

tations, discussion, and dissemination of results.” (Heer and Shneiderman 2012, page 18)

Fourth scenario evaluates how a data visualization tool supports collaborative analysis and
collaborative decision making processes. At the same time, it should ensure that the allowance
of collaborative analysis does not imply a decrease in performance for doing the analysis,

which would counter the benefits of allowing a group analysis.

This would be one of the strengths of Hybrid Reality Environments, explained in section 3.4.2,
because of the possibility to allocate more than one person in the place of analysis. Neverthe-

less, there are some other collaborative ways that do not imply being physically together.

A good assistance to collaboration is view-sharing via application bookmarking, which enables
analysts to take up an exploration where their collaborators left off. (Heer and Shneiderman,
2012)

Effective and efficient tools should support social interaction. At least they must be able to
export views or data subsets to share or revise them, but it is desirable the capability of ex-
porting the settings for the control panels. This allows other analysts to see and operate the
same visualization. In case of dynamic data, the tool should not only permit access to the ac-
tual analysis, but also to the historic of steps done, interactions occurred and of course, to

previous data.
Few possible questions to evaluate tool’s performance in this scenario are:

*  What is the process of collaborative analysis and what are users’ requirements for that:
Is there a need for all users to work at the same time (in real time Big Data analysis,
most of times there is)? Will analysts be in the same place or distributed among differ-

ent ones?
* Does the tool support effective and efficient collaborative data analysis?
* Does it stimulate the group analysis?

Answering these questions will lead to a concrete tool that supports the specifications needed.
Each of these configurations may require specialized strategies that consider the division of
work, access control, presence indicators, and activity awareness (Heer and Shneiderman,
2012)
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7.5 Evaluating User Performance (UP)

From now on, the three scenarios left are the ones related directly with the visualization as-
pects, rather than with the process. Despite that, sometimes the differences between one sce-
nario and another one is due to small nuances. For example, this scenarios is quite similar to
the second one “Evaluating Visual Data Analysis and Reasoning”, but while second scenario
tried to evaluate how good was the process of analysis, this one is more strictly focused on the

outputs, without caring about the process.

In this one, user performance is predominantly measured in terms of objectively measurable
metrics such task completion time and task accuracy. Outputs are generally numerical values
analysed and modelled through statistical methods. It is also possible to measure subjective
performance such as work quality as long, but a requirement for that is that the metrics used

can be objectively.
Some possible questions to objectively measure user performance are:

*  Which is mean time that a user, or a group of them, needs to complete the task? How

accurate are the results obtained?

* How does one visualization or interaction technique compare to another as measured

by human performance?

In this section some indirect aspects of human performance can be treated, such as human’s
perception or cognitive constraints, which play an important role in Big Data visualization
analysis. This has been specially shown in sections 3 and 4. A good question to evaluate them
would be “What are the limits of human visual perception and cognition for specific kinds of
visual encoding or interaction techniques?” This would help in the design of the tool, knowing

that this limitations act like a bottleneck in user’s performance.

The study of perceptual limits under diverse circumstances, such as different data set sizes or

display formats, is really important to explore the scalability of visualization techniques.

7.6 Evaluating User Experience (UE)

First of all, to avoid confusions, it has to be clarified that evaluating user experience refers to

user’s feeling not about user’s previous knowledge about the field.

It is probably the most subjective evaluation. To get a complete evaluation, not only opinions
solicited should be taken into account, but also those opinions that spontaneously appear dur-
ing or after the process. The goal is to know user’s opinion about the tool and to see, from the

point of view of users, to what extent the visualization tool supports the intended tasks.
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Questions to be done:

* What features are seen as useful and what features are missing? To the ones useful,

how could they be improved?
* Is the tool understandable?
* How can features be reworked to improve the supported work processes?
* Are there limitations of the current system that would difficult its adoption?

In a certain way, this is the sum of all previous evaluations but seen from the user’s mind.
Comparing the results of this one with the others can give the right view about if the user per-

ceives the same as what the empirical results show.

7.7 Evaluating Visualization Algorithms (VA)

A visualization algorithm defined as “a procedure that optimizes the visual display of infor-

mation according to a given visualization goal.” (Lam et. al 2012, page 11)

In this scenario performance and quality of visualization algorithms are studied by judging
generated outputs quantitatively. With difference to other scenarios in which outputs were
also evaluated (VDAR and UP), this one only evaluates the computational aspects, without

evaluating the posterior user interpretation of them.

Two ways of quantifying how good an algorithm works are are comparing the scores of solu-
tions achieved by different algorithms and exploring limits and behaviour of the algorithm

according to data size, complexity and special cases.
A few questions usually raised are:

» Is the algorithm faster than other? Under what circumstances? How does it scale to

different data sizes and complexities? How does it work in extreme cases?

*  Which algorithm shows the patterns of interest better or gives a more truthful repre-

sentation of the data?

*  Which algorithm produces the least cluttered view?

7.8 Evaluation scenarios’ discussion

After briefly introducing each scenario, some common things have to be added.

First, it is difficult to completely pull apart one scenario with the others. Therefore, some sce-
narios overlap with others in concrete aspects. For example, the quantity of insights obtained
during an analysis is a metric that could be used to evaluate both Visual Data Analysis and

Reasoning, and User Performance.
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Second, some concrete ways are mentioned in order to obtain answers from the questions
formerly raised. These are case studies, controlled experiments, field observation, interviews,

heuristic evaluation or log analysis.

Third, it should be pointed out that research has been strongly focused on evaluations in the
last three scenarios, the ones belonging to visualization itself and not to process. As Lam et. al
show, most mentioned tags are those that pertain to Evaluating User Performance-UP (33%),
Evaluating User Experience-UE (34%), and Evaluating Visualization Algorithms-VA (22%).
Together, these three scenarios contribute to 85% of all evaluation papers over the years. The

other 15% is for the process group.

Therefore, there is an interesting research gap in that way, as improving the process will con-
sequently improve the results. The questions related to that, such as how visualization tools
can be integrated and used in everyday work environments, how does a visualization tool
support communication and knowledge transfer or how does a visualization tool support col-
laborative analysis, are strongly associated with concepts such as interaction, collaboration,
integration or coordination, which have repeatedly appeared in this work as key factors for

visualizing real time Big Data.
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8 Conclusions

The aim of this work was to do a review of existing literature in visualizations of real time Big
Data — and also similar areas from which interesting insights could be taken from - to discuss
which where the main parameters to consider and how to face them, which existing strategies
or approaches could be useful to treat with the characteristic difficulties of the case and iden-
tifying useful evaluation forms for that. It was also an objective to give some examples of vis-

ualization methods and abstractions.

The study showed, at first, the scarcity of literature directly related with the concrete case of
visualizing Big Data in real time. Nevertheless, with the existing literature and an addition of
concepts of Big Data and Visual Analytics that could be applied to the visualization of real

time Big Data, this work has achieved the goals set leading to the following conclusions.

8.1 Main visualization parameters

The parameters that have been analysed in this work are movement and transitions, speed,

interaction, screen and prediction.

First one have shown how the fact that in real time visualizations the data represented will be
in constant movement can affect to human’s interpretation of them. For example, most of
times moving elements are the ones first perceived. In order to handle these changes as good
as possible, an agglutinate of recommendations to design effective transitions has been intro-
duced. This advice should be taken having in consideration that when visualizing real time
Big Data the changes would be imposed by data and therefore, these design principles can not

always be applied.

Related to speed, it is clear that it doesn’t exist a general ideal speed, as it will depend on oth-
er factors such as information display, goals of the analysis or analyst skills. An important
conclusion of this work is that high-speed visualizations can be good interpreted and analysed
when information is well distributed and analysts have a good knowledge background about
the subject. This sheds light to visualizations of real time Big Data, assuming that with experts
in the analysis and good data treatment before visualizing them, the fact of having high-speed

changes can be a less critical obstacle.

Interaction has been pointed out as one of the most important visualization parameters, high-
lighting that it is through the interactive manipulation of a visual interface that knowledge is
constructed, tested, refined and shared. The most salient need related to interaction is the
need of real time interaction, allowing users to immediately be reflected their actions and
avoiding delays that could lead them to a big confusion in a such changing environment as
visualizing real time big data. Interaction’s section also includes a description design princi-

ples to support the fluent, flexible and effective use of interaction.
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Insufficient screen size and screen resolution are two of the most common problems when
visualizing Big Data. Consequently, they are also present in the concrete case of real time. In
this work Hybrid Reality environments have been introduced as a possible solution for these
problems that also offer solutions for other problems through really interesting features such
as offering stereoscopic view, allowing collaborative analysis, supporting naturalistic interac-

tions and giving an immersion experience.

Also in screen’s chapter a study about kinds of landscapes is presented, showing that coloured
points are the best option — both considering user’s performance and preferences - even when
they compete against 3D landscapes. Nevertheless, the study was carried out with a relatively
small number of points, which implies that the results are valid when Big Data is already re-
duced to smaller quantities of data, but are still not proven when large amounts of data are

visualized.

At last, a short chapter has been dedicated to highlight the importance having a predictive
background knowledge about the data, in order to be able to identify expected or anomalous

behaviours while visualizing them in real time.

8.2 Data abstractions

Data abstractions such as filtering, principal component analysis or binned aggregation have
been introduced as strategies that can help in the visualization of real time Big Data. It has
been proven how they can be very useful, both as a previous step to filter irrelevant data and
visualize only the important parts and also as part of the visual analysis, through an interac-

tive process to continuously focus on the desired data portion.

8.3 Approaches

The approaches introduced have showed that, in a task in which quick response is so im-
portant such as visualizing real time Big Data, the strategies that can speed up the process

allowing real time analysis, interaction and decision-making become crucial.

In that way, it has been seen that sometimes reducing computing precision can give these
benefits without harming the results accuracy. Similar to that, visualizing partial of interme-

diate iterative process results instead of final ones can lead to the same benefits.

Event based visualizations have been pointed out as one of the most fruitful approaches, as
they permit an automatic detection of concrete interests that will be highlighted while data
are interpreted in real time. However, a previous work has to be made in order to correctly

specify these events.

At last, and focusing more in the data processing part rather than in the visualization one,

some strategies have been introduced to maximize the data set that can be processed: the 4
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layers model, moving computing to the data, segmentation and paging were some of the top-

ics proposed to achieve that.

8.4 Visualization methods

Visualizations methods’ chapter has first shown the importance of knowing some characteris-
tics of the time axis and also considering the possible change rates and what to represent with
every change. After that, a series of concrete visualization methods have been introduced,
proving that depending on various factors one or another can be more suitable for visualizing

data.

8.5 Evaluations

At last, it has been proven the importance of evaluations, as they are not only a way of check-
ing if something is working correctly, but also an ideal exercise to detect what could be im-

proved or which innovations are demanded.

The seven evaluation scenarios reviewed have give a complete framework of what has to be
considered in a good evaluation, as well as which questions should be made. It is a great way
of checking if all the concepts previously mentioned have been successfully applied. A finding
in this chapter has been the untapped potential of evaluations focused in the process, such as
understanding environments and work practices. Future work on that may lead to a better

design of visualization tools.
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