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1 Introduction and preliminaries

In this work we present results and contributions in some different areas of Graph Theory.
We contribute to the study of generalizations of distance-regular graphs by describing
algebraic tools and properties that we can apply to any graph. By the study of these
algebraic tools, we can characterize combinatorial properties and structures of the graph.

One of our main purposes for this work is to study the different fonts of information
(of an algebraic and combinatorial nature) we can extract from a graph, and to study
the relationships between them. We describe some procedures and methods from which
we can obtain any piece of information in terms of any other. We conclude that there
exists an equivalence between the algebraic and combinatorial properties. Moreover, these
equivalences and procedures constitute a tool from which we can obtain more properties
and characterizations of any graph.

Along this work, we also define a new family of graphs, the distance mean-regular graphs,
which are a generalization of the distance-regular graphs. We use different tools and
procedures to study this kind of graphs. We use some combinatorial techniques to study
the first properties of these graphs. Also, we define some algebraic structures of which
we study not only its properties but also the existent relationships between them. This
algebraic study allows us to give more properties and characterizations of the graphs.

In the last chapter of this work, we focus our attention to a particular problem, the
vertex-isoperimetric problem in Johnson graphs, which constitute a family of distance-
regular graphs. By using different combinatorial techniques, we are able to solve it in
some cases, and to describe properties about the behaviour of the problem in the other
cases.

As usual, we are going to consider a graph Γ = (V,E) with a non empty vertex set
V = {v1, . . . , vn} and with E, a set of edges {vi, vj} with vi, vj ∈ V . Given the vertices vi
and vj in V , we say they are adjacent if {vi, vj} ∈ E. Let A be the adjacency matrix that
has dimension |V | × |V | and its entries are defined by:

(A)i,j =

{

1, if {vi, vj} ∈ E
0, if {vi, vj} /∈ E

The spectrum of Γ is the set of eigenvalues of the adjacency matrix together with their

multiplicities, sp Γ = {λm(λ0)
0 , . . . , λ

m(λd)
d }. The spectrum of the graph is the first piece

of information that we study, and it is the one from where we obtain some of the other
pieces.

An important family of graphs is constituted by the distance-regular graphs. They have
been well studied by several authors like Biggs in [29], Brouwer, Cohen and Neumaier
in [26], Cvetković, Doob and Sachs in [7] and Van Dam, Koolen and Tanaka in [14], for
example. A lot of literature has also been written about characterizations of these graphs
and their algebraic properties, as Brouwer and Haemers in [27] with Spectra of Graphs; or
Van Dam [10] and Fiol, Gago and Garriga [17] with the Spectral excess theorem, among
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others.

A graph Γ is distance-regular if for any integers i, j and h, and given vertices u and v at
distance h, the number of vertices at exactly distance i from u and at distance j from v is
independent of the chosen vertices u and v. That is, the so-called intersection parameter

phi,j = |Γi(u) ∩ Γj(v)|

depends only on the parameters i, j and h for 0 ≤ i, j, h ≤ D, with D being the diameter
of the graph; and where Γi(u) is the set of vertices in Γ at distance i from the vertex u.

u v

phi,j

h

i j

Figure 1: Scheme of the phi,j parameters.

Taking in phi,j the values i = h, h+ 1, h− 1 and j = 1, we obtain the intersection numbers
(or intersection parameters) ai, bi and ci, respectively, of the graph. For a given vertex
u taken as origin vertex, we consider a vertex v in Γi(u). The parameters ai represent
the number of adjacent vertices of the vertex v in the subgraph Γi(u); the parameters bi
represent the number of adjacent vertices of v in Γi+1(u); and the parameters ci represent
the number of adjacent vertices of v in the subgraph Γi−1(u). See Fig. 2 for the case
j = 2.

Then, the graph is distance-regular if and only if the parameters ai, bi and ci do not
depend neither on the vertex v nor on the origin vertex u. In this case, we say that
they are well defined. One of the main properties of the intersection numbers is that
all the parameters phi,j are uniquely determined by them. This allows us to obtain a lot
of combinatorial properties and the behaviour of the graph in terms of the intersection
numbers. However, these parameters are not enough to determine the graph. There
exist non-isomorphic graph with the same spectrum, and also, there exist non-isomorphic
distance-regular graphs with the same intersection numbers (see [20]).

Some basic examples of the properties of intersection numbers are that the degree is
calculated as ai + bi + ci = k for every i, or that a distance-regular graph is bipartite if
and only if ai = 0 for all i. Some other combinatorial properties like the girth can be
also determined by them. The behaviour of this parameters have also some monotony
properties: it holds that k = b0 ≥ b1 ≥ . . . ≥ bd−1 > 0 or 1 = c1 ≤ c2 ≤ . . . ≤ cd.
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Γ0(u)

Γ1(u)

Γ2(u)

b0

c1

a1

b1

c2

a2

b2

...

v

Figure 2: Intersection parameters diagram.

In general, the spectrum of a graph is a very useful tool to study some of its properties.
In the case of the distance-regular graphs this tool is specially suitable. The intersection
numbers of a distance-graph can be deduced from the spectrum, and vice versa.

In this work we introduce a natural generalization of the intersection parameters. If
we consider any graph Γ and its spectrum and apply the same procedures as if it were
distance-regular, we obtain, from the spectrum, the parameters that we call the preinter-
section numbers αi, βi, γi and ξhi,j (which generalize ai, bi, ci and phij respectively). These
parameters, introduced by Abiad, van Dam and Fiol in [1], can be defined for any graph
and they keep a lot of combinatorial properties that have the intersection numbers in a
distance-regular graph.

Obviously, these parameters αi, βi and γi do not give, in general, the degree of a vertex
in Γi−1(u), Γi(u) or Γi+1(u) respectively. They do it only in the case that the graph is
distance-regular. However, if the graph is regular of degree k, then αi + βi + γi = k for
every i. Also, the preintersection numbers can determine combinatorial properties, like
the girth or characterize when the graph is bipartite.

The preintersection numbers are another important piece of information that we study
in this work. In the same way that, in a distance-regular graph, the parameters phij and
the spectrum can be determined from the parameters ai, bi and ci; in any graph, the
parameters ξhij and the spectrum can be determined from the parameters αi, βi and γi.

In a distance-regular graph we can define also a family of polynomials called the distance
polynomials. These polynomials and its properties have been studied by Fiol and Garriga
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in [32], among others. In [21], Hoffman introduced the Hoffman polynomial HΓ of a graph
Γ, which characterizes the regularity of Γ. Namely, it holds that HΓ(A) = J if and only if
Γ is regular, where A is the adjacency matrix and J the all-ones matrix. This polynomial
is closely related to the spectrum of the graph, because the roots of HΓ are the eigenvalues
of Γ, except the first eigenvalue λ0.

The distance polynomials p0, p1, . . . , pd of a distance-regular graph Γ can be seen as a
decomposition of the Hoffman polynomial. That is, p0 + p1 + · · · + pd = HΓ. This
polynomials satisfies that pi(A) = Ai where Ai is the i-distance matrix for each 0 ≤ i ≤ d.
But they also have some particular combinatorial properties which help us in the study
of the graph. For example, they determine the number of vertices at any distance i from
any origin vertex: taking k as the degree of the graph, we have that pi(k) = |Γi| for every
i.

These polynomials have also a lot of combinatorial properties which relate them to the
intersection numbers. The principal equality is given by the expression (the three term
recurrence equality)

xpi = bi−1pi−1 + aipi + ci+1pi+1.

This equality is going to be the fundamental step for obtaining relationships between the
intersection numbers and the distance polynomials. Also, the distance polynomials are
well related with the spectrum of the graph, because they are an orthogonal family of
polynomials in the space defined by the scalar product 〈·, ·〉Γ defined as:

〈f, g〉Γ =
1

n
tr(f(A)g(A)) =

1

n

d
∑

i=0

mif(λi)g(λi),

where A is the adjacency matrix of the graph Γ, and λi are the eigenvalues of Γ with
multiplicity mi = m(λi). This scalar product is going to be the principal relation between
the polynomials and the spectrum. But also, from it we can obtain the intersection
numbers as Fourier coefficients of the distance polynomials in the Hilbert space with
〈·, ·〉Γ:

phij =
〈pipj , ph〉Γ
‖ph‖2Γ

=
1

nph(λ0)

d
∑

r=0

m(λr)pi(λr)pj(λr)ph(λr),

and ai = pi1,i, bi = pi1,i+1 and ci = pi1,i−1.

In the same way we extended the intersection numbers of the distance-regular graphs to
the preintersection numbers for any graph, we can extend the distance polynomials to the
predistance polynomials. They constitute the third principal piece of information of any
graph.

As in the case of the preintersection numbers, they preserve properties from the distance
polynomials in the distance-regular graphs. The three terms equality we used to relate
the intersection numbers with the distance polynomials holds in the case of preintersection
numbers and predistance polynomials:

xpi = βi−1pi−1 + αipi + γi+1pi+1.
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This is the natural and principal way in which the predistance polynomials work together
with the preintersection numbers. Recall that in a general graph Γ, the values |Γi| are in
general not well defined. That is, |Γi(u)| depends of the vertex u. However, we can use
the value of pi(λ0) in the same way we used |Γi(u)| in the distance-regular graphs. We
can write pi−1(λ0)βi−1 = pi(λ0)γi. This is an example of how the predistance polynomials
are a useful tool with which we can extend results we could not obtain with the distance
polynomials.

The family of predistance polynomials has the same relationship with the spectrum. The
scalar product defined before is the link with which they can work together. It holds that
the predistance polynomials are an orthogonal family of polynomials in the Hilbert space
(RR, 〈·, ·〉Γ):

〈f, g〉Γ =
1

n
tr(f(A)g(A)) =

1

n

d
∑

i=0

mif(λi)g(λi),

for every pair of functions f and g. That is,

〈pi, pj〉Γ = 0

for every pi and pj with i 6= j. Preintersection numbers can be also obtained as Fourier
coefficients of the predistance polynomials:

ξhij =
〈pipj , ph〉Γ
‖ph‖2Γ

=
1

nph(λ0)

d
∑

r=0

m(λr)pi(λr)pj(λr)ph(λr),

being αi = ξi1,i, βi = ξi1,i+1 and γi = ξi1,i−1.

As in the case of the distance-regular graphs, the sum of all the predistance polynomials
is the Hoffman polynomial HΓ of the graph. This polynomial, in general, does not satisfy
HΓ(A) = J . That holds only when Γ is regular. However, it has the same algebraic prop-
erties that in the case of the distance-regular graph. Its roots are the distinct eigenvalues
but the first one of the spectrum, and some other properties that we can see in Section
2.2.

Another piece of information we use in this work is the average number of closed walks of
length ℓ that there exist in Γ. In general, for any pair of vertices u and v and any value
ℓ, the number of walks joining u with v of length exactly ℓ can be calculated as (Aℓ)uv.
Thus the average number of closed walks of length ℓ in a graph, can be expressed as:

c(ℓ) =
1

n
tr(Aℓ).

The trace of a matrix is a value closely related with its spectrum. We have that tr(Aℓ) =
∑

i λ
ℓ
im(λi) where λi is an eigenvalue of the graph and m(λi) its multiplicity. Thus, the

average number of closed walks of any fixed length ℓ can be calculated directly from the
spectrum of the graph.
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Note that the scalar product of the canonical basic polynomials 〈xi, xj〉Γ for any pair i, j
such that i+ j = ℓ denote also the number of closed walks in the graph. This is the way
in which this parameter is also related with the predistance polynomials of the graph.

We not only use the powers of the adjacency matrix to obtain combinatorial properties;
we study also the relationship between the different powers of the adjacency matrix. We
may consider the algebra defined as A = span(I,A,A2, . . . ,Ad) where the graph Γ has
d+1 distinct eigenvalues. In the case of the distance-regular graphs, this algebra is called
the Bose-Mesner algebra (see [27] or [26], for example).

In general, any algebra of dimension n is defined by its basic elements and n3 parameters.
They describe how the basic elements interact between them. That is, given the n basic
elements {e1, . . . , en} and n3 parameters ch,i,j , the multiplication operation is defined as:

ei ⋆ ej =

n
∑

h=1

ch,i,jeh.

In the case of the Bose-Mesner algebra, these parameters are given by the intersection
parameters phij . We use the preintersection numbers and define an algebra in the same
terms. We define the adjacency algebra as:

AiAj =
d
∑

h=0

ξhijAh,

where Ai represents the i-distance matrix of the graph. This algebraic structure constitute
another way to study the preintersection numbers. The study of this structure (and
its relation with in the Bose-Mesner algebra) will give us some characterizations of the
distance-regularity and other properties of the graph (see Subsection 5.8).

A large part of this work deals not only with the properties of the pieces of information
we have been discussing, but also with the relationship between them. In Chapter 2 we
specifically discuss these pieces and study some of their first properties. Moreover, in
Chapter 3 we present specific formulas and procedures to obtain each one of the pieces
of information in terms of the others. It is worth noting that this chapter shows that the
characterizations, properties, or information we obtain for any graph can be studied in
many different ways.

This part of the work has two consequences. The first one is that the different pieces
of information are equivalent, even if they have combinatorial or algebraic nature. The
second one is that the tools we introduce can be used to prove new properties and results
in Spectral Graph Theory.

In Subsection 3.7 we illustrate with an example all these equivalences and procedures. We
calculate all the pieces of information (and properties) in terms of each other, for a graph
which is not regular.

The equivalences and procedures explained in Chapter 3 allow us to prove combinatorial
and algebraic properties of the graphs (see Chapter 4).
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Chapter 5 is devoted to introduce a new family of graphs, the distance mean-regular graphs.
We define this kind of graphs as a generalization of vertex-transitive graphs or distance-
regular graphs. That is why the techniques and procedures we study in this work can be
applied to many graphs.

A graph is distance mean-regular if for a given vertex u, the averages of the intersection
numbers phij(u, v) = |Γi(u) ∩ Γj(v)| (number of vertices at distance i from u and distance
j from v) computed over all vertices v at a given distance h ∈ {0, 1, . . . , D} from u, do
not depend on u. In other words, we can fix an origin vertex u, as we did in the case of
distance-regular graphs, and calculate the average degree of a vertex at distance i from u,
by taking in to account the decomposition defined by the adjacent vertices at distances
i−1, i and i+1 from u. The graph is distance mean-regular if these average values are not
dependent on the chosen origin vertex u, and we call these values ai, bi and ci respectively.
These parameters are called intersection mean-parameters, and we can write them in the
mean-matrix B:

B =



















a0 b0
c1 a1 b1

c2 a2 b2
. . .

cd−1 ad−1 bd−1

cd ad



















.

We first remark that the parameters ai, bi and ci are, as αi, βi and γi, generalizations of the
intersection numbers of a distance-regular graph. However there exist several differences
between them. The most important difference we have to remark is that the preintersection
numbers are defined for any graph. We extend the techniques used in distance-regular
graphs to any other graph, even if it is not regular. However, the paremeters ai, bi and
ci are only defined in the case in which the graph is distance mean-regular, and its values
do not coincide in general with the preintersection numbers.

These parameters have important combinatorial properties in the graph (see Subsections
5.4 and 5.3, for example). But they are not the unique tool we use for the study of this
kind of graphs. Taking the intersection mean-parameters as base, we define the distance
mean-polynomials p0, p1, . . . , pD with the equivalence formula:

xpi(x) = bi−1pi−1(x) + aipi(x) + ci+1pi+1(x).

We can see that the family of predistance polynomials are d + 1 different polynomials,
where the graph has d + 1 different eigenvalues. However, this family of polynomials
has D + 1 polynomials, being D the diameter of the graph. We do not only define this
polynomials, but we define also the pseudo-spectrum of the graph. In a distance regular
graph, the eigenvalues of the matrix B are the distinct eigenvalues of the graph without
their multiplicities. In this case, we take the spectrum of B, which has D + 1 distinct
eigenvalues, as the distinct eigenvalues of the pseudo-spectrum of a distance mean-regular
graph. We calculate the pseudo-multiplicities with the same procedures we use for any
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other graph (see Subsection 3.3). In this way we obtain {µm(µ0)
0 , . . . , µ

m(µD)
D } as a spectrum

that has n eigenvalues (the number of vertices of the graph) and D+1 distinct eigenvalues.
We can look at the pseudo-spectrum as the spectrum the graph would have if it was
distance-regular.

The distance mean-polynomials constitute an orthogonal family of polynomials with re-
spect to the scalar product defined over the pseudo-spectrum of the graph:

〈f, g〉⋆ =
1

n

D
∑

i=0

m(µi)f(µi)g(µi),

and the intersection mean-numbers can be also obtained as Fourier coefficients of the
polynomials:

ai =
〈xpi, pi〉⋆
‖pi‖2⋆

, bi =
〈xpi+1, pi〉⋆

‖pi‖2⋆
, ci =

〈xpi−1, pi〉⋆
‖pi‖2⋆

.

That is, these three tools (the intersection mean-numbers, the distance mean-polynomials
and the pseudo-spectrum) of a graph work well together. However, these are not the
unique tools we use in order to study this kind of graphs. With the help of the distance
mean-polynomials, the adjacency matrix and the mean-matrix, we define four matrix
algebras:

• A = span(I,A,A2, . . . ,Ad), where A is the adjacency matrix and d + 1 is the
number of distinct eigenvalues;

• D = span(I,A,A2, . . . ,AD), where Ai is the i-distance matrix;

• D = span(I,A,A2, . . . ,AD), where Ai = pi(A);

• B = span(I,B,B2, . . . ,BD), where Bi = pi(B).

The study of this algebras and the relationship between them give us some important
properties and characterizations of distance mean-regular graphs (see Subsection 5.8).

Finally, in Chapter 6, we study a particular problem in a family of distance-regular graphs:
The vertex-isoperimetric problem in the Johnson graphs. The Johnson graph J(n,m) has
as vertices the m-subsets of the set {1, . . . , n}, and two of them are adjacent if and only
if they share m − 1 of their elements. For example, the Johnson graph J(5, 2) is shown
in Fig. 3. This kind of graphs constitute an important example of distance-regular and
distance-transitive graphs.

The isoperimetric problem consists in, for any cardinality k, determine the set S such
that |S| = k with the minimum cardinality of the boundary |∂S| amount all the sets of
cardinality k. In this case, S is an optimal set. If we consider the boundary of S as the
edge-boundary, that is, as the set of edges joining a vertex of S with a vertex outside of S,
then we are studying the edge-isoperimetric problem. The edge-isoperimetric problem has
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Figure 3: The Johnson graph J(5, 2).

been studied by many different authors like Ahlswede and Katona in [41] or Bey in [42].
If we consider the boundary of S as the vertex boundary, that is, the number of vertices
not in S but adjacent to a vertex of S, then we are on the vertex-isoperimetric problem.

The main purpose of this chapter is to contribute to the study of the vertex-isoperimetric
problem for the Johnson graph. We solve explicitly the problem for some particular cases
of the graph J(n,m). We give the family of optimal sets of every cardinality k for the
graph J(n, 2) (see Subsection 6.2) and J(2m − 2,m) (see subsection 6.3). In both cases,
the optimal sets are the initial segments of the colexicographic order. The Johnson graph
J(2m − 2,m) is relevant, because it is the base case in the induction proof of Theorem
6.4. In this theorem it is proved that the colexicographic order is also optimal for sets of
small cardinality for any Johnson graph. In Subsection 6.4 we also study the behaviour
of the graph J(n,m) for larger values of n and we do an asymptotic study of the graph.
In this case, the colexicographic order is again the optimal order.

However, the colexicographic order is not optimal in all the cases. An important subsection
of this chapter is devoted to present an example of that. In Subsection 6.5 we give a family
of cardinals whose initial segment of the colexicographic order is not optimal. This is an
important result because we show when this order is the optimal solution and where is
not, proving that this is an interesting problem that can be studied in future works.
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2 Different pieces of information

Distance-regular graphs are a key concept in combinatorics, because of their rich structure
and multiple applications. Indeed, they have important connections with other branches
of mathematics, as well as other areas of graph theory. For background on distance-
regular graphs, we refer the reader to Bannai and Ito [24], Biggs [29], Brouwer, Cohen,
and Neumaier [26], Brouwer and Haemers [27], Godsil [35], and Van Dam, Koolen and
Tanaka [31].

The distance-regular graphs are a well known kind of graph because their algebraic and
combinatorial properties. The relationship between these algebraic and combinatorial
concepts have been studied by many authors (see Brouwer and Haemers at [27], van Dam,
Koolen and Tanaka and [14], Cámara, Fàbrega, Fiol, and Garriga at [30],. . .). These
results give us interesting properties about the internal structure of the graph, but also
we have interesting and useful characterizations of the distance regularity.

Two main algebraic concepts are the intersection parameters and the distance polynomials
of the graph. Both are well determined by the spectrum of the graph, but is well-known
that many properties can be independently derived from each one of these concepts. In
this section we extend these basic concepts to any (not necessarily distance-regular) other
graph, introducing what we call the preintersection parameters and the predistance poly-
nomials.

First we study independently these concepts along with others like the spectrum or the
intersection numbers. We see how each one of these pieces of information of the graph is
enough to give some properties of the graph in the same way that the intersection numbers
give us combinatorial properties about the distribution of the adjacencies of each vertex,
or in the way in which the distance polynomials give us the distribution of the vertices. In
future sections we will study the relationships between the different pieces of information,
and the way in which we can obtain one in terms of any each other.

We first recall some basic concepts, notation, and results on which our study is based.
For more background on spectra of graphs, distance-regular graphs, and their character-
izations, see [29, 26, 27, 7, 14, 16, 35]. Throughout this work, Γ = (V,E) stands for a
(simple and finite) connected graph with vertex set V and edge set E. We denote by n
the number of vertices and by e the number of edges. Adjaceny between vertices u and v
(uv ∈ E) will be denoted by u ∼ v. The adjacency matrix A of Γ is the 01-matrix, with
rows and columns indexed by the vertices, such that (A)uv = 1 if and only if u ∼ v.

2.1 The spectrum

One of the most important tools in the study of the algebraic properties of a graph Γ is its
spectrum. The spectrum of Γ is the set of eigenvalues of its adjacency matrix A togheter
with their multiplicities:

sp Γ = {λm0

0 , λm1

1 , . . . , λmd

d }, (1)
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where λ0 > λ1 > · · · > λd, and the superscript mi stand for the multiplicity of the
eigenvalue λi, for i = 0, . . . , d. Notice that, since Γ is connected, m0 = 1, and if Γ is k-
regular, then λ0 = k. Throughout the paper, d will always denote the number of distinct
eigenvalues minus one.

We also use the spectrum as base for build a scalar product of two functions with respect
to the spectrum of a graph spΓ. We define it as:

〈f, g〉Γ =
1

n
tr(f(A)g(A)) =

1

n

d
∑

i=0

mif(λi)g(λi), (2)

for any two functions f, g : R → R. This product is the key to determine the relation
between the different elements of a unique piece of information, as well as the relation
between some different pieces of information.

2.2 The predistance polynomials

Given a graph Γ with spectrum as above, the predistance polynomials p0, . . . , pd, introduced
by Fiol and Garriga in [32], are polynomials in Rd[x], with degree pi = i, which are
orthogonal with respect to the scalar product given in (2) and normalized in such a way
that ‖pi‖2Γ = pi(λ0) (this always makes sense since it is known that pi(λ0) > 0 for every i =
0, . . . , d ). Some basic properties of these polynomials, which can be seen as a generalization
of the distance polynomials of a distance-regular graph, are given in the following lemma,
see [30].

Lemma 2.1. Let Γ be a graph with average degree k = 2e/n, predistance polynomials pi,
and consider their sums qi = p0 + · · ·+ pi, for i = 0, . . . , d. Then,

(a) p0 = 1, p1 = (λ0/k)x, and the constants of the three-term recurrence

xpi = βi−1pi−1 + αipi + γi+1pi+1, (3)

where β−1 = γd+1 = 0, satisfy:

(a1) αi + βi + γi = λ0, for i = 0, . . . , d;

(a2) pi−1(λ0)βi−1 = pi(λ0)γi, for i = 1, . . . , d.

(b) pd(λ0) = n

(

d
∑

i=0

π2
0

miπ2
i

)−1

, where πi =
∏

j 6=i

|λi − λj |, for i = 0, . . . , d.

(c) 1 = q0(λ0) < q1(λ0) < · · · < qd(λ0) = n, and qd(λi) = 0 for every i 6= 0. Thus,
qd = H is the Hoffman polynomial characterizing the regularity of Γ by the condition
H(A) = J , where J stands for the all-1 matrix (see Hoffman [21] ).
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(d) The three-term recurrence (3) can be represented through a tridiagonal (d+1)×(d+1)
matrix R such that, in the quotient ring R[x]/(m), where (m) is the ideal generated
by the minimal polynomial m =

∏d
i=0(x− λi) of A, it satisfies

xp = x















p0
p1
p2
...
pd















=















α0 γ1
β0 α1 γ2

β1 α2

. . . γd
βd−1 αd





























p0
p1
p2
...
pd















= Rp . (4)

2.3 The preintersection numbers

The intersection numbers are a very well studied family of parameters which determines a
lot of combinatorial properties of a distance-regular graph. Chosen any origin vertex u in
a distance-regular graph, the parameters ai, bi and ci represent the adjacencies of a vertex
at distance i, i+ 1 and i− 1 respectively from u.

u

Γ0(u)

Γ1(u)

Γ2(u)

b0

c1

a1

b1

c2

a2

b2

...

v

Figure 4: ai, bi and ci parameters diagram.

This combinatorial properties can be calculated also by algebraic techniques. By extending
this algebraic procedures to any graph, we can define the preintersection numbers of any
graph as a generalization of the intersection numbers of a distance-regular graph, which
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are closely related to its combinatorial properties (see e.g. Biggs [29]). In the more general
context of any graph, the preintersection numbers give us an algebraic information on the
graph, which is of the same nature as the spectrum of its adjacency matrix. More precisely,
the preintersection numbers ξhij , i, j, h ∈ {0, . . . , d}, are the Fourier coefficients of pipj in
terms of the basis {ph}0≤h≤d, that is,

ξhij =
〈pipj , ph〉Γ
‖ph‖2Γ

=
1

nph(λ0)

d
∑

r=0

m(λr)pi(λr)pj(λr)ph(λr). (5)

Notice that, in particular, the coefficients of the three-term recurrence (3) are αi = ξi1,i,

βi = ξi1,i+1, and γi = ξi1,i−1. In fact, from our derivations will be clear that such coefficients
determine all the other preintersection numbers.

2.4 Bose-Mesner algebras and intersection numbers

Bose-Mesner algebras and Krein parameters are concepts originally defined in terms of
the association scheme, but they can also be considered in the context of distance-regular
graphs. In this work we generalize these concepts to extend them to every graph. For a
graph of d + 1 distinct eigenvalues, we consider the algebra A = span(I,A,A2, . . . ,Ad),
where A is the adjacency matrix of the graph (see Subsection 5.8). In general, we are
not interested in the structure of this algebra but in the relation between it and other
algebras. Then, our aim is to study properties and characterization of some kind of
graphs (for instance Theorem 5.13 or Proposition 5.14).

Every algebra is determined by the parameters phij which determine the relation between
the elements in the base:

AiAj =
d
∑

h=0

phijAh, h, i, j = 0, 1, . . . , d,

where d is the dimension of the algebra and each Ai the i-distance matrix of the graph. In
the case when the algebra studied is the Bose-Mesner algebra, these parameters are called
the intersection numbers of the graph. In the same way we extend the Bose-Mesner algebra
to any other non-distance-regular graph, we extend the concept of intersection parameters
to any graph. This generalized parameters have a well-known combinatorial meaning in
the case in the distance-regular graphs, as well as an algebraic meaning. As mentioned
above, they are some Fourier coefficient given in terms of the predistance polynomials of
the graph (we will study them in Chapter 3 or in Subsection 5.8).

2.5 Closed walks

The average number of closed walks of length ℓ are combinatorial parameters which can
be computed either directly from the graph, or with algebraic methods. The closed walks
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are related with the scalar product defined in (2) because we can write for each c(ℓ) in the
graph Γ: c(ℓ) = 〈1, xℓ〉Γ. Each parameter c(ℓ) can be expressed as

c(ℓ) =
1

n
tr(Aℓ) =

1

n

d
∑

i=0

miλ
ℓ
i

for ℓ = 0, 1, 2, . . ..

Thus, they are related with the predistance polynomials of the graph, and it can be seen
that the information given by the parameters c(ℓ) for ℓ = 0, . . . , d is enough to complete
the information given by the d+1 distinct eigenvalues, or the preintersection numbers. In
the case that Γ is a distance regular graph, these parameters match with the exact values
of the numbers of closed walks in each vertex.

We also define a generalization of this parameter. Let c(ℓ)k be the mean number of
different walks between vertices at distance k. In particular, c(ℓ) = c(ℓ)0. And let be
simply c(ℓ)k in the case in which it is well defined. In Chapter 4, we use the parameters
c(ℓ)k and its relationship with in the preintersection parameters to give results about the
characterization of distance-regularity of a graph.
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3 Formulas and procedures for equivalence

In this section we study the equivalence between the pieces of information described in
Section 2. We give explicit formulas and procedures to obtain each one of the pieces of
information from each other.

This procedures are very useful by themselves, but the importance of this section is also to
prove that the same information involved in the spectrum of any graph, is also contained in
the other pieces of information (preintersection numbers or the predistance polynomials).

3.1 From the spectrum to the predistance polynomials

As mentioned above, the spectrum of a graph plays a central role in the study of its
algebraic and combinatorial properties. To obtain the predistance polynomials introduced
in Subsection 2.2 we consider the scalar product defined in (2), in the introduction of
the Chapter 2, and apply the Gram-Schmidt orthogonalization method from the basis
{1, x, . . . , xd}, normalizing the obtained sequence of orthogonal polynomials in such a way
that ||pi||2 = pi(λ0). (This makes sense since, from the theory of orthogonal polynomials,
it is known that pi(λ0) > 0 for any i = 0, . . . , d.)

This orthogonalization can be implemented by using the trace of the matrices Ak. These
values can be easily calculated as tr(Ak) =

∑d
i=0miλi. A general step of the Gram-

Schmidt orthogonalization is:

ri = xi −
i−1
∑

j=0

〈xi, rj〉Γ
〈rj , rj〉Γ

.

We can express each scalar product as:

〈f, g〉Γ =
1

n
tr((fg)(A)) =

1

n

[

z0 tr(I) + z1 tr(A) + z2 tr(A
2) + . . .

]

,

where (fg)(x) = z0+z1x+z2x
2+. . .. In the particular cases in which we calculate the scalar

product of two polynomials of the canonical base, we have that 〈xi, xj〉Γ = 1
n tr(Ai+j).

An example of this method can be seen at Subsection 3.7.

As mentioned in Lemma 2.1, H = p0 + · · · + pd is the Hoffman polynomial satisfying
H(λi) = 0 for i > 0, H(λ0) = n, and characterizing the regularity of the graph by the
condition H(A) = J .

3.2 From the predistance polynomials to the spectrum

In this subsection we show how the spectrum of a graph Γ can be obtained from its
predistance polynomials.
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Proposition 3.1. Let p0, p1, . . . , pd be the predistance polynomials of a graph Γ, with ωj
i

being the coefficient of xj in pi. Then,

(a) The different eigenvalues λi 6= λ0 of Γ are the d distinct zeros of the Hoffman
polynomial H = p0 + p1 + · · ·+ pd.

(b) The largest eigenvalue (spectral radius) is

λ0 = −ω1
1
ω0
2

ω2
2

. (6)

(c) The multiplicity of each eigenvalue λi, for i = 0, . . . , d, is

mi = n





d
∑

j=0

pj(λi)
2

pj(λ0)





−1

. (7)

Proof. (a) As mentioned in Lemma 2.1, H = p0 + · · · + pd is the Hoffman polynomial
satisfying H(λi) = 0 for i = 1, . . . , d.

(b) The expressions for p0 and p1 (see Lemma 2.1(a)) imply that ω0
0 = 1 and ω0

1 = 0.
Then,

α0 = 0, α1 = −ω1
2

ω2
2

, and β0 = −ω1
1

ω2
2

ω0
2, (8)

and (6) follows from λ0 = α0 + β0.

(c) See the proof of Proposition 3.7. This is a result from [16].

The spectral radius can also be determined as the largest root of the polynomial

h =









d
∑

i=1

λi

pd(λi)

d
∏

j=1
j 6=i

x− λj

λi − λj









pd(x)− x. (9)

This comes from the combination of the following two facts: the multiplicity of each
eigenvalue can be also calculated as

mi =
φ0 pd(λ0)

φi pd(λi)
, for i = 0, . . . , d, (10)

where φi =
∏d

j=0,j 6=i(λ0 − λj), see [16], and the sum of all the eigenvalues has to be zero,
∑d

i=0miλi = trA = 0. Note that, in fact, the polynomial h has also the roots λ1, . . . , λd.
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Another approach is to notice that each coefficient of H(x) =
∑d

j=0 hjx
j can be written

as hj = wj
j +wj

j+1 + · · ·+wj
d, where ωj

i is the coefficient of degree j of the polynomial pi.
In particular, if Γ is regular, then

H(x) =
n

π0

d
∏

i=1

(x− λi) =
n

π0

∑

C⊂[d]

(−1)|C|xd−|C|





∏

j∈C

λj



 ,

where [d] = {0, 1, . . . , d}, π0 =
∏d

j=1 |λ0 − λj |, and, hence, we have the system of d
equations

hj = wj
j + wj

j+1 + · · ·+ wj
d =

n

π0

∑

|C|=d−j

(−1)d−j

(

∏

i∈C

λi

)

j = 0, . . . , d− 1,

with unknowns λ1, . . . , λd.

3.3 From the predistance polynomials to the preintersection numbers

In this subsection we assume that the predistance polynomials of a graph Γ are given
and, from them, we want to obtain its preintersection numbers. Of course, we could
do so by applying (5), but this requires to know the spectrum of Γ, which requires an
intermediate computation (as shown in Subsection 3.2). Consequently, we want to relate
directly the preintersection numbers to (the coefficients of) the predistance polynomials.
With this aim, we use both the three-term recurrence (3) and the generic expression of
each polynomial pi as above. This leads to the following result.

Proposition 3.2. Given the predistance polynomials of a graph Γ, pi =
∑i

j=0 ω
j
i x

j, its
preintersection numbers are:

(a) α0 = −ω0
1

ω1
1

, αi =
ωi−1

i

ωi
i

− ωi
i+1

ωi+1

i+1

(1 ≤ i ≤ d− 1);

(b) βi =
ωi−1

i+1

ωi
i

− ωi
i+1

ωi
i

(

ωi
i+1

ωi+1

i+1

− ωi+1

i+2

ωi+2

i+2

)

− ωi+1

i+1

ωi+2

i+2

ωi
i+2

ωi
i

(0 ≤ i ≤ d− 2);

(c) γi =
ωi−1

i−1

ωi
i

(1 ≤ i ≤ d).

Proof. By using the expressions of pi−1, pi, and pi+1 in (3), and considering the terms of
degree i+ 1, we get

ωi
i = γi+1ω

i+1
i+1, i = 0, . . . , d− 1,

giving (c).

Analogously, from the term of degree i, we have

ωi−1
i = αiω

i
i + γi+1ω

i
i+1
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whence, by using the value of γi+1, we obtain

ωi−1
i = αiω

i
i +

ωi
i

ωi+1
i+1

ωi
i+1

giving (a) for 1 ≤ i ≤ d− 1. The value of α0 is obtained from (3) with i = 0 and the value
of γ1.

Finally, looking at the terms of degree i− 1:

ωi−2
i = βi−1ω

i−1
i−1 + αiω

i−1
i + γi+1ω

i−1
i+1,

and using the values for αi and γi+1, we have

ωi−2
i = βi−1ω

i−1
i−1 +

(

ωi−1
i

ωi
i

− ωi
i+1

ωi+1
i+1

)

ωi−1
i +

ωi−1
i−1

ωi
i

ωi−1
i+1.

This yields the value of βi for 1 ≤ i ≤ d − 2. The value of β0 is obtained from (3) with
i = 1, and the values of α1 and γ2. This also yields (b) with i = 0, by setting ω−1

1 = 0.

Note that, in the above result, αd and βd−1 do not need to be mentioned, since they are
computed by using Lemma 2.1(a1) with λ0 = α0 + β0.

A matrix approach

The above computation can be also carried out by using a matrix approach. To this end,
let us consider the given matrices

Ω =















ω0
0

ω0
1 ω1

1

ω0
2 ω0

2 ω2
2

...
. . .

ω0
d . . . ωd

d















and U =















0 1 0 . . . 0
0 0 1
...

. . .

0 . . . 0 1
0 0 0 . . . 0















, (11)

where, as above, the ωj
i , i, j = 0, . . . , d stand for the coefficients of the predistance poly-

nomials; and the U matrix is a (d+ 1)× (d+ 1) matrix with ones in the upper diagonal.
From them, we want to find the tridiagonal matrix of the preintersection numbers of Γ:

R =















α0 γ1
β0 α1 γ2

β1 α2

. . . γd
βd−1 αd















.

Then, we have the following result.
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Proposition 3.3. Let Γ be a graph with predistance polynomials p0, . . . , pd, and coefficient
matrix Ω. Let Ω′ and R′ be the matrices obtained, respectively, from Ω and R by removing
its last row. Then,

R′ = Ω′UΩ−1,

Proof. By using the (column) vectors p = (p0, p1, . . . , pd)
⊤ and x = (1, x, . . . , xd)⊤, and

p′ and x′ obtained from p and x by deleting the last entry, we have p = Ωx, p′ = Ω′x′,
and xx′ = Ux. Moreover, the first d equations in (4) are xp′ = R′p. Then, all together
yields

xΩ′x′ = Ω′Ux = R′Ωx,

so that (Ω′U −R′Ω)x = 0 and, then, it must be Ω′U = R′Ω, whence the result follows.

Finally, the last row of R is computed by using Lemma 2.1(a1).

3.4 From the preintersection numbers to the predistance polynomials

To obtain the predistance polynomials from the preintersection numbers of a graph Γ, we
just need to apply the three-term recurrence (3) which, initialized by p0 = 1, yields:

pi =
1

γi
[(x− αi−1)pi−1 − βi−2pi−2], i = 1, . . . , d. (12)

In particular, as stated in Lemma 2.1(a), we get p1 = (λ0/k)x, so that Γ is regular if and
only if p1 = x.

Alternatively, we can also compute pi directly by using the principal submatrix of the
recurrence matrix R in (4). Namely,

Ri =















α0 γ1
β0 α1 γ2

β1 α2

. . . γi
βi−1 αi















, i = 0, 1, . . . , d.

Proposition 3.4. The predistance polynomial pi associated to the recurrence matrix R is

pi =
1

γ0 · · · γi
pc(Ri−1), i = 1, . . . , d, (13)

where pc(Ri−1) stands for the characteristic polynomial of Ri−1.

Proof. By induction. The result holds for i = 1, 2 since, by (12), we get

p1 =
1

γ1
(x− α0) =

1

γ1
pc(R0), p2 =

1

γ1γ2
[(x− α0)(x− α1)− β0γ1] =

1

γ1γ2
pc(R1).
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Then, we assume that the result holds for all values smaller than i(≥ 3) and prove that
det(xI −Ri−1) = pi developing by the last column.

Also, we can obtain explicit formulas for the coefficients of the polynomials in terms of
the preintersection numbers.

Lemma 3.5. Given the preintersection numbers αi, βi, and γi of a graph Γ, the three
coefficients of the higher degree terms of its predistance polynomial pi = ωi

ix
i+ωi−1

i xi−1+
· · ·+ ω0

i , are:

(i) ωi
i =

1
γ1γ2···γi

;

(ii) ωi−1
i = −α0+···+αi−1

γ1γ2···γi
;

(iii) ωi−2
i =

∑

0≤r<s≤i−1 αrαs −
∑i−2

r=0 βrγr+1

γ1γ2 · · · γi
.

Proof. By using induction with the three-term recurrence (3), we get:

(i) The principal coefficient of the polynomial pi =
1
γi
[(x− αi−1)pi−1 − βi−2pi−2] is the

principal coefficient of 1
γi
pi−1, that is,

1
γi
ωi−1
i−1.

(ii) The second coefficient of pi can be expressed in terms of the previous coefficients as:

ωi−1
i =

ωi−2
i−1 − αi−1ω

i−1
i−1

γi
,

and using the first statement we have:

ωi−1
i =

ωi−2
i−1

γi
− αi−1

1

γ2 . . . γi
.

(iii) For the coefficient of the third highest degree term, we get:

ωi−2
i =

ωi−3
i−1 − αi−1ω

i−2
i−1 − βi−2ω

i−2
i−2

γi
,

which, in addition with the previous results, it can be expressed as:

ωi−2
i =

ωi−3
i−1

γi
− α1αi−1 + · · ·+ αi−2αi−1

γ2 . . . γi
− βi−2γi−1

γ2 . . . γi
.

Of course, this procedure can be carried on by calculating each ωj
i from the three-term

recurrence and using the expressions of the previously computed ωi
i, . . . , ω

j+1
i .
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A linear system approach

The above computations can be also carried out by using a matrix approach. Indeed,
they can be set as a linear system by using the matrix approach in Proposition 3.3 of the
previous subsection.

Considering the preintersecion parameters as fixed scalars and ωj
i as variables in the equal-

ity R′Ω = Ω′U , we have a set of linear equations:

{βi−1ω
j
i−1 + αiω

j
i + γi+1ω

j
i+1 = ωj−1

i }0≤i≤d−1, 0≤j≤i+1≤d.

This is an homogeneous linear equation system of order d(d+3)
2 with (d+1)(d+2)

2 variables.

Finally, we add the equation ω0
0 = 1 and obtain a unique solution of the system with the

predistance polynomial coefficients.

This linear system only depends on the preintersection numbers αi, βi and γi. Thus, all
the (d+1)(d+2)

2 polynomial coefficients depend only on the 2d intersection parameters (recall
that the third parameter is determined by the two others because αi + βi + γi = β0).

Proposition 3.6. The linear system given by the equations

ω0
0 = 1

{βi−1ω
j
i−1 + αiω

j
i + γi+1ω

j
i+1 = ωj−1

i }0≤i≤d−1, 0≤j≤i+1≤d

has the (unique) solution

Xω =





















ω0
0
...
ω0
d
...
ωd
d





















.

Proof. By construction, the column vector of the polynomial coefficients Xω is a solution
of the system. To show unicity, we have to see that the coefficient matrix

M =

























1, 0, . . . , 0
R′

−I R′

−I R′

· · ·
1, 0, . . . , 0

1, 0, 0, . . . , 0
0, 1, 0, . . . , 0 · · ·
























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has rank (d+ 1)2. To this end, we reorder its rows to get a triangular block matrix:

M∗ =



























1, 0, . . . , 0
R′

1, 0, . . . , 0
−I R′

1, 0, . . . , 0
−I R′

−I
. . .

· · · · · ·



























. (14)

Each one of the d+ 1 square blocks in the diagonal is formed by the matrix R′ with the
first canonical vector added as the first row. This gives a triangular matrix with nonull
term in the diagonal. The determinant of the submatrix of M∗ of its first (d + 1)2 rows
is (γ1γ2 . . . γd)

d+1 6= 0. Finally, we can avoid the rows and columns corresponding to the
indexes i, j with i < j, because ωj

i = 0 for every i < j.

We can see an explicit example in Subsection 3.7.

3.5 From the preintersection numbers to the spectrum

Let us now see how the preintersections numbers of a graph allow us to compute its
spectrum.

Proposition 3.7. Given a graph Γ with d+1 distinct eigenvalues and matrix R of prein-
tersection numbers, its spectrum sp Γ = {λm0

0 , λm1

1 , . . . , λmd

d } can be computed in the fol-
lowing way:

(a) The different eigenvalues λ0 > λ1 > · · · > λd of Γ are the eigenvalues of R, that is
the (distinct) zeros of its characteristic polynomial pc(R) = det(xI −R).

(b) Let ui and vi be the standard (with first component 1) left and right eigenvectors
corresponding to λi. Then, the multiplicities are given by the formulas

mi =
n

〈ui,vi〉
i = 0, . . . , d, (15)

where n = 〈u0,v0〉 is the number of vertices of Γ.

Proof. Let P be the matrix indexed with 0, . . . , d, and with entries P ij = pi(λj). Then,
because of (4), its i-th column vi is a right λi-eigenvector of the recurrence matrix R:
RP = PD, where D = diag(λ0, . . . , λd). Then, as P−1R = DP−1, the i-th row ui of
P−1 is a left λi-eigenvector of R. Moreover, because of the orthogonal property of the
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predistance polynomials with respect to the scalar product (2), the inverse of the matrix
P is

P−1 =
1

n













m0
p0(λ0)
n0

m0
p1(λ0)
n1

. . . m0
pd(λ0)
nd

m1
p0(λ1)
n0

m1
p1(λ1)
n1

. . . m1
pd(λ1)
nd

...
...

...

md
p0(λd)
n0

md
p1(λd)
n1

. . . md
pd(λd)
nd













where ni = pi(λ0). Then, from (P−1P )ii = 1, 0 ≤ i ≤ d, we get

mi = n





d
∑

j=0

pj(λi)
2

pj(λ0)





−1

=
n

〈ui,vi〉
i = 0, . . . , d, (16)

as claimed. Finally, notice that, as m0 = 1, n = 〈u0,v0〉.

Note also that, in (16), the right and left eigenvectors are, respectively,

vi = (p0(λi), p1(λi), . . . , pd(λi))
⊤, and ui =

(

p0(λi)
p0(λ0)

, p1(λi)
p1(λ0)

, . . . , pd(λi)
pd(λ0)

)

. In the particu-

lar case when Γ is a distance-regular graph, an alternative proof of (15) without using the
orthogonal polynomials was given by Biggs [29].

3.6 From the spectrum to the preintersection numbers

As far as we know, in the case of distance-regular graphs there were no formulas relat-
ing directly the preintersection numbers to the eigenvalues and multiplicities of a graph.
Within this context, in the Appendix of the paper by Van Dam and Haemers [12], the
authors wrote the following: “In this appendix we sketch a proof of the following result:
for a distance-regular graph the spectrum determines the intersection array. This less-
known but relevant result (mentioned in the introduction) has been observed before, but
it does not seem to be readily available in the literature.” Their method consists of three
steps: first, use the scalar product (2) to find the predistance polynomials, as explained in
Subsection 3.1 (apply Gram-Schmidt orthogonalisation and the normalization condition);
second, compute the distance matrices of the graph by applying the distance polynomials
to its adjacency matrix; and third, calculate the intersection parameters from the distance
matrices.

However, in our context of a general graph, this method does not apply, since neither the
distance matrices can be obtained from the predistance polynomials, nor the preintersec-
tion numbers are related to such matrices. Instead, an alternative would be to compute
the predistance polynomials as in Subsection 3.1, and then calculate the preintersection
numbers by applying the results of Subsection 3.4. Let us see that, if we follow properly
this procedure, we can obtain explicit formulas for the preintersection numbers in terms
only of the information given by the spectrum. To this end, we call into play the aver-
age numbers of closed walks as a new piece of information. In fact, these averages also
determine univocally the spectrum, in the same way as the predistance polynomials and
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the preintersection numbers do. These averages can be seen as a generalization of the
numbers of closed ℓ-walks in a distance-regular graph, where, for any fixed length ℓ, they
do not depend on the root vertex.

A Fourier coefficient approach on closed walks

We give a procedure to obtain the preintersection parameters in terms of the spectrum, by
considering them as Fourier coefficients of the predistance polynomials. This procedure,
also involve the relation between the predistance polynomials and the closed walks.

The average closed walks can be seen as procedure in instance to obtain the classic pieces of
information. Also, they can be seen as an independent combinatorial piece of information
from whose we can obtain algebraic and combinatorial properties of the graph.

Proposition 3.8. Let Γ be a graph. Then, its preintersection numbers can be computed
directly from its spectrum sp Γ by using the average number of closed walks of length ℓ,
that is,

c(ℓ) =
1

n
tr(Aℓ) =

1

n

d
∑

i=0

miλ
ℓ
i

for ℓ = 0, 1, 2, . . ., and their first values are:

α0 = 0, β0 = λ0, (17)

γ1 =
c(2)

λ0
, α1 =

c(3)

c(2)
, β1 = λ0 − α1 − γ1, (18)

γ2 =
λ0[c(2)c(4)− c(3)2 − c(2)3]

c(2)[λ2
0c(2)− c(3)λ0 − c(2)2]

, α2 =
c(2)2c(5)− 2c(2)c(3)c(4)− c(3)3

c(2)[c(2)c(4)− c(3)2 − c(2)3]
, β2 = · · ·

(19)

Proof. The proof is by induction. We know that, giving the predistance polynomials
p0, . . . , pi−1, i ≥ 1, the Gram-Schmidt method yields

pi =
ri(λ0)

||ri||2
ri (20)

where

ri = xi −
i−1
∑

j=0

〈xi, pj〉
||pj ||2

xj = xi −
i−1
∑

j=0

∑d
h=0m(λh)λ

i
hpj(λh)

∑d
h=0m(λh)p

2
j (λh)

xj .



27

Then, from p0 = 1, we obtain that p1 =
λ0

c(2)x, whence, applying the formulas

γi =
〈xpi−1, pi〉

||pi||2
=

1

pi(λ0)

1

n

d
∑

j=0

m(λj)λjpi(λj)pi−1(λj) =
tr(A(pi−1pi)(A))

tr(p2i (A))
, (21)

αi =
〈xpi, pi〉
||pi||2

=
1

pi(λ0)

1

n

d
∑

j=0

m(λj)λjp
2
i (λj) =

tr(Ap2i (A))

tr(p2i (A))
, (22)

βi = λ0 − αi − γi, (23)

with i = 0, 1 we get (17) and (18). In general, if all the coefficients of the predistance
polynomials p0, . . . , pi−1, i ≥ 1, are given in terms of the numbers c(ℓ)’s, we proceed in the
same way by first calculating pi and then applying the formulas (21)-(22). This assures
that the obtained preintersections parameters αi, βi, and γi will be expressed also in terms
of the c(ℓ)’s. For instance, the computation for i = 2 give the results in (19).

3.7 An example

In this subsection, we illustrate the previous results given in this section with one example.
Let Γ be the graph 4.47 of Table 4 in the textbook of Cvetković, Doob, and Sachs [7],
shown in Fig. 5, which has n = 9 vertices, and spectrum

spΓ =







31,

(

−1 +
√
13

2

)2

, 03, (−1)1,

(

−1−
√
13

2

)2






.

Thus, Γ has d+1 = 5 distinct eigenvalues. We are going to apply the procedures and the
equivalence results in order to obtain all the other pieces of information.

From the spectrum to the predistance polynomials

As mentioned in Subsection 3.1, the sequence of predistance polynomials p0, p1, p2, p3, p4
are orthogonal with respect to the scalar product

〈f, g〉Γ =
1

n
tr(f(A)g(A)) =

1

n

d
∑

i=0

mif(λi)g(λi),

and normalized in such a way that ‖pi‖2Γ = pi(λ0). Then, we can obtain them by applying
the Gram-Schmidt method, starting from the sequence 1, x, x2, x3, x4, and using the values:

tr(A0) = 9, tr(A1) = 0, tr(A2) = 24, tr(A3) = 6, tr(A4) = 144, . . .

we can calculate for the first polynomial:

r1 = x− 〈x, 1〉Γ
〈1, 1〉Γ

1 = x− tr(A)

tr(A0)
= x,
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Figure 5: The graph 4.47 in Table 4 of [7].

and normalize with:

p1 =
r1(λ0)

〈r1, r1〉Γ
r1 =

3
1
9 tr(A

2)
r1 =

9

8
x.

For the second predistance polynomial, we have:

r2 = x2 − 〈x2, 1〉Γ
〈1, 1〉Γ

1− 〈x2, p1〉Γ
〈p1, p1〉Γ

p1 = x2 − tr(A2)

tr(A0)
− tr(A2p1(A))

tr(p21(A))
p1 = x2 − x

4
− 8

3
.

We normalize this polynomial with the values r2(λ0) = 32 − 3
4 − 8

3 = 67
12 and

〈r2, r2〉Γ =
1

9
tr

[

(A2 − 1

4
A− 8

3
I)2
]

=
1

9

[

tr(A4)− 1

2
tr(A3)− 253

48
tr(A2) +

4

3
tr(A1) +

64

9
tr(A0)

]

=
157

18
.

We obtain:

p2 =
r2(λ0)

〈r2, r2〉Γ
r2 =

201

314
r2 = −268

157
− 201

1256
x+

201

314
x2.
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Going on with that method we obtain the predistance polynomials of the graph:

p0(x) = 1,

p1(x) =
9

8
x,

p2(x) = −268

157
− 201

1256
x+

201

314
x2,

p3(x) =
23607

50711
− 83082

50711
x− 732

2983
x2 +

183

646
x3,

p4(x) =
78

323
+

547

1292
x− 32

57
x2 − 113

969
x3 +

1

12
x4.

From the predistance polynomials to the spectrum

To obtain the spectrum from the predistance polynomials, we can use the results in Propo-
sition 3.1. So, the Hoffman polynomial H = p0 + p1 + p2 + p3 + p4 is

H(x) = −1

4
x− 1

6
x2 +

1

6
x3 +

1

12
x4,

with zeros being the distinct eigenvalues different from λ0:

λ1 =
−1 +

√
13

2
, λ2 = 0, λ3 = −1, λ4 =

−1−
√
13

2
.

Moreover, the largest root of the polynomial given by (9) is λ0 = 3. Alternatively, by (6),

λ0 = −ω1
1ω

0
2

ω2
2

= −(9/8)(−268/157)/(201/314) = 3.

Moreover, the values of the parameters φi and pd(λi) are:

φ0 = 108, φ1 =
3

2
[13− 7

√
13], φ2 = 9, φ3 = −12, φ4 =

3

2
[13 + 7

√
13],

and

p4(λ0) =
39

646
, p4(λ1) = − 1

646
[39 + 21

√
13], p4(λ2) =

78

323
,

p4(λ3) = −351

646
, p4(λ4) =

1

646
[−39 + 21

√
13].

Thus, by applying (10), we get the multiplicities:

m0 = 1, m1 = 2, m2 = 3, m3 = 1, m4 = 2.
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From the predistance polynomials to the preintersection numbers

To obtain the preintersection numbers by using the predistance polynomials, we apply
Proposition 3.3 giving the relationship between the preintersection matrix and the poly-
nomial coefficient matrix of the graph.

The matrix Ω containing the polynomial coefficients of the graph Γ is:

Ω =













1 0 0 0 0
0 9/8 0 0 0

−268/157 −201/1256 201/314 0 0
23607/50711 −83082/50711 −732/2983 183/646 0

78/323 547/1292 −32/57 −113/969 1/12













.

Then, with U given in (11), Proposition 3.3 yields:

R′ = Ω′UΩ−1 =









0 8/9 0 0 0
3 1/4 471/268 0 0
0 67/36 387/628 21641/9577 0
0 0 6588/10519 27036/50711 1098/323









,

and finally, we add the last row of the matrix R of preintersection numbers by using the
equality αi + βi + γi = β0 = 3:













α0 γ1
β0 α1 γ2

β1 α2 γ3
β2 α3 γ4

β3 α4













=













0 8/9
3 1/4 471/268

67/36 387/628 21641/9577
6588/10519 27036/50711 1098/323

4082/19703 −129/323













.

From the preintersection numbers to the predistance polynomials

In order to obtain the predistance polynomials from the preintersection numbers of Γ, we
apply the three-term recurrence (12) which, initialized with p0 = 1, yields:

p0(x) = 1,

p1(x) =
(x− α0)p0 − β(−1)p(−1)

γ1
=

9

8
x,

p2(x) =
(x− 1

4)p1 − 3
471
268

= −268

157
− 201

1256
x+

201

314
x2,

p3(x) =
(x− 387

628)p2 − 67
36p1

21641
9577

=
23607

50711
− 83082

50711
x− 732

2983
x2 +

183

646
x3,

p4(x) =
(x− 27036

50711)p3 − 6588
10519p2

1098
323

=
78

323
+

547

1292
x− 32

57
x2 − 113

969
x3 +

1

12
x4.
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Alternatively, we can compute the characteristic polynomial of each submatrix Ri−1 for
i = 1, . . . , d. Then, we get:

p1(x) =
9

8
det
(

xI −
(

0
))

=
9

8
x,

p2(x) =
9

8
· 268
471

det

(

xI −
(

0 8/9
3 1/4

))

= −268

157
− 201

1256
x+

201

314
x2,

p3(x) =
9

8
· 268
471

· 9577

21641
det



xI −





0 8/9
3 1/4 471/268

67/36 387/628









=
23607

50711
− 83082

50711
x− 732

2983
x2 +

183

646
x3,

p4(x) =
9

8
· 268
471

· 9577

21641
· 323

1098
det









xI −









0 8/9
3 1/4 471/268

67/36 387/628 21641/9577
6588/10519 27036/50711

















=
78

323
+

547

1292
x− 32

57
x2 − 113

969
x3 +

1

12
x4.

We can also check that the principal coefficient of each predistance polynomials is easily
determined by the parameters γi’s:

ω1
1 =

1

γ1
=

9

8
,

ω2
2 =

1

γ1γ2
=

9

8
· 268
471

=
201

314
,

ω3
3 =

1

γ1γ2γ3
=

9

8
· 268
471

· 9577

21641
=

183

646
,

ω4
4 =

1

γ1γ2γ3γ4
=

9

8
· 268
471

· 9577

21641
· 323

1098
=

1

12
.

With a linear system aproach

Let C be the matrix of dimension 15 of the linear system described in Proposition 3.6 and
e1 the first canonical vector of dimension 15.
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





















































1
0 8

9
3 1

4
471
268

67
36

387
628

21641
9577

6588
10519

27036
50711

1098
323

−1 8
9

−1 1
4

471
268

−1 67
36

387
628

21641
9577

−1 6588
10519

27036
50711

1098
323

−1 471
268

−1 387
628

21641
9577

−1 6588
10519

27036
50711

1098
323

−1 21641
9577

−1 27036
50711

1098
323

−1 1098
323























































The vector Xω is calculated as:
Xω = C−1e1.

The solution vector is:

(ω0
0, ω

0
1, ω

0
2, ω

0
3, ω

0
4, ω

1
1, ω

1
2, ω

1
3, ω

1
4, ω

2
2, ω

2
3, ω

2
4, ω

3
3, ω

3
4, ω

4
4)

⊤ =

= (1, 0,−268

157
,
23607

50711
,
78

323
,
9

8
,− 201

1256
,−83082

50711
,
547

1292
,
201

314
,− 732

2983
,−32

57
,
183

646
,−113

969
,
1

12
)⊤.

From the preintersection numbers to the spectrum

To obtain the spectrum of Γ, we first compute the characteristic polynomial of the prein-
tersection matrix

R =













0 8/9
3 1/4 471/268

67/36 387/628 21641/9577
6588/10519 27036/50711 1098/323

4082/19703 −129/323













,

which turns out to be φΓ(x) = x5 − x4 − 8x3 + 3x2 + 9x. Then, its roots are

λ0 = 3, λ1 =
1

2
(−1 +

√
13), λ2 = 0, λ3 = −1, λ4 =

1

2
(−1−

√
13).

To compute the multiplicities, we first consider the left and right eigenvectors of λ0:

u0 = j = (1, 1, 1, 1, 1) and v0 =

(

1,
27

8
,
4489

1256
,
100467

101422
,
39

646

)

,
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so giving n = 〈u0,v0〉 = 9. Now, let us consider, for example, the eigenvalue λ2 = 0.
Then, the corresponding left and right normalized eigenvectors of R are

u2 =

(

1, 0,−32

67
, 0,

86

183
, 4

)

and v2 =

(

1, 0,−286

157
,
23607

50711
,
78

323

)

.

Then, we get

m2 =
n

〈u2,v2〉
= 3,

and similar computations give 〈u1,v1〉 = 9
2 , 〈u3,v3〉 = 9, and 〈u4,v4〉 = 9

2 so giving the
other multiplicities m1 = 2, m3 = 1, and m4 = 2 .

From the spectrum to the preintersection number. A Fourier coefficient ap-
proach on closed walks

In our case, the average numbers of walks of length ℓ = 0, 1, . . . , 5 turn out to be

c(0) = 1, c(1) = 0, c(2) =
8

3
, c(3) =

2

3
, c(4) = 16, c(5) =

40

3
,

and, then, Proposition 3.8 gives:

α0 = 0, β0 = 3, γ1 =
8

9
, α1 =

1

4
, β1 =

67

36
, γ2 =

471

268
, α2 =

387

628
, β2 =

6588

10519
, . . .

and we can keep applying the method to obtain the remaining preintersection numbers.
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4 Characterizations of distance-regularity in terms of the

pieces of information

In this Chapter we present some applications of the information given by the spectrum,
the predistance polynomials, and the preintersection numbers of a given graph. These
pieces of information have some combinatorial and structural implications. Moreover we
show how the equivalences of these informations allows us to rewrite some of the properties
and/or conditions.

Some of these consequences can be derived from the preintersection numbers, which are
the generalization of the intersection numbers in a distance regular graph, that has com-
binatorial meaning. However, the preintersection numbers are defined and calculated as
a completely algebraic piece of information. And even being an algebraic family of pa-
rameters, can be interpreted some combinatorial properties of the graph in the same way
that intersection parameters do in a distance regular. Moreover, other properties can be
deduced from pure algebraic pieces of information like the spectrum or the predistance
polynomials.

4.1 Characterizations of distance-regularity

We can start giving some characterizations of distance-regularity in graphs, which are given
in terms of the different studied informations. We begin with the so-called ‘spectral excess
theorem’ (see Fiol and Garriga [32]), which can be seen as a quasi-spectral characterization
of a distance-regular graph.

Theorem 4.1. (The spectral excess theorem) Let Γ = (V,E) be a regular graph with
spectrum/predistance polynomials/preintersection numbers as above. Then Γ is distance-
regular if an only if its spectral excess

pd(λ0) =
β0β1 · · ·βd−1

γ1γ2 · · · γd
= n

(

d
∑

i=0

π2
0

miπ2
i

)−1

,

(where πi =
∏

j 6=i

|λi − λj |, for i = 0, . . . , d) equals the average excess

kd =
1

n

∑

u∈V

|Γd(u)|.

The following two theorems proved in different moments are easy related between them
by the results in Subsections 3.3 and 3.4, in which we explain the relation between the
preintersection parameters and the predistance polynomials in a graph. More in particular,
in Lemma 3.5 we express the principal coefficient ωi

i of the predistance polynomial pi as:

ωi
i =

1

γ1γ2 . . . γi
.
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That is, the first i predistance polynomials of any graph are monic polynomials if and only
if γ1 = . . . = γi = 1.

Theorem 4.2. (Abiad, Van Dam, Fiol [1]) Let Γ be a graph with d+1 distinct eigenvalues
and preintersection numbers γi, i = 1, . . . , d.

(a) If γ1 = · · · = γd−1 = 1, then Γ is distance-regular.

(b) If Γ is bipartite and γ1 = · · · = γd−2 = 1, then Γ is distance-regular.

Theorem 4.3. (Abiad, Van Dam, Fiol, 2016) Let Γ be a graph with d+ 1 distinct eigen-
values and predistance polynomials pi, i = 0, 1, . . . , d.

(a) If all the pi’s, are monic for i = 1, . . . , d− 1, then Γ is distance-regular.

(b) If Γ is bipartite and all the pi’s, are monic for i = 1, . . . , d − 2, then Γ is distance-
regular.

This two equivalent results show how the pieces of information can give us properties of
the graphs as relevant as their distance-regularity. But also the possibility of view similar
results in different ways.

4.2 Combinatorial properties of the pieces of information

We can see also combinatorial properties: we can easily check if the graph is bipartite
or how large is its odd girth with simply checking at the coefficients of its predistance
polynomials.

Proposition 4.4. Let Γ be a graph with d+ 1 distinct eigenvalues. Then,

(a) Γ is bipartite if and only if α0 = · · · = αd = 0.

(b) If Γ is not bipartite, then it has odd girth 2m+1 if and only if α0 = · · · = αm−1 = 0
and αm > 0.

Proof. Let us first prove necessity. If Γ has odd girth 2m + 1, then trA2i+1 = 0 for
i = 0, . . . ,m− 1 and trA2m+1 6= 0. Using this, it can be shown by induction (like in [13])
that αi = 0 for i < m and that the predistance polynomials pi are odd or even depending
on the parity of i, for i ≤ m. Moreover,

αm =
1

pm(λ0)
〈xpm, pm〉G =

1

npm(λ0)
tr(Ap2m(A)) 6= 0,

since the polynomial xp2m is odd and has degree 2m + 1, so the leading term is the only
one contributing to the trace.
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Conversely, if the preintersection numbers satisfy αi = 0 for i = 0, . . . ,m−1, then again, by
(3), the parity of the predistance polynomial pi coincides with the parity of its index i for
i = 0, . . . ,m. Then, for any i < m we have that trA2i+1 = n〈Ai,Ai+1〉 = n〈xi, xi+1〉G =
0, as the expressions of xi and xi+1 in terms of the basis p0, . . . , pm have polynomials
with distinct parity. Thus, Γ has no odd cycles of length smaller than 2m+ 1, and since
αm 6= 0, it follows (from the necessity part of the proof) that the odd-girth is indeed
2m+1. Moreover, in the case when m = d+1, this implies that Γ has no odd cycles and,
hence, it is bipartite.

From this result 4.4 and the relations between the preintersection numbers and the poly-
nomial coefficients described in Subsections 3.3 and 3.4, we can write the following Propo-
sition:

Proposition 4.5. Let Γ be a graph with d+ 1 distinct eigenvalues. Then,

(a)(i) If Γ is bipartite, then ωj
i = 0 for every i+ j odd in the matrix Ω.

(a)(ii) If Γ satisfies ωj
i = 0 for every i+ j odd and it is not bipartite, then it has odd girth

2d+ 1.

(b) If Γ is not bipartite, then it has odd girth 2m+1 if and only if ωj
i = 0 for every i+ j

odd and i ≤ m.

Proof. Remember the equation (12) derived from the three-terms-recurrence rule and lets
proceed by induction:

pi =
1

γi
[(x− αi−1)pi−1 − βi−2pi−2].

Given pi−1 and pi−2 such that satisfy ωj
i = 0, the polynomial pi satisfies that if and only

if αi−1 = 0. Proposition 4.4 completes the proof.

Example 4.6. • Let consider the Petersen graph. Its predistance polynomials are:

p0(x) = 1,

p1(x) = x,

p2(x) = x2 − 3.

This graph satisfies the property ωj
i = 0 for i + j odd, but it is not bipartite. Thus,

by 4.5(a)(ii), it has maximal odd girth 2d+ 1 = 5.
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• Let consider the cubic graph Γ represented in Figure 6 in the page 39. The initial
predistance polynomials are:

p0(x) = 1,

p1(x) = x,

p2(x) =
1

1.111
[x2 − 3],

p3(x) =
1

2.823
[(x− 0.75)p2 − 2x] =

1

1.111 · 2.823[x
3 − 0.75x2 − 5x− 2.25].

We can see the predistance polynomial p3 does not satisfy the property ωj
i = 0 for

i+ j odd; it is satisfied up to p2. Then it is not bipartite by 4.5(a)(i) and it has odd
girth 5 by 4.5(b).

Extending the study of the girth of the graph, there is the following result:

Proposition 4.7. (a) A regular graph Γ has girth 2m + 1 if and only if α0 = · · · =
αm−1 = 0, αm 6= 0 and γ1 = · · · = γm = 1.

(b) A regular graph Γ has girth 2m if and only if α0 = · · · = αm−1 = 0, γ1 = · · · =
γm−1 = 1 and γm > 1.

This is a natural extension of the distance-regular graphs properties. By the translation of
this kind of properties from the distance-regular graphs we can see combinatorial properties
from an algebraic point of view.

In the same way we used the equivalences between information given by the preintersection
numbers and the predistance polynomials, we can rewrite this in the following terms:

Proposition 4.8. Let Γ be a regular graph with d+ 1 distinct eigenvalues,

(a) If m < d, then Γ has girth 2m+ 1 if and only if the polynomial coefficients satisfies
ωj
i = 0 for every i+ j odd and i ≤ m, ωj

m+1 6= 0 for some m+ j odd, and ω1
1 = · · · =

ωm
m = 1.

(b) The graph Γ has girth 2m if and only if the polynomial coefficients satisfies ωj
i = 0

for every i+ j odd and i ≤ m, ω1
1 = · · · = ωm−1

m−1 = 1, and ωm
m < 1.

In Proposition 4.8(a), the condition m < d is needed for just one of the implications,
because if m = d, we can not consider the polynomial pd+1, they are only defined up to
pd. The reversal implication holds even in the case in which m = d:

A regular graph Γ of girth 2m+1 satisfies that the polynomial coefficients hold ωj
i = 0 for

every i + j odd and i ≤ m, ωj
m+1 6= 0 (in the case in that pm+1 exists) for some m + j

odd, and ω1
1 = · · · = ωm

m = 1.
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4.3 Internal properties of the pieces of information

In this last subsection of the chapter we write about the existent internal properties and
equalities that the preintersection numbers have between them and also with the spectrum
or the predistance polynomials.

One of the most difficult relationship between the different pieces of information is the
one between the spectrum and the preintersection numbers. In this following property is
written a simple description of how the preintersection numbers grow and how they are
related with the distinct eigenvalues.

Proposition 4.9. Let Γ be a graph with distinct eigenvalues λ0 > · · · > λd, and preinter-
section numbers αi, βi, and γi. Then,

(a) γi > 0 for i = 1, . . . , d, and βi > 0 for i = 0, . . . , d− 1.

(b)
∑d

i=0 αi =
∑d

i=0 λi.

Proof. (a) First note that, since p0 = q0 = 1 and pi = qi − qi−1 for i = 1, . . . , d, by
Lemma 2.1(c) we have that pi(λ0) > 0 for every i = 0, . . . , d. Thus, by Lemma 2.1(a2),
we only need to prove the condition on the γi’s. Moreover, by the theory of orthogonal
polynomials, we know that all the zeros of pi are between λd and λ0. Consequently, the
leading coefficient ωi of pi must be positive, as limx→∞ pi(x) = ∞. Thus, the conclusion
is obtained since by Lemma 3.5 we have ωi = (γ1 · · · γi)−1 for i = 1, . . . , d. To prove (b)
just use Lemma 2.1(d) and consider the trace of the recurrence matrix R.

In contrast with the above, we know that there are graphs such that λ0+ · · ·+λd < 0 and,
hence, by Proposition 4.9(b), some of their preintersection numbers αi must be negative.
An example is the cubic graph Γ with 12 vertices and d = 10 of Figure 6 (no. 3.83 in [7]),
which has spectrum spΓ = {31, 1.73211, 1.48121, 1.21431, 12,−0.31111,−11,−1.53921,
−1.73211, −2.17011,−2.67511} (λ0+ · · ·+λd = −1) and preintersection numbers as shown
in the next table.

i 0 1 2 3 4 5 6 7 8 9 10

βi 3 2 1.138 0.434 0.587 0.316 0.253 0.559 0.0514 0.643

αi 0 0 0.750 -0.257 -0.382 -0.051 -0.849 -0.097 0.082 -0.570 0.287

γi 1 1.111 2.823 2.794 2.632 3.595 2.537 2.865 2.925 2.722

Note that the αi’s sum up to −1, in concordance with Lemma 4.9(b). Notice also that,
contrarily to the case of the intersection numbers bi’s and ci’s, the βi’s and the γi’s do not
show a monotone behaviour and, even more, γ6 > λ0.

The Hoffman polynomial was introduced by Hoffman [21] in order to improve a charac-
terization of the regular and connected graph. It says, a graph is regular and connected if
and only if exists a polynomial H(x) such that H(A) = J .
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Figure 6: A cubic graph with negative preintersection numbers.

In Lemma 2.1 we give the relation between the Hoffman polynomial and the predistance
polynomials of the graph. However, we can write an expression of this polynomial in terms
of the eigenvalues and number of vertices:

H(x) =

d
∑

i=0

p(x) =
n

π0

d
∏

i=1

(x−λi) =
n

π0
(xd−(λ1+. . .+λd)x

d−1+. . .+(−1)dλ1·. . .·λd), (24)

where π0 =
∏d

i=1(λ0−λi). This property is going to be used for write relations between the
eigenvalues and the predistance polynomials in Chapter 3. This polynomial, together with
the formula (3), is usefull also to give relation between the coefficients of the predistance
polynomials and the preintersection parameters; we are be able to express each one of this
coefficients in terms of the eigenvalues.

We introduce now the concept of m-partially distance regularity in graphs. We are not
going to study this concept in depth, but we will use properties of this kind of graphs in
order to prove the Proposition 4.12.

Definition 4.10. A graph Γ with diameter D is called m-partially distance-regular, for
some 0 ≤ m ≤ D, if its predistance polynomials satisfy pi(A) = Ai for every i ≤ m (see
Dalfó, Van Dam, Fiol, Garriga, and Gorissen [8]).

A m-partially distance-regular graph works like a distance-regular graph on any subgraph
formed by a vertex and the set of vertices at distance at most m from it. Thus, we can
give an alternative characterization: we have that Γ is m-partially distance-regular when
the intersection numbers ai, bi, ci up to cm are well-defined, that is, the distance matrices
satisfy the recurrence

AAi = bi−1Ai−1 + aiAi + ci+1Ai+1, i = 0, . . . ,m− 1.
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In this case, these intersection numbers are of course equal to the corresponding preinter-
section numbers αi, βi, γi up to γm.

As first example of this graphs we see that every m-partially distance-regular graph with
m ≥ 2 is regular. Also, if a graph of diameter D is D-partially distance-regular, obviously,
is distance-regular. In [1], Abiad, van Dam and Fiol obtain the following lemma, which
some properties in aim to increase the value of m for that we can write a graph is m-
partially distance-regular.

Lemma 4.11. Let Γ be a regular graph, and let m ≤ D be a positive integer. Suppose
that Γ is (m− 1)-partially distance-regular, and any of the following conditions holds:

(i) cm ≥ γm,

(ii) cm−1 ≥ γm,

(iii) km−1(a2m−1 − α2
m−1) + km(c2m − γ2m) ≥ 0,

(iv) c2m ≥ γ2m,

(v) am−1 is well-defined, and cm(u, v) ≤ γm for every pair of vertices u, v ∈ V at distance
m.

Then, Γ is m-partially distance-regular with intersection numbers am−1 = αm−1 and cm =
γm.

Recall that the overline in a parameter denote the average value amount all the values
calculated taking each vertex of the graph as origin vertex.

By using this lemma 4.11 (i) and, together with the mean number of walks of distance ℓ
(see section 2.5), we can also obtain some related results. With this aim, remember c(ℓ)k
represents the mean number of walks of length ℓ between vertices at distance k. We can
extend the notation being c(ℓ)uv the number of walks of length ℓ between the vertices u
and v, and c(ℓ)k the number of walks of length ℓ joining every pair of vertices at distance
k if it is well defined.

Proposition 4.12. Let Γ be a regular graph with d+1 distinct eigenvalues, λ0 > · · · > λd,
and girth g ≥ 2d− 2.

(i) If αd−1 < γd, then c(d)d−1 ≥ αd−1γd−1, with equality if and only if Γ is distance-
regular.

(ii) If αd−1 > γd, then c(d)d−1 ≤ αd−1γd−1, with equality if and only if Γ is distance-
regular.

(iii) If αd−1 = γd, then c(d)d−1 = αd−1γd−1 is well-defined.
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Proof. Necessity in (i) and (ii) is clear since, when Γ is distance-regular, αd−1 = ad−1,
γd−1 = cd−1, and, from the hypothesis on the girth, γi = ci = 1 for i = 1, . . . , d − 2. So,
the number of d-walks between every pair of vertices u, v at distance d− 1 is ad−1cd−1.

On the other hand, as Γ has girth at least 2d− 2, we have αd−1+αd = λ0+ . . .+λd. This
implies

γd − αd−1 = −(λ1 + . . .+ λd). (25)

Let us use also the Hoffman polynomial of the graph Γ. Remember the Hoffman polynomial
wrote in (24):

H(x) =

d
∑

i=0

p(x) =
n

π0
(xd − (λ1 + . . .+ λd)x

d−1 + . . .).

The factor n
π0

can be calculated as the leading coefficient of pd, which is 1
γdγd−1

because

γi = ci = 1 for i = 1, . . . , d− 2. Let us consider two vertices u and v at distance d− 1. As
H(A) = J , we have:

1 =
1

γdγd−1
((Ad)uv − (λ1 + . . .+ λd)(A

d−1)uv).

Thus,
(λ1 + . . .+ λd)(A

d−1)uv + γdγd−1 = (Ad)uv ≥ 0.

This and (25) imply that if u, v are two vertices at distance d− 1, then

(αd−1 − γd)cd−1(u, v) + γd−1γd = c(d)uv. (26)

Thus, by taking averages over all vertices u, v at distance d− 1, we have

(αd−1 − γd)cd−1 + γd−1γd = c(d)d−1.

Now, for proving sufficiency in case (i), let us assume that c(d)d−1 ≤ αd−1γd−1, and aim
to prove equality. Then by the hypothesis that αd−1 < γd, we obtain that

cd−1 =
γd−1γd − c(d)d−1

γd − αd−1
≥ γd−1γd − αd−1γd−1

γd − αd−1
= γd−1.

Then, by Lemma 4.11 (i), Γ is (d−1)-partially distance-regular, it means that pi(A) = Ai

for every i = 0, . . . , d − 1. Also, we know that the Hoffman polynomial is expressed as
H = p0+ . . .+pd and H(A) = J because it is regular. Thus we conclude that pd(A) = Ad

and Γ is distance-regular. The proof of sufficiency for case (ii) is similar.

Finally, if the hypothesis in (iii) holds, then (26) gives

c(d)uv = (Ad)uv = γd−1γd = γd−1αd−1

for every pair of vertices u, v at distance d−1 and, hence, c(d)d−1 = αd−1γd−1, as claimed.
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5 Distance mean-regular graphs

In this Chapter we introduce the concept of distance mean-regular graph. These graphs
can be seen as a generalization of distance-regular graphs. Let Γ be a graph with vertex
set V , diameter D, adjacency matrix A, and adjacency algebra A. Then, Γ is distance
mean-regular when, for a given u ∈ V , the averages of the intersection numbers phij(u, v) =
|Γi(u) ∩ Γj(v)| (number of vertices at distance i from u and distance j from v) computed
over all vertices v at a given distance h ∈ {0, 1, . . . , D} from u, do not depend on u. In
this section, we study some properties and characterizations of these graphs. For instance,
it is shown that a distance mean-regular graph is always distance degree-regular, and we
give a condition for the converse to be also true.

Some algebraic and spectral properties of distance mean-regular graphs are also investi-
gated. We show that, for distance mean regular-graphs, the role of the distance matrices of
distance-regular graphs is played by the so-called distance mean-regular matrices. These
matrices are computed from a sequence of orthogonal polynomials evaluated at the ad-
jacency matrix of Γ and, hence, they generate a subalgebra of A. Some other algebras
associated to distance mean-regular graphs are also characterized. Also, we present some
other results which show properties of the graph in terms of the structure of these algebras.

Since their introduction by Biggs [28] in the early 70s, most of generalizations proposed for
distance-regular graphs are basically intended for regular graphs. For instance, Weichsel
[40] introduced the so-called distance-polynomial graphs, as those having their distance
matrices in the adjacency algebra of the graph. Another example is the distance-degree
regular or super-regular graphs, proposed by Hilano and Nomura [39], and characterized
by the independence of the number of vertices at a given distance from every vertex.

The motivation for studying and characterizing distance mean-regular graphs is that they
generalize both the vertex-transitive and the distance-regular graphs (see Fig. 7). This
allows us to unify some properties which are common to both families, and to apply
techniques used in one family to the other one. For instance, we introduce a family of
orthogonal polynomials, which is a generalization of the distance polynomials for distance-
regular graphs, and is now also related to vertex-transitive graphs.

5.1 Definition and examples

In this section, we introduce the concept of distance mean-regular graph and give some
of their basic properties. The reader will soon realize that most of such properties are
similar to those of distance-regular graphs. To have a first idea of how distance mean-
regular graphs compare with other well-known classes of graphs, see the Venn diagram of
Fig.7.

First, recall that a graph Γ = (V,E) with diameter D is distance-regular if, for any two
vertices u, v ∈ V at distance h = dist(u, v), the numbers (intersection parameters)

phij(u, v) = |Γi(u) ∩ Γj(v)|, h, i, j = 0, . . . , D,
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distance-transitive distance-regularvertex-transitive

distance mean-regular

distance degree-regular

Figure 7: Comparison of different classes of graphs with high symmetry and/or regularity.

only depend on h, i, j. Inspired by this definition, we consider the following generalization:

Definition 5.1. Given a graph Γ with a vertex u ∈ V we consider the averages

phij(u) =
1

|Γh(u)|
∑

v∈Γh(u)

|Γi(u) ∩ Γj(v)|, h, i, j = 0, . . . , D.

If these numbers do not depend on the vertex u, but only on the integers h, i, j, we say
that Γ is distance mean-regular with parameters phij.

Notice that all the vertices of a distance mean-regular graph must have the same eccen-
tricity since p0hh = kh(u) for every u ∈ V , where kh(u) represents the number of vertices
at distance h from the vertex u. Also, as in the case of distance-regular graphs, we will
show that, phij = phji for every i, j, h (see Proposition 5.12). Thus, when i = 1 we use the

abbreviated notations ah = ph1h, bh = ph1,h+1, and ch = ph1,h−1. In due course, we shall
show that, under a general condition, the invariance of these intersection numbers also
suffices for having distance mean-regularity.

The intersection mean-matrix B of Γ, with entries (B)hj = ph1j , has the tridiagonal form

B =



















a0 b0
c1 a1 b1

c2 a2 b2
. . .

cd−1 ad−1 bd−1

cd ad



















,
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(notice that a0 = 0, and ph1j = 0 for j 6= h − 1, h, h + 1), with corresponding intersection
mean-diagram of Fig.8 (where ωij denotes the number of edges between vertex sets Γi(u)
and Γj(u), which will be used later). As the row sums ofB are equal to the degree of Γ (see
Lemma 5.3(i)), the same information can be represented by the intersection mean-array,
which is

ι(Γ) = {b0, b1, . . . , bd−1; c1, c2, . . . , cd}.

ω00
b0

ω01
c1

ω11 a1

b1ω12
c2

ω22 a2

b2

...

Figure 8: Mean-intersection diagram.

Some instances of distance mean-regular graphs are the distance-regular graphs, and the
vertex-transitive graphs. Thus, a first example of distance mean-regular (vertex-transitive)
graph is the circulant (or Cayley graph) Γ = Cay(Z8;±4) shown in Fig. 9. This graph

2

1

0

7

6

5

4

3

Figure 9: A vertex-transitive distance mean-regular graph.

has diameter D = 2, and intersection mean-matrix

B =





a0 b0 0

c1 a1 b1
0 c2 a2



 =





0 3 0
1 0 2
0 3

2
3
2



 .
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3
10

11

1

2 9 12 6

4

7
8

5

Figure 10: A distance mean-regular graph which is neither vertex-transitive, nor distance-
regular.

A second example of distance mean-regular, but not vertex-transitive, graph Γ is shown
in Fig. 10.

Now, Γ has again diameter D = 2, and intersection mean-matrix

B =





a0 b0 0

c1 a1 b1
0 c2 a2



 =





0 5 0
1 6

5
14
5

0 14
6

16
6





In fact, we can easily check that Γ is neither vertex-transitive, nor distance-regular by
comparing the subgraphs induced by Γ1(1) (a 4-path and a singleton), and Γ1(2) (a 2-
path and a 3-path).

5.2 A first algebraic characterization

We present first the following basic results about interlacing and equitable partitions. It
can be found in Haemers [37], Fiol [33], or Brouwer and Haemers [27]. Given a graph
Γ on n vertices, and with eigenvalues θ1 ≥ θ2 ≥ · · · ≥ θn, let P = {U1, . . . , Um} be a
partition of its vertex set V . Let T be the characteristic matrix of P, whose columns
are the characteristic vectors of U1, . . . , Um, and consider the matrix S = TD−1 where
D = diag(|U1|, . . . , |Um|) = T⊤T , satisfying S⊤T = I. Then, the so-called quotient
matrix of A with respect to P, is

B = S⊤AT = D−1T⊤AT , (27)
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and its element bij equals the average row sum of the blockAi,j ofA with rows and columns
indexed by Ui and Uj , respectively. Moreover, the eigenvalues µ1 ≥ µ2 ≥ · · · ≥ µm of B
interlace those of A, that is,

θi ≥ µi ≥ θn−m+i, i = 1, . . . ,m. (28)

If the interlacing is tight, that is, there exists some k, 0 ≤ k ≤ m, such that θi = µi,
i = 1, . . . , k, and µi = θn−m+i, i = k + 1, . . . ,m, then P is an equitable (or regular)
partition of A, that is, each block of the partition has constant row and column sums. In
the graph Γ, this means that the bipartite induced subgraph Γ[Ui, Uj ] is biregular for each
i 6= j, and that the induced subgraph Γ[Ui] is regular for each i ∈ {1, . . . ,m}.
From this algebraic results, it is clear that the intersection mean-matrix B of a distance
mean-regular graph Γ is, in fact, the quotient matrix of the distance partition with respect
to any vertex, computed as in (27). This leads us to the following result.

Proposition 5.2. A graph Γ is distance mean-regular if and only if the quotient matrix B,
evaluated in (27), with respect to the distance partition of every vertex, is independent of
the origin vertex chosen in the partition and, in this case, B turns out to be the intersection
mean-matrix B of Γ. Moreover, Γ is distance-regular if and only if the interlacing is tight.

Proof. We only need to prove the sufficiency of the second statement. If the interlacing
is tight, the distance partition of every vertex is equitable. Moreover, the graph is clearly
regular. Then, distance-regularity follows from the result of Godsil and Shawe-Taylor [36]
(see also [34]).

5.3 Some properties

As it could be expected, some combinatorial properties of distance mean-regular graphs are
similar to those of distance-regular graphs. The following result, which is not exhaustive,
shows some simple examples.

Lemma 5.3. Let Γ be a distance mean-regular graph with diameter D and parameters as
above. Then, the following holds:

(i) The graph Γ is regular with degree k = b0, with k = ai+bi+ci for every i = 0, . . . , D.

(ii) For every vertex u and i = 0, . . . , D − 1, we have ki(u)bi = ci+1ki+1(u).

(iii) Γ is distance-degree regular, that is, ki(u) = ki for every u ∈ V and i = 0, . . . , D.

Proof. (i) The fist statement is clear since, for v ∈ Γi(u), we have

|Γi−1(u) ∩ Γ1(v)|+ |Γi(u) ∩ Γ1(v)|+ |Γi+1(u) ∩ Γ1(v)| = |Γ1(v)| = k,

and, computing the average on Γi(u), we obtain the result.
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(ii) This follows by counting in two ways the edges between Γi(u) and Γi+1(u):

|Γi(u)|bi =
∑

v∈Γi(u)

|Γ1(v) ∩ Γi+1(u)| =
∑

w∈Γi+1(u)

|Γ1(w) ∩ Γi(u)| = ci+1|Γi+1(u)|.

(iii) By induction using (ii) and starting from k0(u) = 1 (or, by (i), k1(u) = k) for every
u ∈ V .

Also, the intersection mean-numbers often gives similar information to that provided for
the corresponding parameters of distance-regular graphs. For instance, recalling that the
odd-girth of a graph is the minimum length of an odd cycle, we have the following result.

Lemma 5.4. Let Γ be a distance mean-regular graph with intersection mean-numbers as
above. Then, Γ has odd-girth 2m+ 1 if and only if ai = 0 for all i < m and am 6= 0.

Proof. First, ai = 0 for i < m if and only if ai(u, v) = 0 for every pair of vertices u, v at
distance i < m or, equivalently, Γ contains no odd cycle of length ℓ < 2i + 1. Moreover,
am 6= 0 if and only if there are some vertices u, v such that am(u, v) ≥ 1 and, hence,
there is an odd cycle of length 2m+1 constructed by the two paths joining each vertex u
and v with the origin vertex and the edge joining u and v. This two paths cannot share
any vertex but the origin vertex, because if they have a common vertex w in Γj for some
1 ≤ j ≤ m, then taking w as origin vertex we have am−i(u, v) 6= 0.

The same consequence can be found in [23, Lemma 3.7], where the conditions are given on
the so-called preintersection numbers (another generalization of the intersection numbers
of distance-regular graphs, see [32]) instead of the intersection mean-numbers.

In contrast with the above, some other well-known properties of distance-regular graphs
are not shared by the distance mean-regular graphs. For instance, the intersection numbers
bi and ci of a distance-regular graph satisfy the monotonic properties b0 ≥ b1 ≥ b2 ≥ · · ·
and c1 ≤ c2 ≤ c3 ≤ · · · , whereas this is not the case for the intersection mean-parameters
bi and ci (see, e.g. the truncated tetrahedron studied in Subsection 13).

Since every distance-regular graph is also distance mean-regular, one natural question
would be the following:

Question 5.5. If the intersection mean-parameters of a distance mean-regular graph are
integers, is there always a distance-regular graph with these parameters?

In fact, Brouwer [25] gave a negative answer to this question by noting that the Cayley
graph Γ = Cay(Z21; {±i, i = 1, . . . , 5}), with diameter D = 2, has the parameters of a
nonexisting strongly regular graph. Indeed, as a distance mean-regular, Γ has the integer
intersection mean-matrix

B =





a0 b0 0

c1 a1 b1
0 c2 a2



 =





0 10 0
1 6 3
0 3 7



 .
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However, Γ has d+1 = 11 distinct eigenvalues, namely sp(Γ) = {10, 5.6902, 0.3682,−0.1982,
−0.3942,−0.4762,−1.5052,−1.5542,−1.6822,−22,−3.2462} and, hence, it cannot be distance-
regular (D 6= d).

5.4 The intersection mean-parameters and their properties

Let Γ be a distance mean-regular graph with diameter D. For i = 0, . . . , D, let Bi be
the proper intersection-i mean-matrix with entries (Bi)hj = phij . In particular, notice that

B0 = I, and B1 = B. In general, Bi can be easily computed in the following way.

Lemma 5.6. Let S and T be the matrices corresponding to a distance partition with
respect to a given vertex of a distance mean-regular graph Γ. Then, its proper intersection-i
mean-matrix can be computed from its i-distance matrix Ai by the formula

Bi = S⊤AiT , i = 0, . . . , D. (29)

Proof. Let Ui = Γi(u), with ki = |Γi(u)|, i = 0, . . . , D, be the distance partition with
respect to vertex u. Then, the matrices T and S have entries

(T )wi =

{

1 if w ∈ Ui,
0 otherwise,

and (S)vi =

{

1/ki if v ∈ Ui,
0 otherwise.

Then, for every h, j = 0, . . . , D,

(S⊤AiT )hj =
∑

v,w∈V

(S⊤)hv(Ai)vw(T )wj =
∑

v∈Γh(u),w∈Γi(v)∩Γj(u)

1

kh

=
1

kh

∑

v∈Γh(u)

|Γi(v) ∩ Γj(u)| = phji = phij = (Bi)hj ,

where we have used the symmetric property phji = phij , which is proved later in Proposition
5.12.

We will see an example of this matrix construction in Subsection 5.6.

5.5 A family of orthogonal polynomials

From the proper intersection mean-matrix B of a distance mean-regular graph Γ with n
vertices and diameter D, we can construct an orthogonal sequence of polynomials by using
the three-term recurrence

xpi = bi−1pi−1 + aipi + ci+1pi+1, i = 0, 1, . . . , D, (30)

initiated with p0 = 1 and p1 = x, and where, by convention, b−1 = ci+1 = 0.
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According to the results in Cámara, Fàbrega, Fiol, Garriga [30], these polynomials, which
here will be called the distance mean-polynomials, are orthogonal with respect to the scalar
product

〈f, g〉⋆ =
1

n

D
∑

i=0

wif(µi)g(µi) (31)

where µ0 > µ1 > · · · > µD are the distinct eigenvalues ofB, and their pseudo-multiplicities
wi are computed with the formulas

wi =
π0pD(µ0)

πipD(µi)
(32)

where πi =
∏

j 6=i |µi − µj |, i = 0, . . . , D. Moreover, these polynomials are normalized in

such a way that ‖pi‖2⋆ = pi(λ0) for i = 0, . . . , D.

Because of the orthogonality, the constants in (30) are the Fourier coefficients of xpi in
terms of the basis p0, · · · , pD. Namely,

ai =
〈xpi, pi〉⋆
‖pi‖2⋆

, bi =
〈xpi+1, pi〉⋆

‖pi‖2⋆
, ci =

〈xpi−1, pi〉⋆
‖pi‖2⋆

. (33)

Lemma 5.7. The distance mean-polynomials of a distance mean-regular graph satisfy the
following:

(i) pi(k)bi = ci+1pi+1(k).

(ii) pi(k) = ki.

Proof. (i) Using (33) and the normalization condition of the polynomials, we have

bi =
〈xpi+1, pi〉⋆

‖pi‖2⋆
=

〈pi+1, xpi〉⋆
ki

=
ki+1

ki

〈pi+1, xpi〉⋆
‖pi+1‖2⋆

=
ki+1

ki
ci+1,

and the result follows.

(ii) From Lemma 5.3 and (i), we get

bi
ci+1

=
ki+1

ki
=

pi+1(k)

pi(k)
.

Hence, pi+1(k) =
ki+1

ki
pi(k), and the result follows by applying induction from p0(k) = 1 =

k0.

By evaluating the distance-mean polynomials at A or B, we obtain, respectively, the
so-called distance mean-matrices

Ai = pi(A), i = 0, . . . , D, (34)
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Figure 11: The prism Γ = C5 ×K2

and the intersection mean-matrices

Bi = pi(B), i = 0, . . . , D. (35)

Of course, both families of matrices satisfy a three-term recurrence like (30). For instance,
the distance mean-matrices satisfy

AAi = bi−1Ai−1 + aiAi + ci+1Ai+1, i = 0, 1, . . . , D, (36)

starting with A0 = I and A1 = A (by convention, A−1 = Ai+1 = 0). Besides, because
of (34) and (35), both Ai and Bi have constant row sum pi(λ0). For instance, Aij =
pi(λ0)j = kij, where j is the all-1 vector.

Concerning the intersection mean-matrices, notice that B0 = p0(B) = I, with Ihj = ph0j ,

and B1 = p0(B) = B, with (B)hj = ph1j . In general, in subsection 5.8 we will show that,
under some conditions, the intersection-i mean matrix is proper for every i = 0, . . . , D.
That is, it satisfies (29) and, hence,

(Bi)hj = phij . (37)

5.6 An Example

As an example, consider the prism Γ = C5 × K2 shown in Fig.11, which is a distance
mean-regular graph with spectrum (here and henceforth, numbers are rounded at three
decimals)

sp Γ = {3, 1.6182, 11,−0.3822,−0.6182,−2.6182}.
Its quotient matrix with respect to the distance partition P = {1}∪{2, 6, 5}∪{7, 3, 4, 10}∪
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{8, 9} can be obtained from the matrices

T⊤ =









1 0 0 0 0 0 0 0 0 0
0 1 0 0 1 1 0 0 0 0
0 0 1 1 0 0 1 0 0 1
0 0 0 0 0 0 0 1 1 0









U0

U1

U2

U3

,

D = diag(1, 3, 4, 2), and

S⊤ = D−1T⊤ =









1 0 0 0 0 0 0 0 0 0
0 1

3 0 0 1
3

1
3 0 0 0 0

0 0 1
4

1
4 0 0 1

4 0 0 1
4

0 0 0 0 0 0 0 1
2

1
2 0









U0

U1

U2

U3

,

satisfying S⊤T = I. Then, the (proper) intersection mean-matrix is

B = S⊤AT =









0 3 0 0
1 0 2 0
0 3

2
1
2 1

0 0 2 1









=









a0 b0 0 0

c1 a1 b1 0

0 c2 a2 b2
0 0 c3 a3









,

with eigenvalues

µ1 = 3, µ2 = 1.402, µ3 = −0.433, µ4 = −2.469,

which interlace the eigenvalues of A.

The distance mean-polynomials, and their values at λ0 = 3, are

p0(x) = 1, p0(3) = 1,
p1(x) = x, p1(3) = 3,
p2(x) =

1
3(2x

2 − 6), p2(3) = 4,
p3(x) =

1
6(2x

3 − x2 − 12x+ 3), p4(3) = 2.

From p3 we then compute the pseudo-multiplicities by using (32), which are w0 = 1,
w1 = 3.085, w2 = 3.575, and w3 = 2.340 (notice that, as required, they sum up to
n = 10). Moreover, besides p0(B) = I and p1(B) = B, we have the other proper
intersection mean-matrices:

B2 = S⊤A2T = p2(B) =









0 0 4 0
0 2 2

3
4
3

1 1
2

3
2 1

0 2 2 0









,

B3 = S⊤A3T = p3(B) =









0 0 0 2
0 0 4

3
2
3

0 1 1 0
1 1 0 0









.
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5.7 Characterizations

In Proposition 5.2 we write the first characterization of distance mean-regularity in terms
of the matrix B, that is the intersection mean-matrix B. And this matrix B takes special
relevance in Subsections 5.4 and 5.5, and later in 5.8. In this subsection, we give several
distinct (combinatorial and algebraic) characterizations of distance mean-regular graphs.

5.7.1 Characterization on the number of edges

Distance mean-regular graphs deal with the invariance of the number of edges whose end
vertices are at a given distance from each vertex u. More precisely, for a graph Γ = (V,E)
with diameter D, a vertex u, and integers i, j = 0, . . . , D, let us consider the following
parameters:

ωij(u) = |{vw ∈ E : dist(u, v) = i, dist(u,w) = j}|.

Notice that ωij(u) = 0 if |i − j| > 1. Besides, some trivial values are ω00(u) = 0 (since
there are no loops), and ω01 = δ(u), the degree of u. If these numbers do not depend on
u, we say that they are well defined, and represent them as ωij .

Lemma 5.8. A graph Γ with diameter D is distance mean-regular if and only if the
numbers ωij are well defined for every i, j = 0, . . . , D.

Proof. If Γ is distance mean-regular, then ωij is well defined since, by Lemma 5.3, ωii =
aiki/2 and ωi,i+1 = kibi = ki+1ci+1. Conversely, if the ωij are well defined, Γ is regular
with degree k = ω01. Moreover, for any vertex u,

ki(u) =
1

k

∑

v∈Γi(u)

δ(v) =
1

k
(ωi−1,i + 2ωi,i + ωi,i+1),

so that ki is well defined. Then, ai =
2
ki
ωi,i, bi =

1
ki
ωi,i+1, and ci =

1
ki
ωi−1,i are also well

defined, and Γ is distance mean-regular.

Although every distance mean-regular is super-regular (Lemma 5.3(iii)), the converse is
not true. A counterexample is, for instance, the graph of Fig. 12 on n = 12 vertices
and diameter D = 2, which is super-regular with k1 = 5 and k2 = 6, but not distance
mean-regular.

However, we have the following characterization of those super-regular graphs which are
distance mean-regular:

Proposition 5.9. Let Γ be a super-regular graph. Then, Γ is distance mean-regular if
and only if ωii is well defined for every i = 0, . . . , D.
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Figure 12: A super-regular, but not distance mean-regular, graph.

Proof. Necessity follows from Lemma 5.8. To prove sufficiency, let Γ be a super-regular
graph with well-defined ωii for every i = 0, . . . , D. Then, ai = 2ωii/ki is well defined.
Let us now proceed by induction on i. Since Γ is regular, b0 = k is well defined. Now
suppose that b0, . . . , bi are well defined. Then, from Lemma 5.3(ii), ci+1 = bi

ki
ki+1

is well

defined, and, from Lemma 5.3(i), so is bi+1 = k−ai+1−ci+1. This completes the induction
step.

As a consequence of this result, we have the following family of distance mean-regular
graphs:

Corollary 5.10. Every δ-regular graph Γ with diameter D = 2 and equal number τ of
triangles through any vertex is distance mean-regular.

Proof. Let n and m be, respectively, the numbers of vertices and edges of Γ. Then, Γ is
super-regular with k1 = δ and k2 = n− δ. Moreover, a simple counting gives ω00(u) = 0,
ω11(u) = δ, and ω22(u) = m−δ2+τ for every vertex u. Thus, Proposition 5.9 applies.

5.7.2 Characterization on the number of triples

In the final result of this previous subsection (Corollary 5.10) we give a characterization
of distance mean-regularity in terms of the number τ of triangles through each vertex for
graphs with diameter D = 2. This is not enough for graphs of diameter larger than 2,
but we can generalize the parameter τ in some directions. One of these possible ways
to extend the number of triangles through a vertex, could be to consider the number of
closed cycles of different lengths through each vertex in the graph.
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However, in this subsection we consider other parameters that characterize distance mean-
regularity, the numbers of triples of vertices at some given distances between them. More
precisely, given a graph Γ with diameter D, three integers h, i, j = 0, . . . , D, and a fixed
vertex u, let thij(u) be the number of triples u, v, w ∈ V such that dist(u, v) = h,
dist(u,w) = i, and dist(v, w) = j. Note that these numbers can be computed in two
ways:

thij(u) =
∑

v∈Γh(u)

|Γj(v) ∩ Γi(u)| =
∑

w∈Γi(u)

|Γj(w) ∩ Γh(u)|.

Thus, if Γ is distance mean-regular thij is well defined (that is, it does not depend on u)
since

thij = khp
h
ji = kip

i
jh. (38)

In particular, with j = 1 and i = h + 1, the equation above gives khp
h
1,h+1 = kh+1p

h+1
1h ,

which corresponds to Lemma 5.3(ii)-(iii).

Conversely, if the numbers thij are well defined for h, i, j = 0, . . . , D, then Γ is super
regular with kh = thh0, and (38) yields that the intersection numbers phji = thij/kh are
also well defined. Hence, we have proved the following characterization.

Proposition 5.11. A graph Γ with diameter D is distance mean-regular if and only if the
numbers of triples thij are well defined for h, i, j = 0, . . . , D.

5.7.3 Characterization on the distance matrices

Within the vector space of real n× n matrices, here we use the standard scalar product

〈M ,N〉 = 1

n
tr(MN⊤) =

1

n
sum(M ◦N),

where ‘◦’ stands for the entrywise or Hadamard product, and sum(·) denotes the sum of
the entries of the corresponding matrix.

In terms of the distance matrices of a graph, we have the following characterization of
distance mean-regular graphs.

Proposition 5.12. A graph Γ with diameter D and distance matrices A0,A1, . . . ,AD is
distance mean-regular if and only if, for any h, i, j = 0, . . . , D, the matrix AiAj ◦Ah has
the eigenvector j. Then, the corresponding eigenvalue is λ = khθ, where kh = ‖Ah‖2 is
the (common) number of vertices at distance h from any vertex, and

θ = phij = phji =
〈AiAj ,Ah〉

‖Ah‖2
. (39)

Proof. Let u, v be two vertices at distance h. Then,

(AiAj)uv =
∑

w∈V

(Ai)uw(Aj)wv = |Γi(u) ∩ Γj(v)| = phij(u, v).
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Thus, AiAj ◦Ah has right eigenvalue j, if and only if all its row sums have constant value
(eigenvalue), say λh

ij =
∑

v∈Γh(u)
phij(u, v). In particular, when h = i and j = 0, the above

means that the number of vertices at distance h from every vertex u, |Γh(u)|, has constant
value kh. Consequently, λ

h
ij = khp

h
ij , where

phij =
1

kh

∑

v∈Γh(u)

(AiAj)uv =
1

kh

1

n
sum(AiAj ◦Ah) =

〈AiAj ,Ah〉
‖Ah‖2

.

Finally, for any i, j, h, we have

(AiAj ◦Ah)j = λh
ijj ⇐⇒ j⊤(AiAj ◦Ah) = ((AjAi ◦Ah)j)

⊤ = j⊤λh
ji,

so that, computing the (standard) inner products by j⊤ and by j in the corresponding
equalities, we get sum(AiAj ◦Ah) = nλh

ij = nλh
ji, and (39) follows.

5.8 Algebraic structures defined

The matrix algebras obtained by different constructions from a distance-regular graph,
and the properties retrieved, have been well studied by Godsil in [35] or Brouwer, Cohen
and Neumann at [26] for example. In this section, we show that, as in the theory of
distance regular-graphs, distance mean-regular graphs have associated some matrix (and
polynomial) algebras, from which we can retrieve some of their main parameters. We
study the properties of each individual algebra, as well as the existing relation between
the different algebras.

Let us first recall some basic concepts about associative algebras (see e.g. [38]). Let A be
a finite-dimensional (associative) algebra over a field K. Then, its bilinear multiplication
from A×A to A, denoted by ‘⋆’, is completely determined by the multiplication of basis
elements of A. Conversely, once a basis for A has been chosen, the products of basis
elements can be set arbitrarily, and then extended in a unique way to a bilinear operator
on A, so giving rise to a (not necessarily associative) algebra. Thus, A can be specified, up
to isomorphism, by giving its dimension (say d), and specifying d3 structure coefficients
ch,i,j , which are scalars and determine the multiplication in A via the following rule:

ei ⋆ ej =
d
∑

h=1

ch,i,jeh, h, i, j = 0, 1, . . . d,

where e1, ..., ed form a basis of A.

A representation of an associative algebra A is a vector space V equipped with a linear
mapping ̺ : A → EndV preserving the product and the unit. A representation is faithful
when ̺ is injective. Then, distinct elements of x ∈ A are represented by distinct elements
̺(x) ∈ EndV .
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5.8.1 Algebras from distance mean-regular graphs

Let Γ be a distance mean-regular graph with diameter D, adjacency matrix A, and d+ 1
distinct eigenvalues. Then, we can consider the following vector spaces over R:

• A = span(I,A,A2, . . . ,Ad);

• D = span(I,A,A2, . . . ,AD);

• D = span(I,A,A2, . . . ,AD);

• B = span(I,B,B2, . . . ,BD).

As is well known, A is an algebra with the ordinary product of matrices, and it is called
the adjacency algebra of Γ. Moreover Γ is distance-regular if and only if D = A, which
implies D = d (see e.g. [26, 29]). In this case, A is the so-called Bose-Mesner algebra of
Γ, where multiplication on the basis I,A, . . . ,Ad is again the usual product of matrices
since

AiAj =
d
∑

h=0

phijAh, h, i, j = 0, 1, . . . , d. (40)

To obtain an algebra from D, we define the star product ‘⋆’ in the following way (recall
that 〈M ,N〉 = 1

n tr(MN)).

Ai ⋆Aj =
D
∑

h=0

phijAh, h, i, j = 0, 1, . . . , D. (41)

Note that, since the intersection mean-numbers phij are Fourier coefficients (see (39)), the

product Ai ⋆Aj is just the orthogonal projection of AiAj on D. Then, we can enunciate
the main result of this section.

Theorem 5.13. Let Γ be a distance mean-regular graph with diameter D, adjacency
matrix A, and d+ 1 distinct eigenvalues. Then the following holds:

(i) The vector space D is a subalgebra of A with the ordinary product of matrices, and

dimD = D ≤ d = dimA.

(ii) The vector space D is a commutative (but not necessarily associative) algebra with
the star product ‘⋆’.

(iii) The algebra D is isomorphic to B via φ : D ∼−→ B, where

φ(Ai) = Bi, i = 0, 1, . . . , D.
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(iv) If the algebra (D, ⋆) is associative, then it is faithfully represented by B.

Proof. (i) is a direct consequence of (34), (40), and the well-known fact that D ≤ d.

(ii) It can be easily checked that, the ‘star product’ of two matrices X =
∑

i xiAi and
Y =

∑

j yjAj is a linear combination in terms of the basis as:

X ⋆ Y =
∑

h





∑

i,j

xiyjp
h
ij



Ah.

Thus, such an operation is bilinear, and the vector space generated by D is closed under it.
Moreover, the dimension of this algebra cannot be smaller than D, because the distance
matrices Ai are clearly independent. Finally, the commutative property follows from the
equalities phij = phji for h, i, j = 0, . . . , D.

(iii) This a consequence of the fact that, both D and B, are isomorphic to the algebra
RD[x] with basis {p0, p1, . . . , pD}.
(iv) The equation (41) indicates that left-multiplication ‘⋆’ by Ai can be seen as a linear
mapping φi of D with respect to the basis I,A, . . . ,AD. Moreover, φi is fully represented

by the matrix B
⊤
i . Then, the result follows since (D, ⋆) is commutative.

Notice that (iv) is similar to the result for distance-regular graphs given by Biggs in [29,
Prop. 21.1]. Some interesting consequences of this result are shown in the following propo-
sition where the associativity condition on D has been translated into a commutativity
requirement in B. This is because, from (41), (37), and (39), it can be checked that, for
any i, j, k = 0, . . . , D,

(Ai ⋆Aj) ⋆Ak = Ai ⋆ (Aj ⋆Ak) ⇐⇒
D
∑

ℓ=0

(BkBi)ℓjAℓ =
D
∑

ℓ=0

(BiBk)ℓjAℓ.

In fact, it can be shown that the commutativity of the B
′
is is equivalent to that of the

A′
is (both with respect to the usual product of matrices).

Proposition 5.14. Let Γ be a distance mean-regular graph with diameter D, and proper
intersection mean-matrices Bi, i = 0, . . . , D, that commute with each other. Then, the
following holds:

(i) The matrices Bi satisfy

BiBj =

D
∑

h=0

phijBh, h, i, j = 0, . . . , D (42)

and, in particular,

BBi = bi−1Bi−1 + aiBi + ci+1Bi+1, i = 0, . . . , D. (43)
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(ii) The matrix Bi is the distance mean-polynomial of degree i at B:

Bi = pi(B), i = 0, . . . , D.

(iii) Every parameter phij is well determined by the parameters ai, bi and ci.

Proof. All the results are sustained by the fact, under the hypotheses, B is a faithful
representation of (D, ⋆). Indeed, let us check that the (linear) mapping Ψ : D → B defined
by Ψ(Ai) = Bi, for i = 0, . . . , D is an algebra isomorphism. First, using (41), (37),
alwaysand (39),

Ψ(Ai ⋆Aj) = Ψ

(

D
∑

h=0

phijAh

)

=
D
∑

h=0

(Bi)hjBh

so that, for any r, s = 0, . . . , D,

(Ψ(Ai ⋆Aj))rs =

D
∑

h=0

(Bi)hj(Bh)rs =

D
∑

h=0

(Bi)hj(Bs)rh = (BsBi)rj .

Moreover,

(Ψ(Ai)Ψ(Aj))rs = (BiBj)rs =
D
∑

h=0

(Bi)rh(Bj)hs =
D
∑

h=0

(Bi)rh(Bs)hj = (BiBs)rj .

Thus, Ψ(Ai ⋆Aj) = Ψ(Ai)Ψ(Aj), as claimed.

Taking the above into mind, (i) and (ii) are direct consequences of (41) and the results of
Subsection 2.1.

(iii) By the same results, the parameters ai, bi and ci determine the distance mean-
polynomials p0, p1, . . . , pD which, according to (ii), give the intersection mean-matrices
Bi with entries phij . Alternatively, by (42) and (ii), we have

pipj =
D
∑

h=0

phijph, h, i, j = 0, . . . , D.

Thus, phij is just the Fourier coefficient of pipj , with respect to the scalar product in (31),
in terms of the basis {ph : h = 0, . . . , D}:

phij =
〈pipj , ph〉⋆
‖ph‖2⋆

.

This completes the proof.
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Figure 13: The truncated tetrahedron

Notice that the equalities (BiBj)rs = (BjBi)rs for every i, j, r, s, which can be written
as

D
∑

h=0

prshp
h
ij =

D
∑

h=0

prihp
h
sj ,

are like the ones satisfied by the parameters phij of an association scheme withD = d classes
(or a distance-regular graph with diameter D); see e.g. Brouwer, Cohen and Neumaier
[26, Lemma 2.1.1(vi)].

5.8.2 An example

We end this section with an example showing that the conditions of Theorem 5.13 (or
Proposition 5.14) do not always hold. The truncated tetrahedron Γ = K4[△] shown in Fig.
13, is a vertex-transitive (and Cayley) graph with diameter D = 3, and spectrum

spΓ = {3, 23, 02,−13,−23}.

Thus, it is a distance mean-regular graph with proper intersection mean-matrices

B =









0 3 0 0
1 2

3
4
3 0

0 1 1
2

3
2

0 0 3
2

3
2









, B2 =









0 0 4 0
0 4

3
2
3 2

1 1
2 1 3

2
0 3

2
3
2 1









, and B3 =









0 0 0 4
0 0 2 2
0 3

2
3
2 1

1 3
2 1 1

2









.

Note that, since b1 =
4
3 < 3

2 = b2, the monotonic property b0 ≥ b1 ≥ b2 does not hold.
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However, as these matrices do not commute, they are not all equal to the intersection
mean-matrices obtained from the distance mean-polynomials (35), which turn out to be:

p1(B) = B, p2(B) =









0 0 4 0
0 4

3
2
3 2

1 1
2

1
2 2

0 3
2 2 1

2









, and p3(B) =









0 0 0 4
0 0 2 2
0 3

2 2 1
2

1 3
2

1
2 1









.



61

6 On the isoperimetric problem in Johnson graphs

The Johnson graph J(n,m) has the m-subsets of [n] as vertices and two subsets are
adjacent in the graph if they share m − 1 elements, where [n] denotes the set {1, . . . , n}.
Shapozenko asked about the isoperimetric function µn,m(k) of Johnson graphs, that is, the
cardinality of the smallest boundary of sets with k vertices in J(n,m) for each 1 ≤ k ≤

(

n
m

)

.
We give an upper bound for µn,m(k) and show that, for each given k such that the solution
to the Shadow Minimization Problem in the Boolean lattice is unique, and each sufficiently
large n, the given upper bound is tight. We also show that the bound is tight for the small
values of k ≤ m − 1 and for all values of k for some cases: it is tight for m = 2 and for
n = 2m− 2.

Let G = (V,E) be a graph. Given a set X ⊂ V of vertices, we denote by

∂X = {y ∈ V \X : d(X, y) = 1} and B(X) = {y ∈ V : d(X, y) ≤ 1} = X ∪ ∂X,

the boundary and the ball of X respectively, where d(X, y) denotes min{d(x, y) : x ∈ X}.
We write ∂G and BG when the reference to G has to be made explicit. The vertex-
isoperimetric function (we will call it simply isoperimetric function) of G is defined as

µG(k) = min{|∂X| : X ⊂ V, |X| = k},

that is, µG(k) is the size of the smallest boundary among sets of vertices with cardinality
k.

The isoperimetric function is known only for a few classes of graphs. One of the seminal
results is the exact determination of the isoperimetric function for the n–cube obtained
by Harper [59] in 1966 (and by Hart with the edge–isoperimetric function at [61] in 1976.)
Analogous results were obtained for cartesian products of chains by Bollobás and Leader
[48] and Bezrukov [43], cartesian products of even cycles by Karachanjan [62] and Riordan
[67] (see also Bezrukov and Leck at [45]) and some other cartesian products by Bezrukov
and Serra [46].

The Johnson graph J(n,m) has the m–subsets of [n] = {1, 2, . . . , n} as vertices and two
m–subsets are adjacent in the graph whenever their symmetric difference has cardinality
2. It follows from the definition that, for m = 1, the Johnson graph J(n, 1) is the complete
graph Kn. For m = 2 the Johnson graph J(n, 2) is the line graph of the complete graph
on n vertices, also known as the triangular graph T (n). Thus, for instance, J(5, 2) is the
complement of the Petersen graph, displayed in Figure 6. Also, J(n, 2) is the complement
of the Kneser graph K(n, 2), the graph which has the 2–subsets of [n] as vertices and two
pairs are adjacent whenever they are disjoint.

Also, it is important to see that each Johnson graph J(n,m) is isomorphic to the graph
J(n, n − m). Thus, when we prove any result for some case of J(n,m), the same result
is automatically proved for the isomorphic graph J(n, n−m). For example, Theorem 6.3
(where the case m = 2 is solved) apply also in the case J(n, n − 2). Or Property 6.13
(which solves the case n = 2m− 2) also solves the case J(2m+ 2,m).
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Figure 14: The Johnson graph J(5, 2).

Johnson graphs arise from the association schemes named after Johnson, who introduced
them, see e.g. [51]. The Johnson graphs are one of the important classes of distance-
transitive graphs; see e.g. Brouwer, Cohen, Neumaier [50, Chapter 9] or Godsil [58,
Chapter 11].

Given a family S of m–sets of an n-set, its lower shadow ∆(S) is the family of (m−1)-sets
which are contained in some m–set in S. The upper shadow ∇(S) of S is the family of
(m+ 1)-sets which contain some m-set in S. The ball of S in the Johnson graph J(n,m)
can be written as

B(S) = ∇(∆(S)) = ∆(∇(S)). (44)

These equalities establish a connection between the isoperimetric problem in the Johnson
graph with the ShadowMinimization Problem (SMP) in the Boolean lattice, which consists
in finding, for a given k, the smallest cardinality of ∆(S) among all families S of m–
sets with cardinality k. The latter problem is solved by the well–known Kruskal–Katona
theorem [64, 63], which establishes that the initial segments in the colex order provide a
family of extremal sets for the SMP.

Recall that the colex order in the set of m–subsets of [n] is defined as X ≤ Y if and only if
max((X \Y )∪ (Y \X)) ∈ Y (we follow here the terminology from Bollobás [47, Section 5];
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we also use
(

[n]
m

)

to denote the family of m–subsets of an n–set, and [k, l] = {k, k+1, . . . , l}
for integers k < l.) The computation of the boundary of initial segments in the colex order
(the family of the first m– subsets in this order) provides the following upper bound for
the isoperimetric function of Johnson graphs:

Proposition 6.1. Let µn,m : [N ] → N denote the isoperimetric function of the Johnson
graph J(n,m), where N =

(

n
m

)

. Let

k =

(

k0
m

)

+

(

k1
m− 1

)

+ · · ·+
(

kr
m− r

)

, k0 > · · · > kr ≥ m− r > 0,

be the m-binomial representation of k. Then

µn,m(k) ≤ f(k, n,m), (45)

where

f(k, n,m) =

(

k0
m− 1

)

(n− k0) +

r
∑

i=1

((

ki
m− i− 1

)

(n− k0 − 1)−
(

ki
m− i

))

. (46)

Proof. The initial segment I of length k in the colex order is the disjoint union

I = I0 ∪ · · · ∪ Ir,

where I0 consists of all m-sets in
(

[k0]
m

)

and, for j > 0, Ij consists of all sets containing
{kj−1 + 1, . . . , k0 + 1} and m − j elements in [kj ]. The right hand side of (45) is the
cardinality of ∂I as can be shown by induction on r. If r = 0 then ∂I consists of the
(

k0
m−1

)

(n− k0) sets obtained by replacing one element in [k0] by one element in [k0 + 1, n]
from a set in I. Suppose that r > 0 and write I = I ′ ∪ Ir as the disjoint union of
I ′ = I0∪· · ·∪Ir−1 and Ir. We have ∂I = (∂I ′ \Ir)∪ (∂Ir \B(I ′)), the union being disjoint.
Since Ir ⊂ ∂I ′ we have,

|∂I ′ \ Ir| = |∂I ′| − |Ir| = |∂I ′| −
(

kr
m− r

)

,

while

|∂Ir \B(I ′)| =
(

kr
m− r − 1

)

(n− k0 − 1),

since the only sets in ∂Ir \ B(I ′) are those obtained from a set in Ir by replacing one
element in [kr] by one element in [k0 + 2, n].

In general, the family of initial segments in the colex order does not provide a solution to
the isoperimetric problem in J(n,m). A simple example is as follows.
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Example 6.2. Take n = 3(m+1)/2. The ball B({x}) of radius one in J(3(m+1)/2,m)
has cardinality

|B1| = 1 +m(n−m) =
(m+ 2)(m+ 1)

2
=

(

m+ 2

m

)

,

and its boundary has cardinality

|∂B1| =
(

m

2

)(

n−m

2

)

=
m(m− 1)(m+ 3)(m+ 1)

16
.

On the other hand, according to (45) and the m-binomial decomposition of |B1|, the initial
segment I of length |B1| has cardinality

|∂I| =
(

m+ 2

m− 1

)

m− 1

2
=

(m+ 2)(m+ 1)m(m− 1)

12

= |∂B1|+
(m+ 1)m(m− 1)2

48
,

which shows that the unit ball can have, as a function of m, an arbitrarily smaller boundary
than the initial segment in the colex order.

In his monograph on discrete isoperimetric problems, Leader [65] mentions the isoperi-
metric problem for Johnson graphs as one of the intriguing open problems in the area.
Later on, in his extensive monograph on isoperimetric problems, Harper [60] attributes
the problem to Shapozenko, and recalls that it is still open. Recently, Christofides, Ellis
and Keevash [54] have obtained a lower bound for the isoperimetric function of Johnson
graphs which is asymptotically tight for sets with cardinality 1

2

(

n
m

)

. The Johnson graphs
J(n, 2) provide a counterexample to a conjecture of Brouwer on the 2–restricted connec-
tivity of strongly regular graphs, see Cioabâ, Kim and Koolen [52] and Cioabâ, Koolen
and Li[53], where the connectivity of the more general class of strongly regular graphs and
distance–regular graphs is studied. It is also worth mentioning that the edge version of
the isoperimetric problem, where the minimization is for the number of edges leaving a
set of given cardinality, has also been studied, see e.g. Ahlswede and Katona [41] or Bey
[42]. We will only deal with the vertex isoperimetric problem in this paper and refer to it
simply as the isoperimetric problem.

We call a set S of vertices of J(n,m) optimal if |∂(S)| = µn,m(|S|). Our first result shows
that initial segments in the colex order are optimal sets in J(n, 2).

Theorem 6.3. For each n ≥ 3 and each 1 ≤ k ≤
(

n
2

)

we have

µn,2(k) = f(k, n, 2).

In particular, the initial segments in the colex order are optimal sets of J(n, 2) for each
n ≥ 3.



65

The following theorem allows one to show that the inequality (45) is also tight in J(n,m)
for very small sets.

Theorem 6.4. For k < m − 1 and n ≥ 2(m − 1) the initial segment of length k of the
colex order in J(n,m) is an optimal set.

Our last result, Theorem 6.5, extends Theorem 6.4 in an asymptotic way, by showing
that the inequality (45) is tight for a large number of small cardinalities and gives a lower
bound for all small cardinalities.

Theorem 6.5. Let k,m be positive integers and let

k =

(

k0
m

)

+

(

k1
m− 1

)

+ · · ·+
(

kr
m− r

)

, k0 > · · · > kr ≥ m− r > 0,

be the m-binomial representation of k.

There is n(k,m) such that, for all n ≥ n(k,m), the following holds.

(i) If r < m− 1 then
µn,m(k) = f(k, n,m),

and the initial segment in the colex order with length k is the only (up to automor-
phisms) optimal set with cardinality k of the Johnson graph J(n,m).

(ii) If r = m− 1 then

µn,m(k) ≤ f(k − kr + 1, n,m) + kr + 1,

where ℓ is the length of the longest sequence k, k − 1, . . . k − ℓ+ 1 of integers whose
m-binomal representation has length r = m− 1.

The proof of Theorem 6.5 provides the estimation

n(k,m) ≤ m+ k + 1 + µm+k+1,m(k)− f(k,m+ k + 1,m)

for the value of n(k,m) above, for which the statement of Theorem 6.5 holds. This upper
bound for n(k,m) is not tight but we make no attempt to optimize its value in this chapter.

Example 6.2 shows that the initial segment in the colex order of length
(

m+2
m

)

can fail to
be an optimal set in J(n,m) if n = 3(m + 1)/2. In the last section, we describe another
infinite family of examples for which the initial segment in the colex order fails again to
be an optimal set in J(n,m) for every fixed m and all n large enough.

Proposition 6.6. Let m be a positive integer. For each integer k of the form

k =

(

t

m

)

+ 3

(

t

m− 1

)

,

with t sufficiently large with respect to m, there is a set S with cardinality k such that

|B(S)| < f(k, n,m)

for all n ≥ t+ 3.
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When n = t + 3 the set S in Proposition 6.6 can be described as the ball in J(n,m)
of
(

[t]
m

)

, the family of m-subsets of the first t symbols. Such sets are clear candidates
to be optimal sets, but other choices for t result in sets with larger boundary than the
corresponding initial segment in colex order. The examples described in Proposition 6.6
are closely related to the non–unicity of solutions to the Shadow Minimization Problem
in the Boolean lattice (see Theorem 6.7 below.)

Standard compression techniques are used to prove the above results. These tools cannot
fully solve the isoperimetric problem of Johnson graphs. It is because, as pointed out in
[54], for instance, optimal sets in Johnson graphs do not have the nested property (the
ball of an optimal set is not optimal.) However, these techniques are still useful to show
that the colex order provides a sequence of extremal sets for small cardinalities.

This section of the work is organized as follows. Subsection 6.1 recalls the shifting tech-
niques and compression of sets. The proofs of Theorems 6.3, 6.4 and 6.5 are given in
Subsections 6.2, 6.3 and 6.4 respectively. In the proof of Theorem 6.5, we use a result by
Füredi and Griggs [57] which characterizes the cardinalities for which the Shadow Mini-
mization Problem for the Boolean lattice has a unique solution. The statement below is
a rewriting of a combination of Proposition 2.3 and Theorem 2.6 in [57].

Theorem 6.7 ([57]). Let

k =

(

k0
m

)

+

(

k1
m− 1

)

+ · · ·+
(

kr
m− r

)

, k0 > · · · > kr ≥ m− r > 0,

be the m-binomial representation of k. The initial segment in the colex order is the unique
(up to automorphisms) solution to the Shadow Minimization Problem in the Boolean lattice
if and only if r < m− 1.

Finally in Section 6.5 we prove Proposition 6.6. The result describes an infinite family of
examples which show that the initial segments in colex order may fail to be optimal sets.
The nature of this example shows that the isoperimetric problem in Johnson graphs still
has many intriguing open questions.

6.1 Shifting techniques

Shifting techniques are one of the key tools in the study of set systems. They were
initially introduced in the original proof of the Erdős-Ko-Rado theorem [55] and have been
particularly used by Frankl and Füredi [56] in the solution of the isoperimetric problem
for hypercubes.

In what follows, we identify subsets of [n] with their characteristic vectors x = (x1, . . . , xn) ∈
{0, 1}n, where xi = 1 if i is in the corresponding set and xi = 0 otherwise. We denote the
support of x by

x = {i : xi = 1}.



67

and the ℓ1-norm of x by

|x| =
∑

i

xi.

The support S of S ⊂ {0, 1}n is the union of the supports of its vectors. We often identify
a set S ⊂ {0, 1}n with the subset in {0, 1}n′

, n′ > n, obtained by adding zeros to the right
in the coordinates of its vectors. Thus, the initial segment of length k is considered to be
a subset of {0, 1}n for each sufficiently large n.

The sum x + y = (x1 + y1 (mod 2), . . . , xn + yn (mod 2)), of characteristic vectors is
meant to be performed in the field F

n
2 and corresponds to the symmetric difference of

the corresponding sets. We also denote by e1, . . . , en the unit vectors with 1 in the i-th
coordinate and zero everywhere else.

With the above notation, the set of vertices of the Johnson graph J(n,m) are all vectors
of {0, 1}n with norm m, and the neighbors of x in J(n,m) are the vectors

x+ ei + ej ,

for each pair i, j such that xi + xj = 1.

We next recall the definition of the shifting transformation.

Definition 6.8. Let i, j ∈ [n]. For a set S ⊂ {0, 1}n define

Sij = {x ∈ S : xi = 1 and xj = 0},

and

Tij(x, S) =

{

x+ ei + ej , if x ∈ Sij and x+ ei + ej 6∈ S
x otherwise

The ij-shift of S is defined as

Tij(S) = {Tij(x, S) : x ∈ S}.

It follows from the definition that the shifting Tij of a set preserves its cardinality and the
norm of its elements. Moreover, it sends every vertex to a vertex at distance at most 1.
The main property of the shifting transformation is that it does not increase the cardinality
of the ball of a set. This property follows from the analogous ones for upper and lower
shadows. We include a direct proof here for completeness.

Lemma 6.9. Let i, j ∈ [n] and write T = Tij. For each set S of vertices in the Johnson
graph J(n,m) we have

B(T (S)) ⊆ T (B(S)). (47)

In particular,
|B(T (S))| ≤ |T (B(S))| = |B(S)|. (48)
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Proof. We will show that,

for each y ∈ T (S), we have B(y) ⊆ T (B(S)), (49)

which is equivalent to (47). Then, we observe that (48) follows since

|∂(T (S))| = |B(T (S))| − |T (S)| ≤ |T (B(S))| − |T (S)| = |B(S)| − |S| = |∂S|.

Let x be the element in S such that y = T (S,x). We consider two cases.

Case 1. (xi, xj) 6= (1, 0). In this case we certainly have y = x. Moreover, for each z ∈ ∂x
such that zi = 1 and zj = 0, we have z+ei+ej ∈ B(x). Therefore, since B(x) ⊆ B(S), the
transformation T (B(S), ·) leaves all vectors in B(x) invariant. Hence, B(x) ⊆ T (B(S)).

Case 2. Suppose now that xi = 0 and xj = 1. Then z = x+u+ v is the only neighbor of
x with zi = 1 and zj = 0.

Case 2.1 If y = x then, by the definition of Tuv(S, ·), we have z ∈ S and Tuv(S, z) = z.
Observe that every neighbor z′ of x is left invariant by Tuv(B(S), ·). This is clearly the
case if (z′i, z

′
j) 6= (0, 1) and, if (zi, zj) = (0, 1), because we then have z′′ = z′ + u + v ∈

B(z) ⊂ B(S). Hence

B(y) = B(x) ⊆ Tuv(B(S), B(x)) ⊆ Tuv(B(S)).

Case 2.2 Suppose that y 6= x. Then y 6∈ S but y ∈ B(x) ⊆ B(S). Each neighbor z of y
distinct from x is of the form z = z′ + u + v for some neighbor z′ of x and therefore it
belongs to Tuv(B(S)). For x itself we have Tuv(B(S),x) = x because y = x+u+v ∈ B(S).
Thus we again have B(y) ⊂ Tuv(B(S)). This completes the proof of (49).

The weight of a vector x ∈ {0, 1}n is

w(x) =
n
∑

i=1

ixi,

and the weight of a set S is

w(S) =
∑

x∈S

w(x).

We note that, if i > j then w(Tij(S)) ≤ w(S). Moreover, equality holds if and only if
Tij(S) = S. Thus, successive application of transformations Tij using pairs i, j with i > j
eventually produces a set which is stable by any of such transformations. This fact leads
to the following definition.

Definition 6.10. We say that a set S is compressed if Tij(S) = S for each pair i, j ∈ [n]
with i > j.

Every set can be compressed by keeping its cardinality and without increasing its boundary
(see Lemma 6.9). Therefore, in what follows we can restrict our attention to compressed
sets in our study of optimal sets.
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6.2 On the case m = 2

Theorem 6.3 follows from the following proposition which characterizes compressed opti-
mal sets in J(n, 2).

Proposition 6.11. A set S of vertices of the graph J(n, 2) with cardinality
(

t−1
2

)

< |S| ≤
(

t
2

)

is optimal if and only if, up to isomorphism, S ⊆
(

[t]
2

)

.

Proof. Write V (J(n, 2)) as the disjoint union

V (J(n, 2)) = S ∪ ∂S ∪ S̃,

where S̃ is the set of vertices at distance two from S. Let t = |S̃| be the amount of elements
of [n] in the support S of S. The only vectors in S are the ones which have both nonzero
coordinates in [n] \ |S|. Therefore

|S̃| =
(

n− t

2

)

,

and

|∂S| =
(

n

2

)

− |S| −
(

n− t

2

)

.

Hence, for a given cardinality |S|, |∂S| is an increasing function of t alone. The optimal
value is therefore obtained when t is the smallest possible, which is the smallest t such
that |S| ≤

(

t
2

)

. This is achieved for any subset S ⊂
(

[t]
2

)

if |S| >
(

t−1
2

)

.

As a consequence of the above proposition, we can see that the solution to the isoperimetric
problem in J(n, 2) is unique, up to isomorphisms, for sets of cardinality

(

t
2

)

(and it is also

unique for sets of cardinality
(

t
2

)

− 1).

6.3 Small sets and the case n = 2m− 2

In this section, we prove Theorem 6.4, which talks about optimal sets with small cardinal-
ity. To do this, we prove and use the Proposition 6.13, which also constitute an important
result by itself. This Proposition 6.13 solves the whole isoperimetric problem for graph of
the form J(2m− 2,m).

Consider the partition

V (J(n,m)) = {x ∈ V (J(n,m)) : xn = 0} ∪ {x ∈ V (J(n,m)) : xn = 1} = V0 ∪ V1.

The subgraph of J(n,m) induced by V0 is isomorphic to J(n − 1,m) and the subgraph
induced by V1is isomorphic to J(n− 1,m− 1). There is an edge in J(n,m) joining x ∈ V0

with y ∈ V1 if and only if y \ {n} ⊂ x.
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Lemma 6.12. Let S be a set of vertices in J(n,m). Let S0 = S ∩ {xn = 0} and S1 =
S ∩ {xn = 1}. If S is compressed then

B(S) = B(S0) and |B(S)| = |B′(S′
0)|+ |∆(S′

0)|,

where S′
0 = {x ∈ {0, 1}n−1 : (x, 0) ∈ S0} and B′ denotes the ball in J(n− 1,m).

Proof. Let x ∈ S1 and i 6∈ x. Since S is compressed, we have

y = x+ en + ei ∈ S0,

which implies x = y + en + ei ∈ B(S0). Hence, S1 ⊂ B(S0). Moreover, if j ∈ x then

x+ ei + ej = (x+ en + ei) + en + ej ∈ B(S0),

so that B(x) ⊂ B(S0). Hence B(S) = B(S0) ∪B(S1) = B(S0). This proves the first part
of the sentence.

For the second part, we just note that B(S0) is the disjoint union (B(S0)∩V0)∪(B(S0)∩V1).
Since the subgraph induced by V0 is isomorphic to J(n − 1,m), we have |B(S0) ∩ V0| =
|B′(S′

0)|. On the other hand, there is an edge in J(n,m) joining x ∈ V1 with y ∈ V0 if and
only if x \ {n} ⊂ y. It follows that B(S0) ∩ V1 = ∆(S′

0).

The next proposition considers the case of Johnson graphs J(n,m) when n = 2m− 2.

Proposition 6.13. For each k = 1, . . . ,
(

2m−2
m

)

the initial segment of length k in the colex
order is an optimal set of the graph J(2m− 2,m).

Proof. Let us recall (44) and express the ball of a set S as

B(S) = ∇(∆(S)).

By the Kruskal–Katona theorem, ∆S is minimized by the initial segment Ik, k = |S|, in
the colex order of

(

[2m−2]
m

)

. Moreover, ∆Ik is also an initial segment of the colex order in
(

[2m−2
m−1

)

.

The automorphism of the Boolean lattice given by taking complements sends the middle
level

(

[2m−2
m−1

)

to itself, and the initial segments in the colex order are exchanged by the
initial segments in the lexicograhic order. It follows that the initial segments of the colex
order are also a solution to the minimization of the upper shadow (as well as the initial
segments in the lexicographic order). Hence, Ik minimimizes |∇(∆(S))|.

We use the Proposition 6.13 as the base case of the induction for the proof of Theorem
6.4.
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Proof of Theorem 6.4. The proof is by induction on n. For n = 2m− 2 the result follows
from Proposition 6.13. Let S be a compressed set of cardinality k ≤ m − 1 in J(n,m),
n ≥ 2m − 1 and consider its decomposition S = S0 ∪ S1. Since S is compressed, every
element in S1 gives rise to at least m− 1 elements in S. Since k < m− 1 we have S1 = ∅.
By Lemma 6.12, the cardinality of the ball of S is

|B(S)| = |B′(S′
0)|+ |∆(S′

0)|.

By the induction hypothesis, the initial segment in the colex order minimizes the ball
|B′(S′

0)| in J(n − 1,m) as well as, by teh Kruskal–Katona theorem, the lower shadow
|∆(S′

0)|.

6.4 Optimal sets for large n

In this subsection, we give the proof of Theorem 6.5. In what follows we call a positive
integer k critical if its m-binomial representation has length m (namely, it has r = m−1).

Proof of Theorem 6.5. Let S be an optimal set with cardinality k in J(n,m). We may
assume that S is compressed. Let n0 be such that the support of every element in S is
contained in [n0]. Since S is compressed, if the support of x ∈ S contains n0, then we
have Tn0i(x) ∈ S for each i ∈ [n0 − 1] \x. It follows that n0 ≤ m+ k+1. For each n ≥ n0

every element in ∆(S) gives rise to n− n0 distinct vectors in ∂S which have a coordinate
in [n0 + 1, n] and therefore are disjoint from the ball B0(S) in J(n0,m). Moreover, every
two such vectors, which only differ in their coordinate from [n0+1, n], come from a unique
element in ∆(S). Therefore, we have

|B(S)| = |B0(S)|+ (n− n0)|∆S|,

where B0 denotes the ball of S in J(n0,m) and B denotes the ball of S in J(n,m).
Similarly, when I is the initial segment of length k in the colex order. We have

|B(I)| = |B0(I)|+ (n− n0)|∆I|

Hence,
|B(S)| = |B(I)|+ (|B0(S)| − |B0(I)|) + (n− n0)(|∆(S)| − |∆(I)|). (50)

If |∆(S)| > |∆(I)| then we have |B(S)| > |B(I)| for each sufficiently large n. By Theorem
6.7, if the m-binomial representation of k has less than m terms, then the initial segment
in the colex order is the unique solution to the Shadow Minimization Problem. It follows
that, if S 6= I then |B(S)| > |B(I)| for all n > n0 + |B0(S)| − |B0(I)|. This proves the
first part of Theorem 6.5 and gives the estimate:

n(k,m) ≤ m+ k + 1− µm+k+1,m(k) + f(k,m+ k + 1,m).

On the other hand, we have µn,m(k) ≤ µn,m(k + 1)− 1, since otherwise an optimal set X
with cardinality k+1 satisfies |∂(X \{x})| < µn,m(k) for every x ∈ X, a contradiction with
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the definition of µn,m. Suppose that k is a critical integer and let k, k − 1, . . . , k − ℓ + 1
be the longest decreasing sequence of critical integers. By the above remark, we have
µn,m(k) ≤ µn,m(k−ℓ)+ℓ and µn,m(k−ℓ) = f(k−ℓ, n,m), the cardinality of the boundary
of an initial segment in colex order with length k− ℓ. The value of ℓ is clearly 12 kr. This
proves the second part of the statement.

6.5 Initial segments which are not optimal

We conclude the chapter by proving Proposition 6.6, which shows that there are values of
k for which the initial segment of length k in the colex order fails to be an optimal set of
J(n,m) for all sufficiently large n.

We prove first that, for each m and each integer t sufficently large with respect to m,

g(t,m) =

(

t

m

)

+ 3

(

t

m− 1

)

is a critical cardinality, namely, the m-binomial expansion of g(t,m) has m terms. This
means that the solution of the Minimal Shadow Problem is not unique for k = g(t,m).
This fact is also used in the proof of Proposition 6.6.

Lemma 6.14. There is an infinite strictly increasing integer sequence {λi}i≥0, λi + 1 <
λi+1 such that, for each t and each m ≥ 1,

g(t,m) =

m−1
∑

i=0

(

t− λi

m− i

)

+ 1. (51)

Proof. By induction on m. For m = 1 we have

g(t, 1) = t+ 3 =

(

t+ 2

1

)

+ 1, (52)

and for m = 2,

g(t, 2) =

(

t+ 2

2

)

+

(

t− 2

1

)

+ 1, (53)

giving λ0 = −2 and λ1 = 2. By using
(

n
m

)

=
∑n−1

j=0

(

j
m−1

)

and induction, for m ≥ 3 we

1L: previously: kr + 1
2L: if the last element is

(

2

1

)

, so kr = 2, then there are 2 consecutive elements that are critical, those

mentioned that have
(

2

1

)

, and k− 1 which will have
(

1

1

)

. The value of k− 2 will not be critical. Hence, the

value of l is, precisely, 2, as we have k, k − 1 as the longest decreasing sequence of critical numbers, hence

l = 2 which is the same as kr.
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have

g(t,m) =

(

t

m

)

+ 3

(

t

m− 1

)

=
t−1
∑

j=0

(

j

m− 1

)

+ 3
t−1
∑

j=0

(

j

m− 2

)

=

t−1
∑

j=0

g(j,m− 1)

=

t−1
∑

j=0

(

m−2
∑

i=0

(

j − λi

m− 1− i

)

+ 1

)

=
m−2
∑

i=0

t−1
∑

j=0

(

j − λi

m− 1− i

)

+ t.

By using λ0 = −2 and λi > 0 for i ∈ [1,m− 2], we can write

g(t,m) =
t−1
∑

j=0

(

j − λ0

m− 1

)

+
m−2
∑

i=1





t−1
∑

j=λi

(

j − λi

m− 1− i

)

+

λi−1
∑

j=0

(

j − λi

m− 1− i

)



+ t

=

(

t− λ0

m

)

+

m−2
∑

i=1

(

t− λi

m− i

)

+ t+

m−2
∑

i=1

λi−1
∑

j=0

(

j − λi

m− 1− i

)

,

which shows that (51) holds with

λm−1 =−
m−2
∑

i=1

λi−1
∑

j=0

(

j − λi

m− 1− i

)

+ 1

=−
m−2
∑

i=1

λi
∑

ℓ=1

( −ℓ

m− i− 1

)

+ 1

=−
m−2
∑

i=1

λi
∑

ℓ=1

(−1)m−i−1

(

m− i− 2 + ℓ

m− i− 1

)

+ 1

=

m−2
∑

i=1

(−1)m−i

(

m− i− 1 + λi

m− i

)

+ 1

=

m−1
∑

j=2

(−1)j
(

λm−j + j − 1

j

)

+ 1 (54)

We observe that the sequence is uniquely determined once λ1 is fixed. The first values of
the sequence are

−2, 2, 4, 7, 14, 51, 928, 409625, . . .
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It remains to show that the sequence is increasing. We will in fact show that λm ≥
max{λm−1 +2, λ2

m−1/4} for all m ≥ 2. The above inequality holds for m ≤ 7 as shown by
the first values of the sequence. By using (54) (with λm instead of λm−1), we have,

λm ≥
2⌊m/2⌋−1
∑

j=2,j even

((

λm−j+1 + j − 1

j

)

−
(

λm−j + j

j + 1

))

.

For j = 2 we have
(

λm−1 + 1

2

)

−
(

λm−2 + 2

3

)

=
λ2
m−1

4
+

λm−1(λm−1 + 2)

4
−
(

λm−2 + 2

3

)

≥ λ2
m−1

4
+

λ4
m−2

64
+

2λ2
m−2

16
−
(

λm−2 + 2

3

)

>
λ2
m−1

4

where the last inequality holds (for m ≥ 4) because the largest root of the polynomial
x4/64 + x2/8−

(

x+2
3

)

is smaller than λ4 = 14.

On the other hand, for j ≥ 4,

(

λm−j+1 + j − 1

j

)

−
(

λm−j + j

j + 1

)

=
1

j!

(

j−1
∏

t=0

(λm−j+1 + t)−
∏j

t=0(λm−j + t)

j + 1

)

λm−j+1>λm−j+1
>

1

j!

j
∏

t=2

(λm−j + t)

(

λm−j+1 −
λm−j(λm−j + 1)

j + 1

)

λm−j+1≥λ2
m−j/4

≥ 1

j!

j
∏

t=2

(λm−j + t)

(

λ2
m−j

4
− λm−j(λm−j + 1)

j + 1

)

.

The right-hand side is nonnegative if m − j ≥ 2, as then λm−j ≥ 4. If m − j = 1 then it
follows by induction on j ≥ 1 that

(

λ2 + j − 1

j

)

−
(

λ1 + j

j + 1

)

=

(

3 + j

j

)

−
(

2 + j

j + 1

)

> 0.

This completes the proof.

For t larger than λm−1 the equality (51) in Lemma 6.14 provides the m-binomial expansion
of g(t,m). Hence this binomial expansion has length m and, by Theorem 6.7, g(t,m) is
a critical cardinality. The proof of Proposition 6.6 uses this fact by choosing two distinct
optimal sets for the SMP problem which have different boundaries in the Johnson graph.

Proof of Proposition 6.6. Let S = B0(
(

[t]
m

)

), the ball of
(

[t]
m

)

in the Johnson graph J(n0,m),
n0 = t+ 3. The cardinality of S is

k =

(

t

m

)

+ 3

(

t

m− 1

)

= g(t,m).
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Let I(k) denote the initial segment of length k in the colex order.

By Lemma 6.14 the m-binomial expansion of k has m terms and can be written as

(

t

m

)

+ 3

(

t

m− 1

)

=

(

t− λ0

m

)

+

(

t− λ1

m− 1

)

+ . . .+

(

t− λm−1

1

)

. (55)

We note that the shadows of S and of I(k) have the same cardinality:

|∆S| =
(

t

m− 1

)

+ 3

(

t

m− 2

)

=

(

t− λ0

m− 1

)

+

(

t− λ1

m− 2

)

+ . . .+

(

t− λm−2

1

)

+

(

t− λm−1

0

)

= |∆(I(k))|.

It can be readily checked that the boundary of S in J(n0,m) has cardinality

|∂S| =
∣

∣∂2

(

[t]

m

)

∣

∣ = 3

(

t

m− 2

)

,

On the other hand, the boundary in J(n0,m) of the initial interval I(k) as given by the
function f(k, n0,m) in (46) is

|∂I(k)| =
(

t− λ0

m− 1

)

+
m−1
∑

i=1

((

t− λi

m− i− 1

)

(n− t+ λ0 − 1)−
(

t− λi

m− i

))

=

(

t+ 2

m− 1

)

−
m−1
∑

i=1

(

ai
m− i

)

=

(

t+ 2

m− 1

)

+

(

t+ 2

m

)

−
(

t

m

)

− 3

(

t

m− 1

)

=

(

t+ 1

m− 2

)

+ 2

(

t

m− 2

)

,

which is strictly larger than 3
(

t
m−2

)

. Thus |B0(I(k))| > |B0(S)|. Moreover, by (50), for
all n ≥ n0, we have

|B(I(k))| = |B(S)|+ (|B0(I(k))| − |B0(S)|) > |B(I(k)|.

Therefore the intial segment in colex order I fails to be an optimal set for all n ≥ t+3.
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7 Conclusions

In this chapter we summarize the contributions of this work in the subjects we have dealt
with.

7.1 On pieces of information of a graph

In Chapters 2 and 3, we first study the properties of each piece of information: the spec-
trum, the preintersection numbers, the predistance polynomials, the Bose-Mesner algebras
and the closed walks. Then, we give the specific formulas and procedures with which we
can obtain each piece of information in terms of the others. This is the importance of this
part of the work.

The preintersection numbers and predistance polynomials are extensions of the well-known
parameter intersection numbers and distance polynomials in distance-regular graphs, re-
spectively. We extend them applying the same techniques to the spectrum as if the graph
were distance-regular. It is as if we asked which intersection numbers and distance poly-
nomials this graph would have if it were distance-regular.

These results can be seen as tools that can be used in the area of Graph Theory to develop
future works. The results given in this part of the work extend the properties of distance-
regular graphs to any other graph. This allows us to relate the combinatorial and algebraic
properties of any graph. Or, simply, we can study the combinatorial properties by deriving
it from an algebraic point of view, which is much more powerful.

7.2 Characterizations of distance-regularity in terms of the pieces of

information

In this chapter, we apply the results given in Chapter 3. In Subsection 4.1, we show how
different results, such as Theorem 4.2 and Theorem 4.3, that deal with characterizations
of distance-regularity, became trivially equivalent to each other.

In Subsection 4.2, we show and prove some results that deal with the combinatorial prop-
erties of the graph in terms of the different pieces of information. Here, we use the results
given in Chapter 3, not only for proving these results, but also to establish relationships
between them. These relationships help us to better understand the properties of the
graph and how the pieces of information are intrinsically related with these combinatorial
properties.

For example, in Proposition 4.5, we relate the girth of the graph (which is a well studied
combinatorial parameter) with the structure of the proper coefficients matrix of the pre-
distance polynomials (see also Example 4.6, where we show the simplicity with which the
girth can be determined and check if the graph is bipartite).

A similar case can be seen in Propositions 4.7 and 4.8, where the same combinatorial
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property can be determined from two different pieces of information.

In Subsection 4.3, we write properties and relationships that the proper pieces of informa-
tion have between them. We show how the tools described in Chapter 3 are also useful to
show the internal properties of the different parameters.

For example, Proposition 4.9 deals with the behavior of the preintersection numbers and
a relation between them and the spectrum of the graph. This proposition gives the in-
equalities γi > 0 for i = 1, . . . , d, and βi > 0 for i = 0, . . . , d− 1. The example that follows
this property, given by the Figure 6, shows how these inequalities cannot be written of
case of αi and they do not even have a monotone behavior.

7.3 Distance mean-regular graphs

In Chapter 5, we construct a natural extension of the distance regular graphs. In the
general case, the preintesection numbers or the predistance polynomials are extended
from the intersection numbers by taking the spectrum of the graph as a base. That is,
these parameters are the parameters that a distance-regular graph would have with the
given spectrum. This extension, unlike in the case of the preintersection numbers or the
predistance polynomials, are the intersection mean-numbers which are taken as a base for
this extension.

According to these parameters, we construct the distance mean-polynomials and the
pseudo-spectrum. They can be seen as the polynomials and spectrum a distance-regular
graph would have if it were distance-regular. Thus, the most important properties of this
graph are the algebraic properties.

Obviously, the intersection mean-numbers have a lot of combinatorial properties, and the
distance mean-regularity of a graph can be easily characterized by them. For example,
some of the first lemmas with some basic properties are Lemma 5.3 and Lemma 5.4.

Moreover, the pseudo-spectrum built from this combinatorial parameters have many al-
gebraic properties. For example, we can read the first properties in Subsection 5.2. The
pseudo-spectrum interlaces the real spectrum of the graph, and this interlacing is tight if
and only if the graph is distance-regular; that is, if the pseudo-spectrum matches the real
spectrum of the graph.

In such a subsection, we find the first important relationship between the intersection
mean-numbers and the pseudo-spectrum of the graph. The matrix B of parameters can
be calculated as a quotient matrix of the adjacency matrix A. As shown in Equality (27):

B = S⊤AT = D−1T⊤AT ,

where the matrices S and T depend only on the distance between the vertices of the
graph. In Proposition 5.2, we prove that the graph is distance mean-regular if and only if
B is well defined and, in this case, we have that B = B. From this matrix B we calculate
the pseudo-spectrum of the distance mean-regular graph. Subsection 5.5 contains details
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with which we calculate the multiplicities of the eigenvalues of the pseudo-spectrum and
the distance mean-polynomials.

An important part of the study of these graphs is their characterizations. In Subsection 5.2
we give the first characterization in terms of the intersection mean-numbers matrix and the
adjacency matrix, but many others are possible. Indeed, we also provide a characterization
in terms of the number of edges, and we extend this result to the number of triangles (see
Subsection 5.7.1). This characterization can then be extended in many directions. One
of them could be the study of the number of closed walks of different lengths (note that
a triangle is a closed walk of length 3); we had done in Subsection 2.5 in the study of
general information of graphs. Thus, we chose to give the characterization of the distance
mean-regular graphs in terms of the number of the triples thij in a vertex u as, defined as:

thij(u) =
∑

v∈Γh(u)

|Γj(v) ∩ Γi(u)| =
∑

w∈Γi(u)

|Γj(w) ∩ Γh(u)|.

That is, the number of triangles on u of edge size h, i and j respectively. Thus, in
Subsection 5.7.2, we have:

Proposition. 5.11. A graph Γ with diameter D is distance mean-regular if and only if
the numbers of triples thij are well defined for h, i, j = 0, . . . , D.

Furthermore, going back to the algebraic tools, we write another characterization in terms
of the distance matrices. These results are in Proposition 5.12 of Subsection 5.7.3. Some
relevant equalities have been given there. In Equality (39), we express the relationship
between the general intersection mean-numbers and the distance matrices:

phij = phji =
〈AiAj ,Ah〉

‖Ah‖2
.

Subsection 5.7.3, with results like Proposition 5.12, is a perfect introduction to the final
part of Chapter 5. One of the main results is the study of the matrix algebras defined for
each distance mean-regular graph (see Subsection 5.8):

• A = span(I,A,A2, . . . ,Ad), where A is the adjacency matrix and d + 1 is the
number of distinct eigenvalues;

• D = span(I,A,A2, . . . ,AD), where Ai is the i-distance matrix;

• D = span(I,A,A2, . . . ,AD), where Ai = pi(A);

• B = span(I,B,B2, . . . ,BD), where Bi = pi(B).

We study the existing relationship between them. See Theorem 5.13 and Proposition 5.14.
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7.4 Isoperimetric problem in Johnson graphs

In this section we present the results obtained in the study of the vertex-isoperimetric
problem for the Johnson graph J(n,m). The used techniques are mainly of a combinatorial
nature. For example, we use the shifting (see Subsection 6.1), which was used before by
some authors in the study of similar problems.

One of the first results is the case m = 2. In Proposition 6.11 of Subsection 6.2, we
explicitly describe the optimal sets in the graph J(n, 2):

Proposition. 6.11. A set S of vertices of the graph J(n, 2) with cardinality
(

t−1
2

)

< |S| ≤
(

t
2

)

is optimal if and only if, up to isomorphism, S ⊆
(

[t]
2

)

.

From this proposition, Theorem 6.3 follows. This theorem relates the J(n, 2) and its
optimal sets with the colexicographic order, which have been an important sequence of
vertices in this problem (and also in other similar problems like the Minimal Shadow
Problem, or the vertex-isoperimetric problem in n-cubes).

The initial segments of the colexicographic order is also the optimal solution in some other
graphs. In Proposition 6.13, we show that this order is the optimal solution for Johnson
graphs of the form J(2m − 2,m). This result is explained and proved in Subsection 6.3.
In this subsection, we also show that the colex order also gives the optimal solution for
small cardinals. That is, the initial segment of length k of the colex order is optimal for
k ≤ m − 1 for every J(n,m). This result is in Theorem 6.4, and its proof and the used
techniques are explained in Subsection 6.3. These two results are related because the case
J(2m− 2,m) constitutes the basis of the proof of Theorem 6.4.

In Subsection 6.4, we study the optimal sets for large enough values of n. In this case, the
colex order is optimal again. We can see how the corresponding Theorem 6.5 is divided
into two cases: r < m − 1, and r = m − 1, where r is the length of the m-binomial
expansion:

k =

(

k0
m

)

+

(

k1
m− 1

)

+ · · ·+
(

kr
m− r

)

, k0 > · · · > kr ≥ m− r > 0.

This kind of cardinals with maximal length have a unique solution in the shadow mini-
mization problem, and the shadow of the sets are used in the proof of Theorem 6.5. We
express the ball of a set as:

|B(S)| = |B0(S)|+ (n− n0)|∆S|,

(see more details in Subsection 6.4).

The boundary of the initial segment of the colex order, which is the optimal solution
for all of these subfamilies of graphs, can be determined with the function described in
Proposition 6.1:

f(k, n,m) =

(

k0
m− 1

)

(n− k0) +

r
∑

i=1

((

ki
m− i− 1

)

(n− k0 − 1)−
(

ki
m− i

))

.
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However, an important conclusion is that the colex order is not optimal in all graphs
J(n,m). In Example 6.2 we give a first example of a set that can have a smaller boundary
than the initial segment of the colex order. This set is a ball of a single vertex. We study
this kind of counterexamples in Subsection 6.5. We give an infinity family of cardinals
for which the colex order is not optimal. We prove that the ball of a single vertex in
a subgraph J(t,m) for t ≤ n + 3 and t sufficiently large with respect to m, is a set of
cardinality

g(t,m) =

(

t

m

)

+ 3

(

t

m− 1

)

,

with a smaller boundary than the initial segment of the colex order of the same size. This
result is contained in Proposition 6.6, but the proof and details can be seen in Subsection
6.5. For this proof, we use Lemma 6.14 (of a combinatorial nature). It shows a very
curious property: no matter how large is the value of t is in the expression

g(t,m) =

(

t

m

)

+ 3

(

t

m− 1

)

,

its m-binomial expansion always has maximal length, and also, the differences between
each two consecutive parameters ki and ki+1 is always the same. This infinity sequence of
differences is

−2, 2, 4, 7, 14, 51, 928, 409625, . . .

In conclusion, we prove that, in many cases, the initial segment of the colexicographic order
is optimal. But also, we show that this is not the optimal solution for every cardinality k
and every graph J(n,m), giving an explicit infinity family of counterexamples.
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