
Light-sheet microscopy: a
tutorial
OMAR E. OLARTE, JORDI ANDILLA, EMILIO J. GUALDA, AND

PABLO LOZA-ALVAREZ*
ICFO-Institut de Ciencies Fotoniques, The Barcelona Institute of Science and Technology,
08860 Castelldefels (Barcelona), Spain
*Corresponding author: pablo.loza@icfo.eu

Received August 11, 2017; revised November 10, 2017; accepted November 14, 2017; published
January 19, 2018 (Doc. ID 304649)

This paper is intended to give a comprehensive review of light-sheet (LS) microscopy
from an optics perspective. As such, emphasis is placed on the advantages that LS micro-
scope configurations present, given the degree of freedom gained by uncoupling the
excitation and detection arms. The new imaging properties are first highlighted in terms
of optical parameters and how these have enabled several biomedical applications. Then,
the basics are presented for understanding how a LS microscope works. This is followed
by a presentation of a tutorial for LS microscope designs, each working at different
resolutions and for different applications. Then, based on a numerical Fourier analysis
and given the multiple possibilities for generating the LS in the microscope (using
Gaussian, Bessel, and Airy beams in the linear and nonlinear regimes), a systematic
comparison of their optical performance is presented. Finally, based on advances in
optics and photonics, the novel optical implementations possible in a LS microscope are
highlighted. © 2018 Optical Society of America
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1. INTRODUCTION

The visualization and quantification of biological processes in samples such as living
organisms, tissues, and cells requires microscopy methods that are gentle with the
sample while providing fast, 3D information with high spatial and temporal
resolutions over large fields of view (FOVs).

To do so, widefield fluorescence microscopy (WFM) and laser scanning confocal
fluorescence microscopy (LSCM), have long been the methods of choice to image
biological samples, enabling extraction of structural and functional quantitative
information from biological samples.

In WFM the whole volume of the sample is illuminated and the generated fluores-
cence is collected by an objective lens, which is then projected onto a 2D matrix of
light detectors (such as a charged couple device [CCD] or complementary metal-
oxide-semiconductor [CMOS] cameras). This process allows quickly obtaining a
2D fluorescence image of the sample. However, such an image contains out-of-focus
light which strongly reduces its contrast and severely hampers any optical sectioning
capability. In contrast, in LSCM, a single point is sequentially illuminated while a
single detector sequentially collects the emitted light. In this case, an image is formed
once the illumination point has been scanned through the sample plane. In this case, a
confocal aperture filters the out-of-focus information. This configuration allows the
generation of optical sections from a 3D sample.

WFM works in both episcopic or diascopic directions (usually denoted as epi-
fluorescence or dia-fluorescence, referring to a signal collected in the backward or
forward direction, respectively), while LSCM works only in an epi-fluorescence con-
figuration. One important drawback of WFM and LSCM is that the excitation light
passes through the specimen and excites the fluorescence all along the optical path.
This produces fluorescence from regions that are above and below the focal plane,
thus wasting valuable fluorophores and fluorescence photons. Furthermore, many
endogenous fluorescent and nonfluorescent organic components within the sample
are also excited. This is particularly critical when dealing with the imaging of living
samples and specimens during long periods of time, as unnecessary photodamage and
phototoxicity are caused by continuous irradiation. As brilliantly exposed by Stelzer
in Ref. [1], life on Earth is adapted to the solar flux, which is less than 1.4 kW∕m2.
This suggests that, when using a microscope for the in vivo observation of biological
samples, irradiance on the specimen should not exceed values larger than
1 nW∕μm2 � 100 mW∕cm2. Therefore, in recent decades, efforts have been placed
on developing imaging alternatives to visualize faster and larger sample volumes, with
higher spatio-temporal resolutions over longer periods of time, while preserving the
sample under low irradiation levels.

Light-sheet fluorescence microscopy (LSFM) has proven to be the technique of choice
to accomplish such challenging objectives [2]. In essence, LSFM consists of illumi-
nating the sample with a thin laminar laser beam, usually referred to as a light sheet
(LS), but only in the portion of the sample being imaged. Then, using a WFM
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detection scheme, the fluorescence resulting from the illuminated plane is collected in
a perpendicular direction from the illumination axis, as shown in Fig. 1. Furthermore,
as the LS illuminates only a thin laminar volume of the sample, the image projected
onto the 2D detector array will correspond to a clean optical section of the sample with
no out-of-focus light. Such an image is equivalent to that obtained with LSCM but
without the need for a confocal aperture.

However, a LSFM is more than just a clever high-resolution optical sectioning im-
aging device. In a LSFM, fluorophores lying outside the small LS volume will not be
illuminated and, therefore, will not suffer photobleaching. This is also true for other
endogenous organic molecules within the sample that will not degrade as a result of
unnecessary irradiation. Similarly, because the detection scheme is based on WFM,
capturing the emitted fluorescent light occurs in a very efficient way. This highly ef-
ficient excitation and collection scheme ensures that the excited fluorophores are ex-
posed to a small light dose, which results in minimal photobleaching. As a result, the
whole sample will be even less affected by phototoxicity, incrementing its viability.

In most cases, samples are mounted as shown in Fig. 1, suspended in front of the
detection objective. To do so, several approaches have been proposed, such as hydro-
gel embedding, hooks, or polymers with good optical qualities [3]. This mounting
system reports three main advantages. First, samples are accessible for illumination
from both sides, which may create uniform illumination. Moreover, samples can be
imaged from different perspectives, allowing full reconstruction of the sample by
“multiview fusion” algorithms. This can be achieved either sequentially, by rotation
of the capillary, or simultaneously, by dual (or quadruple) side detection. Finally,
water dipping objectives can be used, reducing the overall spherical aberration. To
hold these objectives and keep a sealed pool for the sample, custom-made sample
holders need to be fabricated, which may include temperature control or medium ex-
change. Upon scanning of the sample, a 3D image can easily be rendered, using an
adequate image-processing tool. Notice that in a LSFM, contrary to most imaging
systems, the excitation and collection paths are “uncoupled.”

The LS can be generated in fundamentally two different ways. The first one is based
on focusing the excitation light using a cylindrical lens. This modality is commonly

Figure 1.

Basic schematic of a LSFM.
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referred to as selective-plane illumination microscopy (SPIM). The second is based on
quickly moving a focused beam at the focal plane of the detection lens, forming in this
way a virtual LS. This technique is normally referred to as digitally scanned laser light
sheet microscopy (DSLM). In both cases, the distance in which the beam remains
within a square root of 2 factor of its waist (see Section 3.1a) (usually related to
the Rayleigh range) will define the FOV of the generated image. Similarly, the axial
resolution of a LSFM is related, in a first approach, to the thickness of the LS. While
thinner sheets lead to better axial resolution, they are also accompanied by a more
pronounced non-uniform intensity distribution in the FOV, and vice versa.

In addition to the optical setup, a LSFM needs a contrast generation mechanism to
generate images. This is usually based on fluorescence. Therefore, LSFM not only
benefits from developments in the photonics field but also from those in the biochem-
istry fields, namely, the production of new fluorophores, fluorescent markers, and
genetically expressed fluorescence proteins that are of paramount importance for re-
trieving structural or functional information in biological studies. In addition, and as
with a confocal microscope, these fluorophores can also be excited in the nonlinear
regime, inheriting most of the advantages of nonlinear microscopy. Furthermore,
because of the implicit optical sectioning capability of the LSFM, other contrast mech-
anisms can be well suited for generating a high-resolution 3D image from the sample.
These include the use of elastic and inelastic scattered light. In the case of elastically
scattered light, access is gained to histology-like images that provide structural infor-
mation of the sample. In the case of inelastic scattering, Raman imaging has also been
used in a LS configuration, providing the optical section images with enriched bio-
chemical information. Importantly, in these two cases, the sample can be observed as
is, i.e., without having to add fluorophore to the sample or without having to modify it
genetically.

As aforementioned, in contrast to other well-established point scanning imaging tech-
niques such as LSCM, LSFM intrinsically uses modern recording cameras (CCDs and
sCMOS). Therefore, as with WFM, LSFM can massively parallelize the process of
data acquisition. In addition, the data can be recorded with speeds above 1000 frames
per second and/or with large dynamic ranges having thousands of gray levels (up to 16
bits). Together with this massive parallelization of the produced data, taking advantage
of uncoupled excitation and detection channels, interesting alternatives have been pro-
posed to obtain even more data or for further processing the generated data before it is
recorded. This allows different excitation and observation channels to be used simul-
taneously. It also allows combining different imaging modalities and the incorporation
of devices to spectrally resolve the data or compensate for aberrations from the
sample.

But LSFM is more than just a clever high-resolution optical sectioning imaging de-
vice. Because of the highly efficient light management intrinsic to the LSFM, many
biologists interested in studying in vivo processes have not only become users, but in
many cases, also developers of the technique. LSFM has already changed the way in
which specimens are prepared. In fact, novel chambers have been designed and are
used to maintain the sample stable by providing better control of the natural environ-
mental and physiological conditions for their natural 3D growth.

Overall, the possibilities are many and give additional degrees of freedom that can be
best adapted to study a particular biological problem. For instance, this highly ver-
satile technique has allowed the study all sort of samples, such as cell organelles, cells,
cellular spheroids, tissues, organs, embryos of different model organisms (flies,
worms, zebrafish, xenopus, etc.), plants, roots, and corals. All this has converted
the LSFM into a simple yet powerful high-resolution 3D imaging technique that
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is especially suited for in vivo imaging [4–10] and has resulted in a completely new
way of using and understanding microscopy [3,11].

1.1. Optics Perspective of LSFM
All the above reflects the wide versatility of the LSFM technique that has been
exploited and resulted in many different optical possibilities, which are reviewed
in the next section.

1.1a. LSFM is Low Photodamage and Low Phototoxic

As mentioned above, LSFM is a highly efficient excitation and collection imaging
technique, with excitation intensities occurring only in a thin laminar volume that
can be very low while sample irradiation times are much reduced [1]. These combined
effects offer a technique that allows the user to minimize both photobleaching and
phototoxicity [10,12–14], while allowing for long-term imaging studies (up to several
days). This is an essential characteristic required for all sorts of developmental biology
studies [15–18], such as organogenesis [19], cell migration [20,21], cardiac develop-
ment [22–25], vascular development [26,27], neuro-development [28,29], and gener-
ally any kind of in vivo studies. Drosophila melanogaster [2,30–32] and zebrafish
[19,26,30,33–36] have traditionally been the most widely used samples in this field,
but it fits well many others, such as worm embryos [28,37] and other small organisms
or plants [38–40].

1.1b. LSFM is an ad hoc Technique for 3D Imaging

The optical configuration of a LSFM is such that the whole illumination beam inside
the sample is used to select a 2D fluorescence slice, providing a 2D optical section, in
a natural way. Upon scanning the sample, a high-resolution 3D image can be easily
rendered [4,41]. Therefore, LSFM imaging techniques represent an interesting ap-
proach to fully study the third dimension in life sciences. This is a timely technique
as biomedical sciences are currently experiencing a strong need to visualize samples in
3D as biological processes occur in volumes. Therefore, despite the fact that 2D cells
placed in petri dishes have been widely used to study biological process, LSFM allows
the use of agarose or fluorinated ethylene propylene (FEP) tubes [17,42,43] for
mounting 3D living samples. Thus, 2D models have been constantly replaced by
3D cell cultures [44–47], spheroids [48–52], organs and organoids [26,53–55],
and model organisms such as Drosophila melanogaster, zebrafish and C. elegans
[2,30,33,56].

1.1c. LSFM Allows Imaging of 3D Specimens with Isotropic Resolution

In some cases, samples are simply too big to be efficiently imaged, and the light
absorption and scattering in biological samples degrades the quality of the LS along
the propagation axis, limiting the effective FOV. By taking advantage of the open
architecture of the setup, it is possible to use pairs of opposing objectives to add multi-
ple illumination and collection channels. When two objectives are used to excite the
sample, the technique is normally called multidirectional SPIM (mSPIM) [57]. Here
samples are sequentially illuminated from alternating sides, and then fused into a sin-
gle dataset, solving the problem of image degradation in the LS propagation axis. In a
different implementation, samples are rotated and imaged from different perspectives.
In this case, the different angular views of the specimen can be recorded to form a
tomographic-like image [41]. After applying an appropriate fusion algorithm [58], this
effectively results in an 3D image having an isotropic resolution. This is particularly
important for obtaining quantitative structural information from the sample. To speed
up this process, different solutions, including multiple simultaneous detection
pathways, have been presented. Among these, it is worth mentioning simultaneous
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multiview SPIM (SiMView-SPIM) [59], IsoView [60], multiview-SPIM (MuVi-
SPIM) [58,61], and four-lens SPIM [21]. Some of the main applications include
the tracking of nuclei and cell shape changes during embryonic development
[39,61], morphological nuclei segmentation, detection of nuclear divisions and neural
development [59], and the reconstruction of cell movements in the full embryo [33].

1.1d. LSFM Allows Imaging of Thick, Low Scattering Specimens

As explained above, because of the flexible geometry of the LSFM setup, large sam-
ples are easy to image. However, in these large samples, scattering starts to play an
important role. In this case, the specialized exotic beams used (such as Bessel and
Airy) having non-diffractive propagation properties, can be used to overcome
scattering, and at the same time will provide large FOVs [62–66].

Another strategy is to use near-infrared (NIR) radiation as, at these wavelengths, there
is a reduced sensitivity to scattering. This fact has been exploited by using ultrashort
pulsed lasers in LSFM to generate two-photon excited fluorescence (TPEF) of
standard visible fluorescent markers [56,64]. Two-photon LSFM (2P-LSFM) has,
thus, been shown to have excellent performance for in vivo cellular-resolution 3D
imaging of large biological samples such as the fruit fly [67], zebrafish embryos
[68,69], and multicellular spheroids [51,70]. 2P-LSFM, in combination with struc-
tured illumination, have also been tested on zebrafish samples [8,71], increasing signal
contrast and imaging depth.

1.1e. LSFM Allows Imaging of Single Cells at High Resolution

High-resolution studies will inherit all the excellent advantages of LSFM mentioned
above. However, this usually involves placing individual cells on conventional cover-
slips. Unfortunately, the reduced working distance and large size of current (commer-
cial) objective lenses for high-resolution microscopy limit the choice of the numerical
aperture (NA) for standard LSFM imaging to a few values ranging from 0.8 to 1.1. In
such a case, the two objectives of the LSFM can be placed at 45° with respect to the
cover slip, in a configuration called iSPIM [28]. This technique has been used for
following neuro-development in C. elegans embryos [28,72,73] and, more recently,
mice embryos [74]. Avariant uses Bessel beams in a structured illumination fashion to
increase the resolution and contrast to image subcellular components and organelles
in vivo [9,75,76]. Finally, higher resolutions (NA > 1.1) can be obtained by using a
conventional microscope with a single objective, which creates the LS and collects the
fluorescence generated. Examples of these are the OPM technique [23,77,78] and the
soSPIM [79–82] techniques that have been used for observing whole cells and cell
aggregates in combination with superresolution (SR) localization microscopy.

1.1f. LSFM is an Intrinsic Fast Imaging Technique

Because of the 2D nature of the LS and the fact that all the image pixels are simulta-
neously recorded using 2D array detectors, such as a CCD or CMOS camera, optical
sections from the sample can be rapidly obtained [83]. This allows capturing the fast
biological processes happening in the illuminated plane of the sample. If this is com-
bined with an axial displacement of the sample for accessing different planes inside
the sample, fast volumetric imaging speeds (up to a few volumes/s) can be achieved.
Some examples of applications are cell tracking and lineage [59] and brain functional
imaging [83,84]. From a different approach, fast volumetric imaging can be performed
by the axial movement of the image plane, either by moving the objective [85] or by
remote focusing [86,87] in synchrony with displacement of the LS, while the speci-
men is kept stationary. Using this approach, it has been possible to capture the cardiac
dynamics of the beating heart of a zebrafish [88] and neuronal action potentials in
mice brains in vivo [85]. Finally, by extending the depth of field (DOF) of the
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detection objective and moving only the LS, fast volumetric imaging (of up to
70 volumes/s) has been achieved [89–91]. This has been demonstrated for fast
particle tracking and in vivo C. elegans dynamics.

1.1g. LSFM Allows Multimodal Imaging of Biological Samples

Because of the decoupled nature of the geometry in the involved optic paths, other
excitation and imaging channels can be easily incorporated into a working LSFM.
This has allowed combining different excitation regimes (linear and nonlinear)
[64] in one single instrument. In addition, LSFM has been combined with SR tech-
niques such as STORM [48,80–82], STED [92], and structured illumination
[69,75,93]. The versatility of LSFM also allows combining it with more established
techniques, such as FLIM [94–96], FRET [96], hyperspectral fluorescence [97],
Raman [98–101], and OPT [102,103]. The combined advantages of LSFM are thus
shared with multimodal approaches and allow extracting structural, functional,
chemical, and molecular information from the sample, enabling a comprehensive
interpretation of the biological process of study.

Overall, the points mentioned above confer the LSFM technique with unprecedented
capabilities of imaging in a quantitative way, and a wide range of biological processes
in a huge variety of samples [1,104].

Following, we will further expand on each of the points mentioned above. Section 2
starts by reviewing the different contrast mechanisms used to generate a LS image.
Emphasis is placed on the calculation of the total emitted fluorescence in a LS con-
figuration for both linear and nonlinear regimes. Other contrast mechanisms, such as
elastic scattering and Raman, are also presented. In Section 3 the working principles of
a LSFM are explained so that any basic user can acquire the relevant optical concepts
to understand and build a LSFM. This, shown according to the user’s needs, presents
three different imaging regimes which are described in terms of sample sizes of 5000,
500, and 50 μm. In Section 4 the different typical or more commonly used architec-
tures for a LSFM are shown and discussed. Then, Section 5 shows a Fourier formalism
for studying the properties of LS engineered in different ways. Here, the point spread
functions (PSFs) and their corresponding optical transfer functions (OTFs) for various
LS excitation schemes, in the linear and nonlinear regimes, are compared in a quan-
titative way. These include LSs generated with cylindrical lenses (SPIM), or by scan-
ning a beam (DSLM) using Gaussian, Bessel, sectioned Bessel, lattices, and Airy
beams. Resolution and other relevant optical parameters are presented in a formal
way. Finally, in Section 6 we focus on the different possibilities that LSFM offers
as a consequence of having the collection arm decoupled from the excitation arm.
Here, novel wavelength filtering detection, wavefront acquisition modalities, and data
processing techniques will be presented. These include the use of simultaneous multi-
ple wavelength filters, the use of spectrometers for hyperspectral detection, the incor-
poration of adaptive optics (AO) components in the detection path and the novel
processing of data for achieving SR imaging in a LS configuration.

2. CONTRAST MECHANISMS IN LSFM

LSFMwas originally conceived to make use of fluorescence light as a contrast mecha-
nism, and, as such, it includes the use of nonlinear fluorescence. However, other non-
fluorescent-based contrast mechanisms, such as elastic and inelastic scattering, have
also been explored. Thus, in this section, we will briefly introduce the concepts of
linear and nonlinear fluorescence and elastic and inelastic scattering in the context
of LSFM. Here the relevant parameters that describe the efficiency of the signal used
(fluorescence, nonlinear fluorescence, Raman, and elastic scattering) are derived,
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taking into account the LS geometry. The differences with traditional point-
scanning-based imaging techniques are also highlighted.

2.1. Linear Fluorescence
Modern biology is strongly based on the observation of selected structures inside the
samples. These structures are usually labeled with vital dyes or express genetically
encoded proteins that make them fluorescent. Fluorescence is the combination of two
consecutive events, as depicted on the electronic energy level scheme shown in Fig. 2.
The first one starts with the absorption of one photon by a molecule or fluorophore.
The second one is the relaxation of the molecule to the ground state, emitting a photon.
In the linear regime, the density of excited fluorophores (or absorbed photons) per
second, N1p, depends on the probability of being absorbed and the density of exci-
tation photons. The probability of being absorbed can be related to the wavelength
(absorption bandwidth) and the material capability to perform one-photon absorption.
These two features are characterized by the absorption cross section δ1p. In addition,
this also depends on the fluorophore density No. Therefore, the density of excited
fluorophores per second can be written as

N 1p � δ1pN0

Iν
hν

; (1)

where the photon density has been written in terms of the excitation laser beam
intensity Iν at the photon frequency ν as Iν∕hν, where h is the Plank constant.

Before the relaxation to the ground state in which one photon is emitted, in most
cases, different energy levels (usually vibrational levels) are involved and only
one of the transitions is responsible for the emission. As a result, the emitted photons
possess a longer wavelength or Stokes shift. However, the energetic difference
between excitation and emitted photons is deposited on the sample. This may result
in some damage (photodamage) through the production of heat. In addition, we
must take into account the efficiency of the emission, determined by the quantum
yield Φ, which is defined as the fraction of excited fluorophores that returns to
the ground state emitting one fluorescent photon. If the quantum yield is low, the
probability of energy deposition is higher, increasing photodamage. From Eq. (1)
and taking into account a laser beam with a cross section S and the quantum yield
Φ, we can obtain the number of emitted photons per second Θem for an interaction
length l as

Figure 2.

Electronic energy level scheme showing the different excitation processes: one-photon
(linear) absorption and two-photon (nonlinear) absorption.
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Θem � Φ · N1p · S · l � Φ · δ1p · N0 ·
P

hν
· l; (2)

where P is the excitation power that can be expressed also as Iν∕S. Note that Eq. (2),
written in terms of the excitation power, no longer depends on S. Therefore, Θem is
valid at any section along the laser beam, as long as the saturation state is not reached
(Θem ≪ N0). In practical terms, this means that at the focus of an objective, the
generated fluorescence is more intense, but since the area is smaller, the total amount
of generated photons is the same as at any other section of the beam.

As mentioned before, in WFM, the entire specimen is illuminated and, due to a large
defocused background component, no optical sectioning can be achieved. To elimi-
nate the out-of-focus signals, a confocal aperture and a point scanning configuration
can be used, giving rise to the name confocal laser scanning microscopy (CLSM)
[105]. To produce an optical section from the selected FOV, the fluorescent emitted
signal is detected through a pinhole aperture, located in an optically conjugated (or
confocal) plane in front of the detector, thus eliminating the out-of-focus signal. This
is a very powerful tool for biological imaging and provides high transversal and axial
resolution. However, although only collected from the plane of interest, fluorescence
is produced along the illumination beam inside the specimen, increasing photobleach-
ing and phototoxicity and thus care has to be taken to minimize these effects.

LSFM reunites the best of the both worlds: it is a wide field technique that also allows
optical sectioning. Because of its excitation geometry, as opposed to widefield and
point-scanning-based microscopy, photobleaching is confined to the illumination
plane and the generated signal is efficiently collected. This results in a low light dose
imaging technique that maximizes sample viability.

2.2. Nonlinear Fluorescence
Even though LS microscopy using fluorescence has proven to be successful, it still
holds some drawbacks. Scattering, absorption, and sample-induced aberrations will
limit, on the one hand, the maximum depth from which fluorescence from the sample
can be collected, and on the other hand, the homogeneity of the excitation LS in terms
of broadening, deviation from propagation in a straight path, and attenuation. All of
these will be reflected in the image as an increase in optical noise, collection of out-
of-focus light, and stripe artifacts induced by absorption and scattering along the
illumination axis.

Nonlinear microscopy (NLM) techniques, such as TPEF, are interesting alternatives to
linear fluorescence excitation [106]. TPEF normally relies on the use of NIR excita-
tion wavelengths matching the optical window of biological samples and at the same
time presenting reduced Rayleigh scattering. This allows for better penetration depths
and, because of the nonlinear interaction, virtually eliminates the conversion of
scattered excitation into fluorescence. It seems therefore natural to merge the benefits
of LS with those of TPEF (2P-LSFM).

TPEF occurs due to the combination of two consecutive effects: two-photon absorp-
tion takes place and this is then followed by the emission of a fluorescence photon (see
Fig. 2). Two-photon absorption is a nonlinear effect associated with the presence of
the third-order susceptibility, χ�3�, which is present in any material. This effect can
occur when the energy difference between electronic levels is similar to the added
energy of two excitation photons. To observe this effect, the two photons must be
in the same position within the material. In addition, since the process lasts for only
a very short period, in the femtosecond–attosecond scale, both photons must effec-
tively coincide in time. Consequently, if the two absorbed photons have the same
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wavelength, the distribution of emitted photons in a fluorescent sample using TPEF
depends on the square of the intensity, the concentration, and the quadratic cross sec-
tion absorption (σ2p) [107] as:

p � δ2pN0

Iν1
hν1

Iν2
hν2

›Iν1�Iν2 δ2pN 0

�
I

hν

�
2

; (3)

where the two-photon cross section is in GM (10−50 cm4 s) , No is again the fluoro-
phore density, and the photon density (Iν∕hν) provides the number of photons per unit
area per unit of time.

Assuming the use of pulsed lasers under the undepleted pump approximation, the
probability of photon absorption per volume unit can be calculated. Then, by using
a Gaussian approximation of the beam (see Appendix A), the number of emitted fluo-
rescent photons along the propagation axis can be written as

F�z� � 1

2
η1δ2pN0

gp
f τ

1

πw2
0

1

1�
�

λz
πw2

0

�
2
N 2hϑi2; (4)

where η1 is the quantum efficiency of the emitter and τ, f , and gp are the FWHM

(pulse width), the frequency, and the shape factor
� ffiffiffiffiffiffiffiffiffi

2 ln 2
p ffiffi

π
p

�
of the Gaussian pulse.

In this case, w0 is the size of the beam waist (see Section 3.1a.), λ is the wavelength
of the light (c∕ν) in vacuum, and hϑi is the normalized mean temporal response (1 Hz)
to keep unit consistency.

This formula demonstrates the confinement of the emitted photons only in the focal-
ized volume, providing the well-known optical sectioning effect [106]. Taking into
account the collection efficiency of the acquisition system, Eq. (4) allows us to com-
pute the number of photons obtained per pixel in the SPIM configuration. Considering
the added benefits of nonlinear excitation, TPEF has therefore been implemented and
investigated in several LS applications [51,56,63,64,67–70,108,109]. One of the most
critical points, however, is the high light dose received by the sample, which could
produce phototoxic effects in developing systems. For example, it has been reported
that after 1 h of imaging, the division in tumor spheroids stops, while in linear
excitation it can be maintained for more than 24 h [70].

2.3. Elastic and Inelastic Scattering
Tissue is made up of cells with many different compartments, having different refrac-
tive indices and with sizes at different spatial scales, ranging from sub-wavelength to
tens of wavelengths [110,111]. Thus, when light propagates through optically
inhomogeneous biological samples, scattering occurs and causes the light paths to
be scrambled in all directions. In scattering, there are two types of light–matter
interaction: elastic and inelastic. Both can be used as sources of contrast for
LSFM, in which cases, the word “fluorescence” in LSFM will not apply.

Elastic scattering does not involve photon absorption and, because it is an elastic proc-
ess, the scattered photons will have the same frequency as the incident ones [112]. In
this case, the scattering function, p�θ� describes the probability of a photon scattering
into a unit solid angle oriented at an angle relative to the photon’s original trajectory
[113]. Therefore, if elastic scattering is used as a source of contrast in LSFM, both the
scattering function around 90° and the NA of the detection objective will determine the
amount scattered field directed toward the camera. Optical scattering collected from
unlabeled biological tissue would provide valuable structural information that can
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originate from different biological compartments and interfaces, including tissue
boundaries, cells, organelles, or macromolecular complexes. In spite of this, elastic
scattering has barely been exploited as a contrast mechanism to generate LSFM
images [114]; please see Section 6.1d for specific details on elastic scattering
LSFM implementations.

Together with the elastic scattering, when a biological sample is irradiated with a laser
beam, a small fraction of the incident photons are scattered inelastically and experi-
ence frequency shifts above and below that of the incident beam. These frequency
shifts, or Raman frequencies, are independent of the exciting frequency and are char-
acteristic of the vibrational or rotational modes of the molecular species giving rise to
the scattering. In Raman scattering, the molecules absorb laser photons and reach a
virtual excited state that does not have sufficient energy to induce electronic transi-
tions. Molecules further relax via radiative emission to a stable final energy level. The
absolute intensity of the Raman radiation can be obtained from the quantum transition
dipole moment induced by the laser light with frequency ω0 on the sample molecules,
and is proportional to the radiant power I0 of the laser as follows:

IR ∝ N · I0�ωk − ω0�4
X

�αρσ�2k; (5)

where N is the number of molecules per unit of volume involved in the process, ωk the
frequency of the scattered light, and αρσ are the components of the polarizability
tensors. The Raman cross section is then defined as σS � IR∕�IoN�, in terms of
the scattered intensity per molecule, per incident intensity, for a given vibrational
mode. The integrated Raman scattering cross sections are usually very small, from
10−30 to 10−25 cm2∕molecule [115], and thus, high-intensity excitation lasers or long
integration times are needed. Thus, Raman spectroscopy is a label-free powerful tech-
nique for monitoring biological samples that provides detailed information about the
chemical composition of cells and tissues. Unfortunately, producing a Raman image
can be a slow process due to the long integration times needed to detect the weak
Raman signal. In this sense, highly optically efficient LSFM is an amenable platform
for Raman spectroscopy [99–101,116]. For more detail on Raman LS implementa-
tions, please see Section 6.1c.

3. DESIGNING A LSFM

3.1. Practical Considerations
Once the different contrast mechanisms that can be used to form an image have been
presented, the next step is to understand how the image in a LSFM is actually formed.
To do that, please note that, in a LSFM, the excitation and collection branches are
uncoupled. Therefore, it is helpful to study both the excitation and collection arms
of the LSFM, separately, as shown in Fig. 3.

3.1a. Illumination Path

In a LSFM, a focused light beam is used to produce the excitation LS (see Fig. 3).
When using a Gaussian beam, its beam waist (w0) can be related to the sectioning
ability and, therefore, in a first approximation, to the axial resolution, Raxial, of the
final image as

Raxial � 2w0 �
λ

πθ
� 2

2λf

πD
� 2

nλ

πNA
; (6)

where f is the focal length of the lens, D is the diameter, and n is the refractive index.
For a formal definition of resolution, see Section 5. Similarly, the Rayleigh range, zr,
can be related to the FOV of the image and will be given by
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FOV � 2zr � 2
πw2

0

λ
: (7)

Conveniently, the FOV as defined by the previous equation is also equal to the full
width at half-maximum (FWHM) of the axial intensity distribution (along x in Fig. 3)
of the Gaussian beam.

Note that, in contrast to “coaxial” imaging (i.e., wide field and confocal-like tech-
niques), in LSFM a more isotropic volumetric resolution can be obtained, as the axial
resolution is linked to the waist of the excitation beam and not to its Rayleigh range.

From the previous equations, it is also possible to see that increasing the FOV implies
increasing the Rayleigh range of the excitation lens. This can be achieved using low
NA lenses. However, this will also reduce the optical sectioning capabilities, as the
thickness (waist) of the generated beam will also increase. However, note that it is not
always practical to use Gaussian beams and, in most common experimental situations,
truncated or “apertured” beams are used. In such cases, the above calculated dimen-
sions can be approximated following the Fraunhofer diffraction pattern of a circular
aperture by Bessel functions [117]:

I�z� ∝
�
J 1�z�
z

�
2

; (8)

where J 1�z� is the Bessel function of the first type. This intensity distribution is known
as the Airy pattern.

Equivalent to the definitions used for Gaussian beams, the axial resolution of an image
formed with apertured beams will be related to their waist (thickness) at the focal
position, Dbeam. This is given by the diameter of the Airy disk (the central lobe of
the Airy pattern):

Dbeam � 1.22 · λill
NAill

: (9)

Similarly, the FOV of the image will be related to the size of the main lobe of the
focused beam in the axial direction. This takes the form of a sinc2 function:

I�x� ∝
�
sin�x�
x

�
2

: (10)

Figure 3.

Schematic of the illumination and detection arm in a LSFM.
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Here, the distance between zeroes of the sinc2 function is given by

Sx � 4 · n · λill
NA2

ill

; (11)

and the FOVi will be given, to be consistent with the definition of the Rayleigh range
of a focused Gaussian beam [see Eq. (7)], by the FWHM of the central lobe of the
sinc2 function [Eq. (10)] as

FOVi �
1.78 · n · λill

NA2
ill

: (12)

For more detail on the generation and shaping of excitation beams and other more
advanced excitation modalities, please refer to Section 5.

3.1b. Detection Path

The detection path is generally composed of an objective lens, having a focal length of
f obj, a tube lens (TL) with focal length of f TL, and a filter to reject the illumination
wavelength. Images are collected using a 2D detector array (CCD or CMOS). The
interplay among the relevant parameters of all these elements will determine both
the final resolution and FOV of the system. Thus, the design of the detection path
starts by defining of the functional relationships among the different components.

The magnification of the detection optical system, objective plus TL in an afocal
configuration, is given by

M � f TL
f obj

: (13)

In the detection arm, the transversal resolution, RT , will be given by the Rayleigh
criteria as

RT � 0.61 · λem
NAdet

; (14)

where NAdet is the NA of the detection objective and λem the emitted wavelength.
Similarly, the axial resolution will be dictated by the detection objective lens.
Taking into account the same criteria (FWHM) as before, this will be given by

Rdet-axial � 1.78
n · λem
NA2

det

: (15)

In an imaging system involving a 2D array detector (e.g., a CCD or a sCMOS camera),
the properties of the sensor play an important role in defining the final imaging proper-
ties, including the FOV and the resolution. Thus, the characteristics of the imaging
sensor can be used as a starting point for the design of the imaging path of the LSFM.
Appendix B contains a list of the most common dimensions and other relevant param-
eters available in scientific cameras for microscopy.

The first important design consideration is that both the pixel size and the area of the
imaging device have to be carefully adapted to the optical resolution and available
FOV generated by the LS, respectively. Thus, the length of the imaged FOV in terms
of the number of pixels of the detector array will then be given by
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FOVi �
FOVd

M
; (16)

where FOVd is the generated FOV as seen by the detection imaging system.

In an ideal case, the FOVd should match the dimensions of the active area in the 2D
array sensor:

FOVd � #pixelsx · px sizex; (17)

where #pixelsx is the number of pixels in the x direction, and px sizex is the size of the
sensor in the same direction. From the above, it is possible to see that the size of
the imaged pixel will be given by

px sizei �
px sizex

M
: (18)

Also, because of the Nyquist sampling criterion, the maximum resolving power in the
transversal (x–y) direction can be expressed in terms of the camera’s pixel size as

RT � 2 · px sizei � 2 ·
px sizex

M
: (19)

Finally, it is worth noting that the intrinsic characteristics of CCD, EMCCD, and
sCMOS technologies, in terms of size, sensitivity, and noise characteristics, are very
relevant when defining the LSFM application. For example, applications requiring
large FOV need cameras with large numbers of pixels. In such cases, sCMOS cameras
seem to be more adequate. However, for applications using very dim fluorescent
samples (low-light conditions), an EMCCD would provide a better signal and a more
uniform dark noise [118].

3.2. Practical Examples of LSFM Implementation
For selecting the optical components of the LSFM, the two paths (illumination and
detection) and the 2D detector array should be considered. Normally, the starting point
of the design is the size of the object to be imaged, which will then dictate the required
size of the FOVof Eq. (12). Once the FOV has been set, a constraint on theNAill of the
illumination arm is imposed. Then, knowing the value of this NA, the thickness of the
LS can be determined by using Eq. (9).

Following up on the previous discussion and by analyzing the “crossed” geometry of
the LSFM scheme of Fig. 3, the next designing step is relating the thickness of the LS
with the axial resolution of the detection system (15), as follows:

Dbeam � Rdet-axial: (20)

By using Eqs. (9) and (15) in the last equation, it is possible to find a very useful
relationship between the illumination and the detection objectives:

NAdet �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε
1.78 · n
1.22

NAill

r
; (21)

where ε � λem∕λill. This equation provides a theoretical value of the required NA
for the detection and illumination objectives. However, in practice, fulfilling the
equation is not always possible. In fact, the working distances, magnification,
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NAs, and so on, usually determine the body dimensions of commercially available
objectives. Depending on the choices made, placing them together in an orthogonal
configuration will not always be possible. This is even more of an issue when
dealing with objectives with large NAs. Therefore, Eq. (24) must be taken only
as a starting point for LSFM design. This will be further explained in the next
sections.

Once the NA of the objectives used for generating the LS and for collecting the light
have been set, then transversal and axial resolutions of the imaging system can be
calculated using Eqs. (14) and (15), respectively.

Finally, once the transversal resolution is found, it is used to find the required
magnification on the detection imaging system so that the image sampling is per-
formed in an adequate way with the discrete detector array. For such purpose, using
the information on the pixel size of the camera, Eq. (19) comes in handy.

To illustrate the proposed design pathway, from now on we will consider three
examples in which the size of the object to be studied has been set to fit in three
different FOV sizes of 50, 500, and 5000 μm. As a detector, for the last two exam-
ples we have chosen the Hamamatsu Flash 4.0 sCMOS camera, due to its wide-
spread use in the LS community. Considering the data given in Appendix B for
the camera (pixel size 6.5 μm, 2048 pixels lateral size) and using the design criteria
presented in this section, we have calculated the important design parameters and the
resulting imaging properties of the optical system for the three cases. The results are
summarized in Table 1. It is worth noting that the examples shown here represent
canonical designs of LSFM in which the images fulfill the Nyquist criterion.
However, for applications requiring imaging under specific conditions, other opti-
mization constraints can be chosen. For example, when imaging under low light
levels or at high speeds, the use of pixel binning for recording the image is advisable.

To start off the realistic designs with commercially available optical components, we
have selected either the required FOV or the transversal resolution as the initial
parameter.

In the following sections, we present the designs of three main case studies that
roughly cover most of the optical setups that can be encountered in the literature
on LSFM. The light wavelengths used for the examples are 488 nm for illumination
and 525 nm for detection. The sample is supposed to be immersed in an aqueous
medium with a refractive index of n � 1.33.

3.2a. Case I, FOV � 5000 μm

This large FOV (FOV � 5 mm) corresponds to the so-called “macro” regime [see
Fig. 4(a)]. Upon inspecting Table 1, we can see that the ideal optimal theoretical
transversal resolution that we could obtain is about 1.8 μm. By applying the

Table 1. Relation of Components and Parameters Used to Define LSFM in Three
Different FOV Regimes

FOVi (μm) 50 500 5000
NAill 0.15 0.05 0.02
NAdet 0.56 0.32 0.18
RT (μm) 0.57 1.01 1.80
Rdet-ax (μm) 3.92 12.39 39.17
M 22.87 12.86 7.23
FOVd (μm) 1143 6430 36156
#pxs 176 989 5562
AreaAct (%) 9 49 278
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Nyquist criterion (at least 2 pixels are needed to correctly sample the resolution of the
system), then each pixel in the camera would correspond to 0.9 μm in the sample. In
this case, we would need 5562 pixels to be able to record an image of 5 mm of FOV.
As scientific cameras have a maximum of ∼2000 pixels (see Appendix B), a decision
will need to be made for maintaining such resolution but limiting the FOV, or for
imaging the full FOV but reducing the resolution. For this example, we will choose
the latter.

In terms of excitation, the NA of the illumination beam needed to generate 5 mm of
FOV is 0.02. This can easily be achieved with a simple cylindrical lens, which is the
more natural way to produce a LS. When using such lenses, the dimension of the FOV
in the x direction (see Fig. 3), is related to the Rayleigh range of the beam. It is worth
noting that, in this case, a rectangular aperture (RA) is used to uncouple the vertical
and horizontal directions. This provides the system with the possibility of modifying
the vertical FOV independently from the Rayleigh range. Therefore, the diffraction
formulas defined before need to be corrected and correspond to a sinc2 function
instead of a Bessel function [119]. Because of this, Eq. (9) becomes

Dbeam � λill
NAill

: (22)

The height of the FOV (y direction) will be directly related to the size of the beam at
the cylindrical lens. Obviously, the beam size in this direction can be modified inde-
pendently by changing the height of the RA, keeping its width fixed at the required
size for controlling the other two important properties, the FOV length and the LS
thickness.

As in this case we have chosen to optimize the FOV by sacrificing the resolution, the
FOV in the image space has to be adapted to the size of the active area of the detector,
which also means that the pixels as seen at the sample space will be larger. When using
a camera with 6.5 μm pixel size and 2048 pixels (13.3 mm × 13.3 mm), a 2.6× mag-
nification is needed to acquire 5 mm of the sample. Therefore, according to Eq. (14),
the required NA of the detection objective is NAdet ≤ 0.06. As an example of imple-
mentation with stock optical elements, consider a cylindrical lens with 175 mm focal
length and a 5 mm diameter input beam. Then, by following Eq. (12), this combi-
nation will result in a FOV of 4.3 mm × 5 mm. In the detection path, consider a
40 mm focal length objective with a 0.12 NA (i.e., Nikon 2 × 0.06 NA) and an ach-
romatic doublet with a focal length of 250 mm as TL, resulting in an effective mag-
nification of 2.5×. Thus, the camera will collect a FOV of 5.2 mm with an optical
resolution of 5.3 μm but having a pixel size of 2.6 μm. Higher NAdet can be chosen,

Figure 4.

LSFM setups: (a) macro LS configuration, (b) cylindrical lens (CL) configuration, and
(c) DSLM configuration. See the main text for a detailed description.
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but care has to be taken as in these cases the final image resolution will be limited by
the pixel size of the camera and not the by the optics used.

3.2b. Case II, FOV � 500 μm

For higher resolution imaging conditions (i.e., FOV <� 500 μm), the LS is normally
imaged to produce a smaller (de-magnified) LS using a microscope objective [see
Fig. 4(b)]. Thus, following the above criteria, a 500 μm FOV determines a lateral
resolution of 1.01 μm, as shown in Table 1. The number of pixels needed in this case
is 989, which can be covered by most modern scientific cameras. Taking a pixel size of
6.5 μm, it is easy to see that 12× magnification could be used. A practical possibility
can be using a detection optical system with a Leica 20 × 0.5 NA water immersion
objective and an achromatic doublet of 200 mm focal length as a tube lens.

However, following the procedure of the first case used for the excitation path, it is
impractical to start with a 500 μm collimated beam that is to be focused by a cylin-
drical lens. Similarly, if the RA strategy is adopted, the secondary lobes of the
obtained diffraction pattern of a very small aperture will become evident, affecting
the quality of the LS. To avoid these problems, an objective can be introduced in the
excitation path. An additional advantage of using objective lenses for generating the
LS is that, depending on the quality of the objective, chromatic aberrations may be
factory corrected, which is an important advantage for multi-color implementations.
In this case, the FOV height is given by

FOVh � Dp
f ob-ill
f cl

; (23)

where f ob-ill is the focal length of the excitation objective, f CL is the focal length of the
cylindrical lens, and Dp is the diameter of the beam at the entrance pupil of the system.
With the new degree of freedom, the constraints to the beam diameter and focal length
of the cylindrical lens can be reduced. A reasonable value for f ob-ill could be 40 mm.
This value fixes the beam diameter to 3.8 mm and f CL to 308 mm. The chosen
objective has to provide an entrance pupil larger than 3.8 mm. As an example, the
Nikon 5 × 0.12 NA would fulfill this requirement. Here it is worth mentioning that air
objectives are not optimal, although permissible in some cases. One example could be
the case of generating a large LS, where the required excitation NA is very low. In such
a case, the aberrations induced at the air–glass–water interfaces can be neglected [18].

It is worth noting that the aperture approach mentioned before could also be used to
reduce the f CL, because in this case we can access a plane close to the conjugated
object plane and back focal planes (BFPs) of the detection system. This will reduce
the diffraction artifacts. If we wish to limit the FOV height, the aperture should be
placed at the beam entrance plane located at a distance equal to f CL before the
cylindrical lens.

Another common alternative for generating the LS is by scanning the laser light beam
in the so-called DSLM mode (see Section 5.4). In this approach [see Fig. 4(c)], the
input beam is limited by the size of the clear aperture of the galvanometric mirrors
(GMs). This fact will determine the magnification (M sc) of the telescope as

MSC � 2 · NAill · f obj-ill
Dp

: (24)

From the FOVy, the scanning amplitude of the GM can be determined by

tan�2θGM� �
FOVy ·MSC

2f obj-ill
: (25)
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In this case, as we added another lens for the telescope, we have another degree of
freedom for the design. As an example, using the same 40 mm objective and given a
clear 2 mm aperture of the GM, this determines M sc of 1.92× and the amplitude of
12 mrad. In terms of voltage applied to the GM, taking a conversion factor of 1 V/deg,
the maximum voltage applied to the GM would be 688 mV.

3.2c. Case III, FOV � 50 μm

The same formalism can be used when designing high-magnification LSFM. For a
FOV of 50 μm, a detection objective of 0.56 NA is needed. As the lateral resolution
obtained with this objective would be 570 nm, the minimum number of pixels needed
to meet the Nyquist criterion is 176 (see Table 1). As standard, available scientific
cameras have 128, 512, 1024, or 2048 pixels; in this case (see Appendix B), the
EMCCD camera with 512 pixels could be the right choice. If we take into account
its pixel size (16 μm), we notice that now a 56× imaging system would be needed.
This magnification can be approached by combining an objective with f obj � 3.3 mm

(i.e., 60× Nikon objective) and a TL with 200 mm focal length. The actual FOV cap-
tured on the entire active area of the EMCCD will be 137 μm. This means that not all
the active area of the chip will be used, and care has to be taken as regions larger than
such an area will result in a blurred image. However, this could easily be addressed
using only the region of interest (ROI) on the camera.

To generate the LS in this case, we could then use a cylindrical lens or the DSLM
approach. If a cylindrical lens is used, then an objective with f ob-ill � 5 mm and
NA � 0.15 (see Table 1) would be needed (a suitable commercial objective could
be a Leica 40 × 0.6 NA WI). Because of the short focal length, immersion objectives
should be used in both the illumination and the detection paths. From the previous
relationships [Eq. (23)], beam diameter, Dp, is then fixed to 1.52 mm and
f CL � 152 mm.

When using the DSLM approach, a clear aperture of Dp � 2 mm on the GM and a
telescope of M sc � 0.75× would be needed [see Eq. (24)]. This would produce the
beam size diameter needed to obtain the 0.15 NA, as shown in Table 1. In this case, the
scanning amplitude necessary would be 3.8 mrad and 220 mV voltage would need to
be applied to the GM.

As has been presented above, all the parameters involved in beam engineering, image
formation optics, and sensor geometry in a LSFM are strongly correlated. Using these
relationships, a LSFM can be designed with the best expected performance. However,
due to the limitation of relying on stock optical components, all system specifications
cannot be fulfilled as expected in the preliminary design. Therefore, the decision about
what needs to be traded off should be decided in a task-based manner. For example, in
the macro LS case, the originally designed system on the table can cover a smaller
FOV than that required, but with very high resolution. Such a system can be more
suitable for looking at very small and specific structures in a large sample. But the
same system can fail when the change of morphology of the whole sample needs to be
recorded very fast. In this case, the system covering a full required FOV will be more
suitable.

4. LSFM CONFIGURATION AND IMPLEMENTATION

In the previous section, we presented a comprehensive methodology for designing a
LSFM covering most of the imaging scales required in biological microscopy. So far,
we have focused on the simpler LS scheme made of an illumination and a detection
optical path. However, there are multiple architectures, different ways to build a
LSFM, from the custom-made bench-top implementations to the most recent
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commercial systems. In the following, we will present some of the most relevant LS
architectures that have been released so far.

For many years, the lack of a commercial system promoted widespread custom
LS solutions with different approaches in terms of number of detection ports, illumi-
nation patterns, sample chambers and sample mounting, control software and image
processing solutions, and so on. Such a situation was maintained for a few years,
but now LS technology is maturing and companies are releasing user-friendly
LSFM, taking advantage of the advances in all the different mentioned fronts.
Thus, there are currently many commercial alternative options, each incorporating
different capabilities (see Table 2). Some are embedded on a regular microscope body,
while others are assembled on a breadboard. Interestingly, each configuration offers
pros and cons with no clear universally accepted system, as all of them are tailored
for specific needs.

One of the main differences among the several LS implementations relies on the rel-
ative orientation of the plane that is formed by the two objective lenses and the plane
of the optical table [see Figs. 5(a) and 5(b)]. These could be parallel, such as SPIM [2],
or perpendicular, including iSPIM, DiSPIM [28,72], and ultramicroscopes [120]. The
orientation depends on the sample under analysis and the sample mounting approach.
The parallel configuration allows for easy positioning of the sample from the top of the
(normally water immersion) chamber. A perpendicular configuration allows coupling
the LS illumination onto a standard microscope body, taking advantage of all the
microscope capabilities. In addition, this configuration is more convenient if tradi-
tional cell culture mounting on glass slides or coverslips are required. Therefore, this
has been the election of a few companies (see Table 2).

In all cases, images suffer shadowing effects, produced due to absorption of the
excitation light that can be appreciated on the side of the sample that is farther away
from the laser. For this reason, a different advanced illumination configuration based
on pivoting the LS helps to minimize the shadowing effect. Also, for thick samples,
the quality of the images is strongly degraded due to scattering. Therefore, mSPIM
[57] has also been proposed to reduce absorption and scattering artifacts. In mSPIM,
the LS is first rapidly tilted on the detection axes, and then sequentially directed
onto the sample from two opposing directions, providing an evenly illuminated
focal plane.

The last step in complexity is the use of a fixed set of four lenses (two for illumination
and two for detection) and two cameras in order to eliminate the time-consuming
rotation of specimens required by SPIM. In systems such as MuVi-SPIM [61] and
SIMView [59], dedicated hardware and software for data acquisition and image fusion
manage the data in real time. However, at least one single 90° rotation is still required
for increased axial resolution.

Because of spatial constraints imposed by the two orthogonal objectives, other
alternatives have been proposed to use a conventional microscope frame. This would
allow imaging of samples prepared by many standard sample preparation techniques,
e.g., microscope slide and coverslip, tissue culture dish or multi-well plate. Recently,
new configurations have been developed where the same high-NA lens is used to both
illuminate and image the specimen. This is the case of soSPIM [79–81], depicted in
Fig. 5(c). This configuration requires the use of micro-mirrored cavities combined
with a laser beam steering unit installed on a standard inverted microscope. The illu-
mination and detection are done through the same objective, allowing for 3D single-
molecule-based SR imaging of whole cells or cell aggregates, see Section 6.3b
for more details. OPM is another LSFM technique that uses the same high-NA
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microscope objective to provide both fluorescence illumination and detection [77]. In
OPM the excitation light is focused onto a short line at the edge of the back aperture of
the microscope objective in order to produce a sheet of illumination at an ∼60° angle
to the conventional optical axis. The fluorescence emitted by the sample is then
collected back through the same objective. Two additional microscope objectives
are inserted into the fluorescence collection beam path so that the focal plane of
the microscope is tilted by ∼30°. This results in a tilted focal plane that is co-planar
with the illumination sheet. Both the illumination and detection focal planes are swept
simultaneously and remotely through the sample volume. The imaged volume is de-
termined by the axial position of the objective lens of the secondary microscope. This
is, in turn, controlled using a piezo-electric objective actuator, enabling high-speed
volumetric imaging [23]. Different variants of the OPM setup have appeared. One
example of optical setup is swept confocally aligned planar excitation (SCAPE)
microscopy [87]. It uses a unique confocal descanning and image rotation optics that
maps a moving plane onto a stationary high-speed camera, permitting completely
translationless 3D imaging of intact samples at rates exceeding 20 volumes per
second. In this case, the only moving component is an oscillating polygonal scanning
mirror mounted on a galvanometer motor, which sweeps an oblique LS back and forth
across the sample while the descanned detection plane remains stationary. However,
due to oblique illumination and collection geometry, the full NA of the objective is
not used.

Another configuration that allows easy integration on a commercial microscope body
is using two opposing objective lenses, one for illumination and another for detection.
The reflected light-sheet microscopy (RLSM) technique replaces the condenser of an

Figure 5.

Examples of four different LSFM architectures. (a) Multiple objectives: mSPIM has
double side illumination and single side detection, all lenses in a plane parallel to the
table. Sample (thinner cylinder in front of the objectives) can be positioned from
the top, using a capillary (thick cylinder, entering the scene from the top). (b) Double
side illumination and double side detection with only two objective lenses on a 45°
configuration in diSPIM, both lenses in a plane orthogonal to the table. (c) A single
objective lens and a micro-machined mirror is used in a soSPIM microscope to both
excite and detect emission from fluorophores. (d) Two en face objectives and an AFM
tip mirror are used in RSLM; excitation objective not shown. The LS is represented
in blue and the detection cone in green.
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inverted microscope with a vertically mounted high-NA water-immersion objective
[82]. This objective focuses an elliptical laser beam to form a diffraction-limited sheet
of light with an FWHM > 0.5 μm. A small mirror made on a tipless atomic force
microscopy (AFM) cantilever reflects the LS by 90° and projects it horizontally onto
the sample. Fluorescent light is collected by a second high-NA objective, enabling
sub-micrometer optical sectioning with high sensitivity and temporal resolution
[see Fig. 5(d)]. Vertical scanning is achieved by scanning the sample or the cantilever
using a piezo stage. Based on a similar concept, there are also commercial solutions
that allow converting a confocal into a LSFM, with minimum modifications to com-
mercial imaging systems and without compromising confocal functionality (see
Table 2). In both of these cases, owing to the upright geometry of the illumination
and detection objectives, standard glass-bottom dishes can be used to both grow and
image cells, thereby simplifying experimental procedures.

4.1. Sample Mounting
Because of its original architecture, one of the early challenges of LS microscopy was
how to mount the sample in the confined space between the illumination and detection
objectives. At the same time samples needed to be positioned, scanned, and some-
times be able to rotate freely, all this without affecting their physiological functions
and having a proper temperature and pH control. In early applications, such as devel-
opmental biology studies, large FOVobjectives were used to image through chambers
containing the live sample in its own culture medium. Later on, to minimize aberra-
tions, chambers were designed so that water-immersion objectives could be attached
to the chamber and be in contact with the liquid medium. To keep the sample hydrated
and to allow the flux of nutrients toward the living sample inside the chamber, samples
are embedded in a transparent porous substrate. Depending on the sample and on the
application, this substrate can be made up of agarose gels, molten phytagel [43], and
collagen fibrous microenvironments [121], among others. More recently, FEP mate-
rials have proven to be useful since their refractive index is close to that of water,
helping to minimize aberrations. In addition, it is quite inexpensive and can be fab-
ricated as a capillary or as foils. For small samples, the use of FEP foils allowed the
use of high-NA detection objectives (with short working distance) in a 45° inverted
configuration for visualization of delicate samples, such as mammalian embryos [74].
Finally, there are applications that require mounting the sample on classical flat
substrates (such as microscope cover slides or culture petri dishes). In such cases,
novel LSFM schemes based on single lens [79,81] or 45° upright configuration
implementations [28,73] can be used.

To sum up, currently LSFM is such a flexible technique that it allows many solutions
to be implemented in terms of how to mount the sample and depending on the type of
sample to be imaged.

4.2. Acquisition of the Optical Sections
In the following subsections, we briefly describe the principal methods used for
recording optical sections of the sample with the ultimate goal to have a 3D image
representation of the sample.

4.2a. Mechanical Scanning of the Sample

In a conventional LSFM, the LS and the detection objective are static. Therefore,
independent of how the LS is created, the sample has to be moved through the de-
tection axis and across the illumination plane. In this way, it is possible to record an
image for every position of the sample. Because of the intuitive nature of this process,
early LSFM configurations (such as orthogonal-plane fluorescence optical sectioning
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[OPFOS] [122] and the oblique illumination confocal microscope or confocal theta
microscope [123]) relied on this mechanical sample displacement for the generation of
3D images. This procedure has evolved and current implementations also include
sample rotation [2] [see Fig. 6(a)]. This mechanical movement is typically accom-
plished by using a DC, a stepper, or a piezo-electric motor. Although this solution
is technically simple and potentially cheap, mechanical scanning produces sample
vibrations that may perturb sensitive biological specimens and induce imaging
artifacts. In addition, such translations may be too slow to track some of the fast
dynamic processes over the whole sample volume. This has also triggered an interest
in developing new sample-scanning techniques [42].

4.2b. Opto-Mechanical Scanning of the Imaging System

There are situations in which it is preferable not to move the sample and keep it totally
static throughout the duration of the experiment. In LSFM this would be possible if the
illumination and collection arms of the microscope could be moved in a solidary way,
keeping their relative distance fixed. The objective-coupled planar illumination
(OCPI) microscopy [85] technique was thus devised to be able to scan the LS through
the specimen, while at the same time keeping the relative position of the LS fixed with
the focal position of the detection objective [Fig. 5(b)]. This configuration allowed
imaging a region of a mouse brain of 601 × 701 pixels (∼425 μm × 500 μm) with
a 5 μm separation, and it was acquired in 2 s at a speed of 20 planes/s. OCPI, although
effective, needs to move a large and heavy portion of the imaging system. Other
solutions have been devised based on independently scanning the LS using a galvo
mirror. However, in order to obtain meaningful images, the detection objective needs
to be continuously refocused to the illuminated plane. A straightforward approach is
to use mechanical refocusing, mounting the detection objective onto an axially
movable stage motor, as shown in Fig. 6(b).

There are several techniques that use this principle, such as iSPIM/DiSPIM [28,72],
lattice LS [75], and SIMView [59]. With these configurations, imaging speeds of up to
40 planes per second have been demonstrated, which are enough to track the develop-
ment of invertebrate model organisms or to visualize calcium dynamics over the whole
zebrafish brain.

4.2c. All-Optical Sample Scanning

Other applications, such as single particle tracking or imaging heart beats in zebrafish,
require even faster sample scanning rates. The bottleneck of the previously described
systems is the limited speed of the refocusing motor. Recently, two systems have over-
come this limitation by an all-optical approach. Using an electrically tunable lens
(ETL) between the detection objective and the camera, it is possible to modify the
focusing position of the detection objective [86]. Then, by synchronizing the ETL
with the position of the LS (which is moved using a conventional galvo scanner),
extremely fast volumetric scanning speeds have been achieved without the need to
move either the sample or the objective. As an example, volumetric images of a beat-
ing zebrafish heart have been reported, consisting of 17 planes at 510 frames per sec-
ond, equivalent to 30 volume scans per second. Following a different approach, in
decoupled illumination detection LSFM (DID-LSFM) [89] a wavefront coding
(WFC) technique is combined with LSFM, to extend the DOF of the detection ob-
jective [see Fig. 6(c)]. This system incorporates a cubic phase mask in the output pupil
of the detection objective. Because of the extended DOF, the LS can be freely scanned,
thus illuminating the different planes that will eventually form a volume. In this case
imaging speed is limited only by the integration time camera or by the signal-to-
noise ratio (SNR). By using the DID-LSFM approach, 3D LS imaging speeds up to
73 volumes/s have been achieved to track the 3D trajectories of microspheres (0.2 μm)
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freely floating in phosphate-buffered saline. The imaging of a cropped volume with
22 planes was performed with the camera working at 1600 planes/s. More detail can
be found in Section 6.2c.

4.2d. Fluidics Approach

Previously we have described LS systems designed for observation of single gel-
embedded samples. However, for the case of large scale experimental applications
and high-throughput screens, this way of mounting samples is unpractical and
time-consuming. Recently, newly advanced systems have been presented that com-
bine LS imaging with microfluidics in a flow-cytometry-like approach. In these, a
flow sheath is used to hydro-dynamically focus the particles into the central part
of a square capillary to achieve uniform laminar flow. The particles flow orthogonally
through the LS plane and exit sideways onto the water dipping imaging objective lens,
while a suction tube is used to collect the waste liquid. An inverted fluorescence
microscope is positioned to take the perfectly focused image of the LS-illuminated
section. This allows continuous recording of images sequentially as the sample travels

Figure 6.

Examples of four different sample scanning approaches on LSFM systems.
(a) Standard sample scanning by mechanically translating the sample across the
LS plane. (b) Opto-mechanic solution where the sample remains static. A galvo mirror
scans the LS over the sample in coordination with a piezo stage that refocuses the
detection objective. Published by The Optical Society under the terms of the
Creative Commons Attribution 4.0 License. Further distribution of this work must
maintain attribution to the author(s) and the published article’s title, journal citation,
and DOI. (c) The detection objective depth of field is extended using a cubic phase
mask to extend its depth of field, allowing all the planes of the sample to be in focus
simultaneously. During acquisition a galvo mirror scans the sample, illuminating dif-
ferent planes. (d) Samples flow inside a FEP capillary across the LS plane on the
SPIM-Fluid system. The system allows imaging of, in an automated way, hundreds
of samples providing high-throughput capabilities. Adapted from [2,42,84,89],
respectively. Figure (a) from Huisken et al., Science 305, 1007–1009 (2004) [2].
Reprinted with permission from AAAS.
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through this plane [124,125]. Such systems have been used for visualizing phyto-
plankton in water quality control studies. Other variations of the system have also
been proposed to visualize intracellular organelles [126]. Recently, a system capable
of operating LSFM for 3D high-throughput imaging on 3D cell cultures and vertebrate
model organisms was reported [42]. To provide automated sample loading, the micro-
scope incorporates a FEP tube that crosses the immersion chamber along its diagonal
for transporting the samples inside a maintaining buffer solution stream. To acquire
the optical sections, samples are pushed back and forward across the LS with a
motorized syringe [Fig. 6(d)], and then flushed away to image the next sample.
Thus, samples can be maintained in a controlled environment, such as microfluidics
bioreactors or multi-well plates with different testing drug dosages, being only tem-
porally loaded for imaging. Efforts for miniaturizing this fluidics approach have also
been presented. Thus, using femtosecond laser micromachining, an integrated LSFM
on a chip containing an optofluidic device was created [127]. Such a system was able
to produce a continuous flow of samples, and 3D high-throughput image multicellular
spheroids were then possible.

4.3. Basic Image Processing in LSFM
Because of reduced light dosage and, hence, lower phototoxicity and photobleaching,
LSFM has become the technique of choice to image dynamic processes. Since the
recording data not only represent 3D, multi-color, and multiview features, but also
time sequences, it is especially challenging to extract and illustrate all the complex
dynamics that are hidden in these data. For instance, the complexity of the large
amount of information generated from the inside of living embryos calls for new tools
for data segmentation, visualization, and navigation. However, to properly analyze
such datasets, image quality has to be improved, either during acquisition or through
post-processing, to remove artifacts coming from stripe patterns or to increase signal
contrast and penetration depth. This first layer of image analysis typically marks only
the beginning of the post-experiment analysis. Powerful visualization tools and
physical modeling are subsequently needed to interpret the resulting data and test
mechanistic hypotheses.

In this subsection, we will overview some approaches for image quality improvement
that are commonly implemented in a LSFM. This is quite important as it highlights the
increasing importance that the computational systems architecture acquires, both for
data storage and image processing.

4.3a. Stripe Pattern Removal

Because of their high quality (especially good axial resolution, high dynamic range,
and low noise), LSFM datasets generally do not require common preprocessing rou-
tines, such as denoising, deconvolution, or unmixing. Rather, it is the revolutionary
architecture that imposes limits on image quality. One of the major limitations of
LSFM is the creation of stripe patterns due to absorption of light on the surface
of the samples along the light propagation path. These stripes create shadows that
hinder the use of segmentation tools, needed, for example, to track cell lineage during
development. Different approaches have been proposed to overcome those artifacts.
On the one hand, image post-acquisition processing tools for variational stationary
noise removal [128] or multiview fusion [58] allow correction of artifacts up to some
extent, but require powerful workstations and long processing times. On the other
hand, double-sided illumination systems (with ulterior image fusion) [57] or systems
that allow us to pivot the LS illumination angle and longer integration times at the
camera to obtain an average image [129], remove stripes from shadows during
acquisition, reducing image processing time. Another promising approach is the
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use of non-diffractive Bessel laser beams [64] or other exotic beams, as described
in Section 5.

4.3b. Multiview Reconstruction and Deconvolution

Sample rotation is one of the main characteristics of LSFM techniques. It allows
observing large specimens with high resolution from different view angles, avoiding
the deleterious effects that sample absorption and scattering introduce. As a result,
observation of biological features that would otherwise be hidden is possible.
Sample rotation is especially helpful on single-sided illumination setups, where
one of the faces of the sample is poorly illuminated.

With multiview recorded images, to get the resultant image, it is necessary to
computationally process the recorded images to fuse them into a single dataset.
The general goal of all of these algorithms is to merge the “most useful” information
from all the datasets. This idea was first developed for tilted-view microscopy [130]
and has been adapted to SPIM microscopy in several works, using one [41] or two
[61] cameras in parallel. Moreover, advanced designs, such as the SiMView micro-
scope [59], also offer open source software to perform four-view fusion of time-lapse
or single-run data sets recorded with bidirectional illumination and two cameras.

An open source plugin, SPIM Registration [58], and its latest version, Multi-view
Registration [131], are available through a Fiji software package. Instead of sample
features, the software uses fluorescent beads in a rigid mounting medium as reference
markers, enabling efficient, sample-independent registration of multiview SPIM
acquisitions.

Because of the multiview fusion computational procedure, some sharpness is lost in
the final image when compared to the original data. Multiview deconvolution can
substantially improve the resolution and contrast of the images, but its application
has been limited because of the large size of the datasets. Recently, new multiview
deconvolution software that can be used to increase the final quality of the image, such
as Bayesian-based [131] and plane-wise [132], have been developed. These algo-
rithms drastically improve convergence time and provide rapid implementation using
graphics hardware.

LSFM is a simple yet powerful idea for attacking biological problems where 3D non-
phototoxic imaging is required. Nevertheless, as we have seen in this section, starting
from the simplest configuration based on a couple of lenses, it can evolve to a very
sophisticated instrument with multiple illumination and imaging paths, capable of
complex image acquisition pipelines and requiring advanced digital processing of
the captured images. All together, these complexities usually lead to an improved
LSFM that helps scientists obtain better and more reliable biological data.

5. ADVANCED ENGINEERING OF THE LS

In this section, we aim to provide a detailed overview of the LS engineering process,
starting from basic optical principles. We describe the process of LS generation from
the simplest to the more complex cases, giving for each case insights into the
implications of such LS on the imaging performance of the microscope.

5.1. Physical Considerations
In conventional LSFM, a sheet of excitation light, produced with a cylindrical lens, is
projected onto the sample. Then, the fluorescence light emerging from this plane is
collected through a microscope objective aligned to the axis orthogonal to the
excitation sheet. The image formation in a LSFM can thus be modeled as
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i�x; y; z� � o�x; y; z� � jhLSj2; (26)

where i�x; y; z� is the image, o�x; y; z� is the fluorescent object, and jhLSj2 is the overall
intensity PSF of the LSFM. The intensity PSF of LSFM is the product of the
illumination and detection intensity PSFs [133]:

jhLSj2 � jhillj2 × jhdetj2: (27)

The propagated field after the objective can be expressed as the 3D Fourier transform
of a generalized pupil that can be constructed by projecting the planar aperture
stretched over a sphere of unit radius [117]. Thus, the intensity PSF for both excitation
and detection can be obtained independently from the coherent or amplitude PSF, h,
that is defined as the 3D Fourier transform of the generalized pupil function. As stated
above, the generalized pupil is by definition a spherical shell cap, and then the 3D
Fourier transform can be rewritten as an integral over a 2D pupil, P�kx; ky�, that is the
projection of the shell on the kx;y plane, explicitly:

h �
ZZ

P�KxKy�e2πi�kx�ky�e2πikz�kx;ky�zdkxdky; (28)

where

kz �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�n∕λ� − �k2x � k2y�

q
(29)

accounts for the spherical shape of the pupil. For quantifying the imaging properties, it
is usual to analyze the OTF, which describes the frequency response of the optical
system. The intensity PSF and OTF are each other’s Fourier transforms, and thus
contain exactly the same information. Thus, for LSFM, the effective OTF can be
calculated as

H�kx; ky; kz� � F jhLSj2: (30)

As usual, the modulation transfer function (MTF), defined as the magnitude of the
OTF, will be used to describe the frequency response in the LSFM.

As a first application of the described formalism, we provide results on the imaging
properties of a WFM that we will use later as a base for the LSFM detection system.
Assuming an objective with an NA � 1 and a fluorescent emission around λem �
525 nm that is propagating in a medium with refractive index n � 1.33, we have cal-
culated numerically the 3D PSF/MTF using Eqs. (28)–(30). Here, for consistency, we
have employed a scalar paraxial approximation that accurately describes the PSF size
at the focal plane but slightly overestimates its axial dimensions [134]. This is not
critical in this review as the axial behavior of a LSFM is dominated mostly by
the LS thickness. Figure 7(a) shows an axial view of the PSF having a tight focused
intensity distribution with an in-focus diameter of 0.65 μm and a DOF of 2.8 μm.
Furthermore, the axial view of the MTF in Fig. 7(b) shows a typical “bow-tie” shaped
frequency response of a WFM system, which is symmetric and elongated in the trans-
versal-frequency axis, but squeezed around the axial-frequency axis. In addition, the
MTF reveals a zero-valued region in the neighborhood of the origin. This cone-shaped
region is known as the “missing cone,” as neither the pure axial frequencies nor the
oblique frequencies within this cone are transferred to the 3D image [135]. This ex-
plains the lack of optical sectioning of conventional WFM when imaging 3D objects.
Finally, when LS illumination is implemented to the previous WFM detection scheme,
the “missing cone” problem is solved and optical sectioning is achieved, as we will
show later.
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In the following, different LS engineering techniques will be discussed and analyzed
in a way similar to that we used with the widefield case, by using both the intensity
PSF and the MTF. This will help to pinpoint the differential features among them.

5.2. Beam Profiles
The beams emitted by laser devices propagate in the fundamental transversal mode
(TEM00), keeping a Gaussian-shaped intensity profile, hence the name Gaussian
beams [136]. These are the standard laser light beams used for fluorescence excitation
in LSFM as they can be highly focused and allow optimal light efficiency as compared
to other sources, such as gas discharge lamps or LEDs [137]. To be used in LS micros-
copy, Gaussian beams should be properly shaped for producing the required illumi-
nation pattern on the sample. They often require the use of spherical or cylindrical
lenses to change the size of the beam waist, or of other means of limiting its transversal
extent. In many LSFM implementations, truncation by introducing a hard aperture,
e.g., metallic diaphragms or slits, is used for beam cleaning purposes, or as aforemen-
tioned, for controlling the LS extents. The propagation properties of the truncated
Gaussian beams can be understood by calculating their far-field diffraction pattern
as a function of the beam truncation ratio T � 2ω∕D, where ω is the beam waist
diameter and D is the aperture diameter (see Fig. 3) [138]. By incrementing T ,
the beam is more truncated and, therefore, the transmitted laser power decreases.
However, the increased diffraction at the aperture leads to a proportional increase
of the peak irradiance at the observation plane. Furthermore, when T increases, more
energy translates into diffraction rings as the beam’s intensity develops asymptotically
toward an Airy pattern. Thus, when T is to be set for a particular LS, the trade-offs
among the required power efficiency, the resolution, and the maximum achievable
contrast should be carefully considered. Usually making T � 1 is a good trade-off
among those parameters [138]. Figure 8 shows the LS’s main properties, the
FOVi and the Dbeam (see Section 4), as functions of the NA for Gaussian beams with
different levels of truncation T . The excitation beam wavelength is set to
λexc � 488 nm, and the beam is assumed to propagate in a medium with a refractive
index of 1.33. It is clear from that figure that increasing the truncation level from
T � 1 to higher values does not have much effect on the LS properties. On the other
hand, when the beam is slightly truncated (T � 0.5), the beam shape approaches a
perfect Gaussian profile. In this case, the effective DOFi of the LS becomes larger but
at the expense of increasingDbeam. Although this last result may seem to be an obvious
consequence of Eqs. (6) and (7), it is interesting to note that the curves corresponding
to T � 0.5 in Fig. 8 correspond to the best Gaussian beam that can be produced with a
lens of a given NA. Therefore, the use of beams with T ≥ 1 seem to be advantageous

Figure 7.

Basic imaging properties of a WFM, (a) PSF and (b) MTF. See the main text for a
complete description. Color intensity values are normalized to their maximum; darker
colors indicate higher intensities.
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as compared to Gaussian (T ≤ 0.5) regarding the DOF–LS thickness trade-off. In this
paper, for simplicity, we will assume that both the phase and intensity of the beam at
the aperture are constant over the area of the diaphragm. This is a reasonable
approximation for truncation ratios greater than or equal to 1.0, as seen in Fig. 8.

More advanced LS implementations may require beam shaping or other wavefront
engineering methods. These rely on the modification of the beam, usually at the pupil
function of the microscope objective, by tuning the amplitude and phase of the optical
wavefront. Beam shaping can be practically implemented by introducing passive
optical elements such as amplitude masks, phase masks, axicons, and Powell lenses
[139]. Active wavefront shaping devices, such as spatial light modulators (SLMs) and
deformable mirrors (DMs), are other more flexible alternatives for beam shaping in
nonconventional LS implementations. Both approaches enable a precise engineering
of the LS that can be exploited for the creation of custom-made LSFMs adapted to
different sample requirements, resulting in increased performance of LSFMs at
different levels: higher resolution, larger FOV, better optical sectioning, etc.

Next, we will analyze some of the more common implementations, starting with the
use of a cylindrical lens, then moving on to the generation of digitally scanned LSs
based on Gaussian and other advanced beams (such as Bessel and Airy). All of these
will also be presented in the context of linear and nonlinear excitation. Unless other-
wise specified, the excitation objective will have a NA � 0.3, whereas for the
detection objective NA � 1. These are realistic values of some widely used commer-
cial objectives for LSFM implementation. In addition, the excitation and detection
wavelengths assumed for all calculations are those typically employed for the en-
hanced green fluorescent protein (eGFP) [140,141] (see Table 3 for more detail).

5.3. LS Generation Using a Cylindrical Lens

5.3a. Linear Regime

The simpler way to generate a LS is by coherently transforming a round incident laser
beam into a highly elliptical one. This can be done with the help of a cylindrical lens or
other cylindrical optics (see Section 3). From the diffraction theory point of view, a
simple, yet realistic, model for elliptical beam formation is by using the pupil of a
spherical lens with an amplitude mask shaped as a rectangular slit, as shown in
Fig. 9(a). Propagating the diffracted field caused by the slit on the incoming laser
beam to the focal plane of the lens results in an intensity distribution that resembles
a LS. For instance, the slit geometry at the pupil plane determines the final LS

Figure 8.

Gaussian beams with different truncation ratios T . Beam properties (a) FOVi and
(b) Dbeam, according to Eqs. (6) and (7). These curves were generated using the
approximation formulas for truncated Gaussian beams reported in Ref. [138]. See
the main text for more detail.
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geometry: its height along the y axis determines the height of the LS, whereas its
length along the z axis, Δkz sets both the LS thickness and its length. Based on
the pupil transmittance of Fig. 9(a) and by using Eq. (27), it is possible to calculate
the 3D LS intensity distribution and the overall PSF/MTF of the LSFM.

The results of such calculations are shown in Fig. 10. The slit Δkz has been chosen to
generate a LS with a thickness that approximately matches the DOF of a detection
objective of NA � 1.0 [Fig. 7(a)]. As shown in Fig. 10(b), the generated LS axial
profile presents a diffraction structure aside from the main core sheet, typical of
the diffraction pattern generated by a rectangular slit [119]. However, this structure
is highly attenuated in the effective PSF of the microscope, as a result of the
multiplication operation in the definition of the overall PSF [Eq. (27)].

The confinement of the laser illumination to the DOF of the detection lens is the origin
of the optical sectioning capabilities of a LSFM. This concept is better explained by
analyzing the overall MTF of the LSFM shown in Fig. 10(c). The shape of the MTF
follows the bow-tie cross section of a widefield microscope, as in Fig. 7. In this sense,
the transversal MTF profile is similar to WFM, so the same resolution and contrast are

Figure 9.

Examples of pupil amplitude masks for the generation of LSs based on (a) cylindrical
lenses, and scanned (b) Gaussian and (c) Bessel beams. The white corresponds
to a 100% transmission and the red dashed lines indicate k for maximum NA
available in the excitation objective. For details on the parameters see Table 3 in
the main text.

Table 3. Simulation Parameters for the Different Figures of LS Engineering
Approaches

Figures
LS Generation

Modality Mask Parameters Notes

Fig. 10 Cylindrical lens Δkz � 1.4 k0 λexc � 488 nm, NA � 0.3,
k0 :� NA

λexc
. See Fig. 9(a)

Fig. 11 TPEF cylindrical
lens

Δkz � 1.4 k0 λexc � 930 nm

Fig. 12(a)
Fig. 13

DSLM Gaussian kG � 0.7k0 λexc � 488 nm; see Fig. 9(b)

Fig. 14 2P-DSLM Gaussian kG � 0.7k0 λexc � 930 nm,
Figs. 12(b)
and
12(c) Fig. 15

DSLM Bessel kBI � 0.65k0, Fig. 7(b)
kBI � 0.82k0,

Figs. 7(c), 10 kBO � 0.95k0

λexc � 488 nm; see Fig. 9(c)

Fig. 16 2P-DSLM Bessel kBI � 0.82k0 kBO � 0.95k0 λexc � 930 nm

Fig. 18 DSLM sectioned-
Bessel

kBI � 0.82k0 kBO � 0.95k0 β �
80 deg

λexc � 488 nm; see Fig. 17(a)

Fig. 19 DSLM lattice kz1 � 0 kz2 � 0.81k0 λexc � 488 nm; see Fig. 17(b)
Fig. 20 SI lattice ky1 � 0 ky2 � 0.64k0 λexc � 488 nm; see Fig. 17(b)
Fig. 21 DSLM Airy α � 1.48 λexc � 488 nm, CPM defined as

ϕ�uz; uy� � α�u3z � u3y�;
see the main text for details
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expected for LSFM. Importantly, however, in the axial direction of the MTF, the miss-
ing cone is no longer present. This indicates that axial-frequency components of the
3D objects are transmitted by the LSFM. In other words, by changing from WFM to
LS illumination, intrinsic optical sectioning is granted. Actually, the triangle-function
shown in Fig. 10(d), representing the axial MTF of the full system, closely follows the
Fourier transform of the LS alone, i.e., when it is generated with a slit-shaped pupil
transmittance. Notice that the optical transfer functions calculated here for the LSFM
also apply to the well-known confocal theta fluorescence microscopies [142]. Other
alternatives to generate LSs with cylindrical optics have been reported. These are
based on the use of: (i) Powell lenses to transform the Gaussian into top-hat beams,
increasing in this way the resolution while avoiding sidelobes [143]; (ii) rectangular
slits to produce non-diffracting carpets of light, having reduced sidelobes [144]; and
(iii) a tilted cylindrical lens to produce 1D Airy beams [145].

5.3b. Nonlinear Regime

From the last paragraph, it is clear that LSFM is superior to conventional WFM meth-
ods as it enables full 3D sectioning capabilities. A further optimization could be ex-
pected by enabling deep imaging capabilities when NIR femtosecond-pulsed lasers
are used. The use of TPEF (See Section 2.2) in the context of LSFM (or 2P-LSFM)
was first demonstrated by Palero et al. [56].

Producing 2P-LSFM using a cylindrical lens is nearly identical to the linear case. The
same optical setup can be employed, although given the change of wavelength and the
squared intensity dependence of the light absorption, some scaling of the LS dimen-
sions is expected (see Section 2.2). To actually test the capabilities of 2P-LSFM and be
able to compare their performance in comparison with the previous case, an identical
calculation as before is now presented and shown in Fig. 11.

For comparison purposes, the optical properties of the lenses, the pupil mask, and the
detection wavelength were kept invariant, whereas the excitation wavelength was set
to the optimum two-photon absorption cross section, σ2p, of eGFP (see Table 3). In
addition, two-photon excitation was implemented in practice by taking the square
modulus of the numerically calculated excitation intensity distribution. As compared
to the linear case, the 2P-LS excitation profile of Fig. 11(b) shows a moderately
thicker core intensity distribution. Actually, as can be seen in Figs. 11(a) and 11(b),
the DOF of the detection objective seems to be smaller than the 2P-LSFM
thickness, which does not fulfill our design criterion of matching those two quantities.
This does not mean that a 2P-LSFM designed in such a way is not performing well,
but it can reflect, for example, a wish to cover a larger FOV without sacrificing lateral
resolution. On the other hand, the residual side bands are greatly attenuated thanks to

Figure 10.

Example of a LS generated using a cylindrical lens. (a) Detection objective PSF,
(b) LS intensity profile at the center of the FOV, (c) overall MTF, and (d) axial profile
of the MTF (ky � 0). Color intensity values are normalized to their maximum; darker
colors indicate higher intensities.
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the nonlinear nature of the TPEF, as seen in Fig. 11(b). Figure 11(c) further helps to
illustrate the differences between the linear and the nonlinear approaches. First, for
2P-LSFM, the axial extension of the MTF is shorter as compared to the linear case.
This indicates a decrease in the resolution that is expected because of the PSF upscal-
ing produced by almost doubling the excitation wavelength. The actual resolution
decrease can be assessed from the MTF profiles of Fig. 11(d), where a reduction
of about 10% of the cut-off frequency is observed for 2P-LSFM when compared
to the linear case. Second, as shown in the same figure, the attenuation is less pro-
nounced for the 2P-LSFM in the lower frequency region (∼30% of the axial frequency
range). In practice, this will result in an increased contrast of the images at such spe-
cific frequencies. However, the MTF decays faster than the linear case for higher
frequencies, and thus frequencies in that range will suffer attenuation.

In principle, the contrast and resolution throughout the entire range of axial frequen-
cies could be recovered by increasing the NA of the excitation beam, Δkz, at the cost
of reducing the size of the FOV covered by the LS. In addition, when cylindrical
lenses are used for 2P-LSFM, other limitations appear. These are related to the re-
duced intensity of the nonlinear excitation beam as the energy is distributed over
the large area covered by the LS. This results in a drastic reduction of the efficiency
of fluorescence excitation and usually leads to a poor SNR of the detected fluores-
cence. Although there is room for some improvements, such as using fluorophores
with better σ2p, increasing the excitation power, or using shorter pulses to increase the
peak power, the DSLM approach for 2P-LSFM has been presented as a better
alternative for efficient fluorescent excitation. This will be presented below.

5.4. LS Generation Using Scanned Beams (DSLM)
The fundamental idea of the so-called digitally scanned laser light sheet fluorescence
microscopy (DSLM) concept is based on generating a virtual LS by scanning in a
single direction, a focused beam perpendicular to the detection axis [146]. The optical
design of this system is carefully chosen so that an angular scan produced at the
entrance pupil of the system is transformed into a set of vertically aligned parallel
beams at the sample plane. Then, by integrating the camera signal for at least one
scanning period, a homogeneous LS is formed as the incoherent summation of the
fluorescence generated at the different scan positions. Here, the intensity profile of
the focused beam determines some important imaging properties of the system,
namely, the width of the FOV and the resolution in the axial direction of the
LSFM (see Section 3.1a).

Figure 11.

Example of a 2P-LSFM generated using a cylindrical lens. (a) Detection objective
intensity PSF, (b) LS intensity profile at the center of the FOV, (c) overall MTF,
and (d) MTF axial profile (ky � 0) for 2P-LSFM (orange) and LS (blue). Color
intensity values are normalized to their maximum; darker colors indicate higher
intensities.
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There are several advantages to this implementation over conventional LS generation
using a cylindrical lens [33,147]: (i) the full power of the excitation light is concen-
trated into the single line, providing better illumination efficiency, which results in
lower exposure times, (ii) each line in the specimen is illuminated with the same in-
tensity, generating a more homogeneous LS, and (iii) the height of the LS can easily be
controlled with the amplitude of the scanning. There are also some disadvantages with
DSLM as compared to LSFM. Apart from the intrinsic higher instantaneous inten-
sities, which may lead to increased photodamage, a DSLM setup is generally more
complex as it needs at least one laser scanning system.

5.4a. DSLM Using Gaussian Beams, Linear Regime

The most basic implementation of DSLM relies on the use of focused Gaussian beams
(with different truncation ratios). These have become the gold standard for compari-
son with other more complex beam shapes [64,65]. Figure 12(a) shows an example of
an x–z section of a Gaussian beam designed for a DSLM microscope with a 1.0 NA
detection objective. The intensity profiles of Fig. 12 were generated plane by plane
using Eq. (28) by changing the defocusing term e2πikxx for each plane. The amplitude
mask was selected as in Fig. 9(b). For a focused truncated Gaussian beam, diffraction
dictates that at the observation plane there should be a main intensity core together
with a surrounding ring structure. Because the pupil amplitude mask is the result of the
propagation of a beam through a uniformly illuminated circular aperture, the intensity
distribution is well described by an Airy pattern, and the size of the central core
follows that of an Airy disk.

In accordance with the projection-slice Fourier theorem, the axial intensity distribu-
tion is given by the Fourier transform of the projection of the generalized pupil on the
propagation axis [117]. For a clear circular aperture, this projection is always a rec-
tangular function, and, therefore, the beam’s axial intensity profile follows a sinc2

function profile. This fact explains the intensity distribution in Fig. 12(a), and in par-
ticular, the zeros present in the intensity profile along z � 0. The first zeros are usually
used as the higher limit of the usable FOV width (see Section 3.1a). As mentioned

Figure 12.

Examples of beam profiles for DSLM LS generation. (a) Gaussian and (b) Bessel
generating the same FOV width of around 60 μm. (c) Bessel beam generating twice
the original FOVwidth of (a). The square root of the beam intensity is shown for better
visualization. Color intensity values are normalized to their maximum; darker colors
indicate higher intensities.
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before, the intensity distribution after uniform illumination of a circular aperture is
well described by an Airy pattern, as shown in Fig. 13(a). The LS in DSLM is then
formed by scanning the focused beam along the y axis. This is expressed as the con-
volution of the beam’s intensity distribution jhbeam�x;y;z�j2 with the scanning function,
described in this case by a unit-area rectangle function Π of length S, resulting in the
following expression for the intensity of the scanned beam:

ISB�z; y; x� �
1

S
Π
�
y

S

�
� jhbeam�x;y;z�j2: (31)

To avoid edge effects at the extremes of the LS, it is convenient to produce a LS with
S ≫ Dbeam, where Dbeam is the Airy diameter of the focused laser beam [see Eq. (9)].
Figure 13(b) shows a section of ISB at x � 0. Because of the radial symmetry of the
Gaussian beam profile in the x–z plane and due to the convolution operation, the side
features of the resulting scanned beam appear less sharp as compared to those of the
LS intensity profile generated with a cylindrical lens [shown in Fig. 10(b)]. This trans-
lates into a decrease of the contrast of some of the axial frequencies transmitted by the
microscope. This is made evident by the MTFs shown in Figs. 13(c) and 13(d). Here
the MTF values are below the reference LSFM profile for the whole frequency range.
Notice, however, that the cut-off frequency remains the same as the one of a
cylindrical lens case, and therefore the resolution is not compromised.

Further improvements were reported by combining DSLM with structured illumina-
tion (SI), with the aim of mitigating the blurring effects of the out-of-focus scattered
light [8]. In this approach, the sheet is modulated to create sinusoidal patterns over the
sample. This can be done by modulating the scanning function to shape the average
intensity to the required excitation pattern. Then, by digital post-processing of the
obtained images, the fluorescence generated by scattered excitation light can be re-
jected, resulting in an enhanced optical sectioning and increased contrast. One dis-
advantage of this approach is that several images are required for obtaining the
contrast improvement, increasing both the capture and the sample irradiation times.
See Section 6.3c for more detail on DSLM SI microscopy.

To sum up, in terms of contrast, DSLM slightly underperforms compared to LSs
generated with a cylindrical lens. However, the DSLM approach provides higher
excitation power and better spatial uniformity without compromising resolution. In
addition, thanks to the incoherent nature of the LS generation, although affected
by absorption-induced artifacts as is LSFM, DSLM is less susceptible to scattering

Figure 13.

Example of LS generated for DSLM using Gaussian beams. The z–y sections of (a) the
excitation beam profile and (b) the LS (scanned-beam) intensity profile, at the center
of the FOV. Overall (c) MTF and (d) MTF axial profile (ky � 0) for DSLM (orange)
and LSFM (blue). Color maps for intensity values are normalized to the maximum;
darker colors indicate higher intensities. See the description in the main text.
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artifacts [148]. Finally, DSLM presents other advantages that would improve both
contrast and resolution for nonlinear excitation. This will be explained below.

5.4b. DSLM Using Gaussian Beams, Nonlinear Regime

In contrast to 2P-LSFM, DSLM is a more suitable platform for TPEF imaging. This is
because the available intensity in DSLM is much higher than the static elliptical-
beam-based 2P-LSFM, and, therefore, there is no need to increase the average exci-
tation powers [64]. For a detailed analysis of the fluorescent generation in 2P-LSFM,
see Section 2.2. Figure 14 shows the imaging properties of a simulated 2P-DSLM
system having the same pupil mask amplitude as the one calculated before for conven-
tional DSLM. In this case, the excitation wavelength has been set to the optimum σ2p
of eGFP. The similarity of the results between 2P-LSFM (Fig. 11) and 2P-DSLM
(Fig. 14) are remarkable: (i) thicker core intensity distributions with almost no residual
diffraction structures [see Figs. 14(a) and 14(b)], and (ii) the MTF [see Figs. 14(c) and
14(d)] shows a small decrease in the axial resolution and an increased contrast for the
low-frequency regime. A key advantage of 2P-DSLM is the attenuation of low-
intensity features beyond the FOV (i.e., at the ends of the focused beam in the propa-
gation direction). On the other hand, by looking at conventional DSLM in the linear
regime, these lobes may produce unwanted fluorescence background (see Fig. 12)
[64]. Thanks to this feature, a higher NA can be implemented to improve the axial
resolution, concomitantly reducing the FOV width. Interestingly, the same advantage
of axial confining can be utilized to incoherently concatenate excitation beams along
the x direction, either by putting aside two counterpropagating nonlinear excitation
beams [67] or by rapidly scanning the excitation beam along the x axis [149].
Another interesting approach for keeping FOV large enough is to maintain a low
NA of the excitation beam and compensate the intensity decrease by using higher
energy pulses in the femtosecond laser source [109].

5.4c. DSLM Using Bessel Beams, Linear Regime

Another improvement that has been implemented to allow larger FOVs while at the
same time alleviating the deleterious effects of scattering on scanned sheet micros-
copy, is the use of Bessel beams (BBs) [148,150]. BBs are a set of non-diffracting
beams with a ringed cross-sectional profile that can be described mathematically using
the formalism of Bessel functions. These beams propagate without suffering the
effects of diffraction, meaning that the cross section of their central core does not
spread upon propagation, as expected from other beam types [148]. In the generalized
pupil of a spherical lens, a BB can be also described as an infinitesimally thin
ring of wavevectors that represents a set of plane waves propagating on a cone.

Figure 14.

Example of 2P-DSLM generation using Gaussian beams. The z–y sections of (a) the
excitation beam profile and (b) the LS (scanned-beam) intensity profile, at the center
of the FOV. Overall (c) MTF and (d) MTF axial profile (ky � 0) for 2P-DSLM (or-
ange) and LSFM (blue). Color maps for intensity values are normalized to the maxi-
mum; darker colors indicate higher intensities. See the description in the main text.
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This arrangement of plane waves provides the beam with the capability of passing
through small obstructions while retaining the original intensity profile beyond the
obstruction [151].

Figure 9(c) shows the typical amplitude pupil mask employed to produce BBs
using a microscope objective. The transmission rings are limited by the maximum
NA available at the excitation objective (represented by the red dotted line in
Fig. 9). Figures 12(b) and 12(c) are the x–z sections of simulated BBs using annular
amplitude masks, as in Fig. 9(c). The pupil amplitude masks were calculated to generate
beams with the maximum possible resolution (for a given excitation objective) and for a
FOV that is 1× [Fig. 12(b)] or 2× [Fig. 12(c)], larger than that of the Gaussian case.
The width of the central core of the two BBs is the same and was kept constant for the
simulations (Table 3). This is one of the remarkable potential advantages of BBs
for LS applications: the size of the central core and the FOV width can be changed
independently. Thus, BBs can generally be employed to increase the FOV of a
LSFM without affecting the resolution. However, enlarging the FOV by using this
approach has a drawback: it comes at the expense of increasing the size of the ring
structure around the central core, as is evident from Figs. 12(b) and 12(c) [63,64].
Figure 15 shows the results of the PSF/MTF simulation for the BB presenting twice
the width of the FOV as compared to a Gaussian beam. The ring structure is evident
in Fig. 15(a). This translates into a broad LS with decreased contrast, as shown in
Fig. 15(b). Although the use of a detection lens with a short DOF may help to mitigate
the effects of a thick LS [see Fig. 15(c)], the MTF [Fig. 15(d)] clearly shows poor
performance in terms of contrast in the axial direction.

To circumvent these problems and recover the contrast and resolution, the use of
BBs can be combined with confocal-line detection [51,152,153] (see Section 6.2a),
structured illumination [63], or deconvolution approaches [65,154].

5.4d. DSLM Using Bessel Beams, Nonlinear Regime

A different approach for the efficient use of BB would be to incorporate all the already
mentioned capabilities of working in the nonlinear regime. Initially, this would have
important advantages compared to previous examples for imaging thick biological
tissues: (i) the reconstruction property of BBs enhances the quality of the LS as it
reduces ghost-image artifacts [148] and (ii) the combined effect of using self-healing
beams and NIR wavelengths increases the penetration of the LS reducing beam
spreading due to scattering [51]. Figure 16 shows a simulation of the imaging proper-
ties of 2p-DSLM with BBs, keeping the same pupil amplitude mask as in Fig. 15,

Figure 15.

Example of LS generation for DSLM with Bessel beams. The z–y sections of (a) the
excitation beam profile and (b) the LS (scanned-beam) intensity profile, at the center
of the FOV. Overall (c) MTF and (d) MTF axial profile (ky � 0) for DSLM with
Bessel beams (orange) and LSFM (blue). Color maps for intensity values are normal-
ized to the maximum, darker colors indicate higher intensities. See the description in
the main text.
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but using the wavelength employed before for TPEF. In Figs. 16(a) and 16(b), it is
evident that the nonlinear effect helps to reduce the fluorescence generated by the ring
structure [compare with Figs. 15(a) and 15(b)]. Figures 16(c) and 16(d) show that,
thanks to the nonlinear effect, any remaining structure would have a very weak effect
on the overall MTF. For instance, as shown in Fig. 16(d), the MTF profile for
2p-DSLM with Bessel beams does not depart that much from the reference MTF
in the low–medium frequency range and actually extends beyond its frequency cutoff.
This is a remarkable result taking into account that this BB enables twice the FOVas
the reference LSFM, but gives better axial resolution. DSLM with BBs has been suc-
cessfully used for imaging a variety of biological samples, from cells [63] and small
invertebrates [64] to tissue-mimic constructs [70]. This modality can be further
combined with the confocal line detection that may provide an additional increase
of contrast and optical sectioning [121].

In addition to conventional Gaussian and Bessel beams, other more complex beam
shapes have been used to provide LSFM with enhanced capabilities: better optical
sectioning and resolution (axial and transversal), and even larger FOVs and less sen-
sitivity to sample scattering. Following is a brief description of the most relevant
developments that make use of advanced beam shaping for generation of the planar
illumination characteristic of LSFM.

5.4e. Sectioned Bessel Beams

The excitation patterns described in this section are all generated by modifying the
original annular angular spectrum of a BB in order to control the beam propagation at
the sample plane by using the basic principles described in Section 3.1. Sectioned
Bessel beams (SBBs) have been proposed to mitigate the deleterious effects of the
ringed structure of conventional BBs and still keep their intrinsic advantages for
LSFM [155]. Ideally, SBBs promise imaging with larger FOV, without compromising
image resolution and contrast. In addition, they are suitable to be used in confocal line
detection [152]. Furthermore, SBBs inherit the self-reconstruction capabilities BBs,
which makes them ideal to minimize scattering effects. The use of SBBs has been
successfully demonstrated for imaging large samples with moderate scattering, in par-
ticular for non-specifically labeled multi-cellular tumor spheroids (MCTSs).

SBBs are generated by modifying the angular spectrum of standard BBs. This is done
by blocking opposite sections of the beam’s angular spectrum in the direction
perpendicular to the coordinate where the beam is scanned. Therefore, the spectrum

Figure 16.

Example of LS generation for 2P-DSLM with Bessel beams. The z–y sections of
(a) the excitation beam profile and (b) the LS (scanned-beam) intensity profile, at
the center of the FOV. Overall (c) MTF and (d) MTF axial profile (ky � 0) for
2P-DSLM with Bessel beams (orange) and LSFM (blue). Color maps for intensity
values are normalized to the maximum; darker colors indicate higher intensities.
See the description in the main text.
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of a SBB consists of two opposed sections of the ring with an angular extension given
by the span angle β, as is shown in Fig. 17(a).

As compared to standard BBs, SBBs have the advantage of enhancing the decoupling
of the LS thickness from the DOF. This is thanks to the fact that, by increasing the
DOF, the SBB cross section increases mostly in the direction perpendicular to the
detection path, keeping the intersecting volume with the detection objective almost
intact. As a result, SBBs would exceed BBs in terms of image contrast and optical
sectioning, when used in widefield detection mode. However, when SBBs are used in
confocal line mode (see Section 6.2a) the light efficiency decreases up to 5 times as
compared to BBs [155].

Figure 18 shows a simulated example of the imaging properties of a DSLM using
SBBs. For consistency, the pupil mask was based on the BB ring used for
Fig. 17, and thus the FOV was kept as in Fig. 12(c), with the FOV being twice
that of a standard DSLM. The angle β was set to 80°, close to the optimum value
reported for good optical sectioning in confocal detection mode [155] (see
Table 3). Figures 18(a) and 18(b) show that, although the SBB effectively redirects
most of the laser power from the ring structure to the crossing volume with PSF
of the detection objective, there is still some residual radial structure around the
maxima that reduces the contrast of the scanned beam. This fact is made clearer

Figure 17.

Examples of pupil amplitude masks for the generation of Bessel-like beams for
scanned DSLM, based on (a) sectioned Bessel beams, and (b) optical lattices. The
white color corresponds to a transmissivity T � 1.0, the red dotted lines indicate
the maximum NA available in the excitation objective, and the green lines the limits
of the base Bessel ring.

Figure 18.

Example of LS generation for DSLMwith SBBs. The z–y sections of (a) the excitation
beam profile and (b) the LS (scanned-beam) intensity profile, at the center of the FOV.
Overall (c) MTF and (d) MTF axial profile (ky � 0) for 1P-DSLM with SBB (orange)
and LSFM (blue). Color maps for intensity values are normalized to the maximum;
darker colors indicate higher intensities. See the description in the main text.
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in Figs. 18(c) and 18(d), where the overall MTF shows a moderate enhancement of
the contrast for the mid-frequency range but, at the same time, a reduced cut-off
frequency as compared to the BB case; see Fig. 15(d).

5.4f. DSLM with Optical Lattices

Optical lattices were devised to generate thin LSs that are more adequate for high-
resolution subcellular imaging than the standard Gaussian beams. These have evolved
from previous attempts at structuring LS illumination using single and multiple BBs
[9,63]. In fact, an optical lattice can also be considered a coherent BB array, in which
all BBs interfere with each other coherently [156]. For LSFM applications, optical
lattices exploit the concept of parallelization, where a single laser beam is spread
out in several beamlets confined at the imaging plane. This is done in a smart
way such that optical lattices not only improve the axial resolution, but also induce
much less phototoxic effects than the single focused beam, for the same total power
delivered to the sample [75].

Optical lattices can be designed to optimize either the confinement of the excitation to
the central plane, i.e., a high-speed mode to optimize optical sectioning (see Fig. 19),
or to achieve higher resolution in the axial direction, i.e., structured illumination
microscopy (SIM) (see Fig. 20). In the high-speed mode, the lattice pattern is rapidly

Figure 19.

Example of LS generation for DSLM with optical lattices, optimized for optical sec-
tioning. The z–y sections of (a) the excitation beam profile and (b) the LS (scanned-
beam) intensity profile, at the center of the FOV. Overall (c) MTF and (d) MTF axial
profile (ky � 0) for DSLM with optical lattices (orange) and LSFM (blue). Color
maps for intensity values are normalized to the maximum; darker colors indicate
higher intensities. See the description in the main text.

Figure 20.

Example of LS generation for DSLM with optical lattices, optimized for structured
illumination. The z–y sections of (a) the excitation beam profile and (b) the LS
(scanned-beam) intensity profile, at the center of the FOV. Overall (c) MTF and
(d) MTF axial profile (ky � 0) for DSLM with optical lattices (orange) and LSFM
(blue). Color maps for intensity values are normalized to the maximum; darker colors
indicate higher intensities. See the description in the main text.
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swept to generate a set of LSs with a homogeneous transversal intensity profile, just
as in a standard DSLM. In the SIM mode, several images are captured per imaged
plane for an equivalent number of sub-period lattice displacements. Then a SIM
reconstruction algorithm is applied to the data for obtaining an improved spatial
resolution.

Following is a straightforward comparison between the two lattice modalities. This is
done by simulating the imaging properties of the lattice LSFM systems resulting from
modifying the base ring pupil previously used for generating the BBs [Fig. 12(c)]. The
lattices are created by superimposing an opaque mask containing a set of slit apertures
over the BB ring, as shown in Fig. 17(b). The properties of the stripes were selected to
generate either a square lattice for LSs with optimized optical sectioning, or a hex-
agonal lattice for LSs with optimized resolution in SIM mode. For more detail on the
pupil designs of the examples, see Table 3.

The imaging properties of the lattice for LSFM with optimized optical sectioning (fast
mode) are shown in Fig. 19. The intensity profile at the origin of the square bounded
lattice in Fig. 19(a) shows that, as opposed to other BB variants, optical lattice in-
tensity distribution can be controlled to be fully confined in planes perpendicular
to the detection axis. This results in a high contrast set of parallel LSs when the lattice
beam is scanned along y, as shown in Fig. 19(b). The optical lattice was designed in
such a way that the two main lobes aside from the central core are attenuated by the
zeros of the detection PSF when the overall PSF is formed. This results in the overall
MTF shown in Fig. 19(c). The MTF axial profile [Fig. 19(d)] extends beyond the
reference MTF cut-off frequency and shows a secondary peak in the mid-frequency
range. Actually, this MTF profile is similar to the one obtained for 2P-DSLM with
BBs [Fig. 16(d)]. This can be understood intuitively by considering that in both cases,
the secondary lobes are attenuated, either by a nonlinear process (in the 2P-DSLM
with BB case), or by PSF matching with the detection PSF (in the lattice case). Finally,
it is worth noting that we did not find a lattice that perfectly matches the detection PSF,
but the optimal one, given the current design constraints. Please note that for a similar
detection objective, Chen et al. [75] reported examples of perfect matching but
employed twice the excitation NA as here.

Figure 20 shows an example of LS generation for DSLM with optical lattices opti-
mized for high-resolution SIM mode. In this case, the central distribution is fractured
in many parallel intensity distributions [Fig. 20(a)] that become a set of high-contrast
parallel LSs upon scanning [Fig. 20(b)]. Crossing with the detection PSF preserves the
LLS structure, which is revealed as an overall axially extended MTF with a couple of
side copies around the central distribution [Fig. 20(c)]. The MTF central profile
[Fig. 20(d)] shows a secondary peak intensity around the reference MTF cut
frequency, similar to the MTF profiles employed to illustrate how SIM works for
increasing the resolution in widefield microscopy. Nevertheless, to appreciate the full
potential of lattice light-sheets (LLSs) in the SIM mode for increasing the axial
resolution and recovering the contrast, a full SIM reconstruction/deconvolution is
required [75,93], but this is out of the scope or this review.

The main advantage of LLS excitation is the low photobleaching and phototoxicity
produced when obtaining high-resolution 4D images of small biological samples that
can fit in a FOV of a few tens of micrometers. This is thanks to the reduced peak
intensity of broader area lattices as compared to focused confocal excitation beams;
see Figs. 20(a) and 19(a). A LLS offers significantly better excitation light confine-
ment than the Bessel LS of the same length and thickness, and a higher axial reso-
lution in comparison with both Gaussian and Bessel LSs [156]. One exception though
is 2P-DSLM Bessel, which slightly outperforms LLS in both metrics; compare
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Figs. 16 and 19. A similar finding was reported by Welf et al. [121]. A LLS has been
successfully demonstrated for fast high-resolution imaging of mitosis and locomotion
of cells and the development of early stage embryos of small invertebrates [75].
One important limitation of lattice technology is the need for non-standard sample
mounting and the use of just a few quasi-discrete wavevectors of the ring at the gen-
eralized pupil, which may considerably reduce its self-healing properties. Therefore,
LLS can be very sensitive to any perturbation produced by the sample. This may pre-
vent the application of this technology for imaging thick samples.

5.4g. DSLM Using Airy Beams

Airy beams are non-diffracting fields that, as opposed to BBs, do not result from coni-
cal superposition [157,158]. The more distinctive feature of Airy beams is that, while
preserving the transversal profile of the field upon propagation, they experience a
constant curve trajectory, which is the origin of the term “accelerating beams”
[159]. Another remarkable property of these beams is their self-healing properties,
used here in the same sense as BBs. This characteristic is what makes these beams
more tolerant to partly absorbing or moderately turbid samples. In LSFM, all these
properties can be used to generate extended thin LSs that can provide optimal
fluorescence excitation of the sample and isotropic resolution [65].

Airy LSs (ALSs) are most efficiently generated in the scanning mode (DSLM) with a
cubic phase mask (CPM) produced on a SLM. In addition, these can also be directly
generated with a tilted plano–convex cylindrical lens [145] or a 1D CPM. Figure 21
shows an example of DSLM generated with Airy beams. Figure 21(a) shows the
typical asymmetric L-shaped intensity profile of Airy beams. Here, the CPM was
calculated to cover twice the FOV of the Gaussian DSLM example. Because of
the exotic nature of the 3D PSF of Airy beams, the definition of the DOF is not
as clear as for the previous examples. In this case, it has been shown that the
FOV width is proportional to 6α, where α is the strength parameter of the CPM [65],
see Table 3. Besides, it is usual to use square-shaped pupils to generate Airy beams to
ensure the separability of the intensity PSF in Cartesian coordinates [160]. This sim-
plifies the MTF analysis and speeds up the deconvolution process. In the present
example, the CPM is limited by a circular pupil for easy and fair comparison with
the other examples, and, thus, the resulting intensity distribution is no longer separable
in Cartesian coordinates. As a consequence, a faint residual radial structure and
slight radial deformation of the lateral excitation PSF are observed in Fig. 21(a).
Nevertheless, this does not impact considerably the contrast of the scanned LS as

Figure 21.

Example of LS generation for DSLM with Airy beams. The z–y sections of (a) the
excitation beam profile and (b) the LS (scanned-beam) intensity profile, at the center
of the FOV. Overall (c) MTF and (d) MTF axial profile (ky � 0) for DSLM with Airy
beams (orange) and LSFM (blue). Color maps for intensity values are normalized
to the maximum; darker colors indicate higher intensities. See the description in
the main text.
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it is shown in Fig. 21(b), where the main LS core can be seen together with a set of
well-contrasted secondary sheets. Multiplication with the detection PSF preserves the
main features and the periodicity of the LS intensity distribution. Thus, the overall
MTF of Fig. 21(c) presents an extended support that points to an increased axial res-
olution. Although this is actually the case, as evidenced by the curves in Fig. 21(d),
where the MTF profile for an ALS extends beyond the blue reference curve, the MTF
profile also reveals diminished contrast in the medium frequency range as compared to
the model case. Deconvolution is, thus, required to recover the contrast and the full
optical sectioning. Here it is important to note that the use of ALSs may preclude the
use of higher NA, and shorter DOF, detection objectives because the lobe structure
must remain in focus.

ALSs provide up to a tenfold larger FOVs than those obtained with a Gaussian beam,
keeping high contrast and resolution. Also, in contrast to the use of BBs, scanned
ALSs do not require confocal line detection to remove the secondary ring structure.
However, the characteristic lobule structure in the axial detection direction requires the
use of a deconvolution to recover both the high axial resolution and the full optical
sectioning capabilities. Also, just like optical lattices, ALSs excel at confining the
excitation to the dimensions perpendicular to the detection path and reducing peak
intensities minimizing phototoxicity. Thus, ALSs have been successfully applied
to image medium-sized samples, from small cell spheroids to sections of small
vertebrates [65] and mice neural tissue [161].

As we have shown in this section, a LS can be engineered in many ways to push
forward the capabilities of the microscope. Although this is usually done at the ex-
pense of increasing the complexity of the optical setup, or introducing the need for
posterior digital post-processing, the benefits in terms of the quality and reliability of
the obtained biological data warrant the added effort. Nevertheless, as it is usually
difficult to quantify the overall benefit of such advanced approaches for particular
biological experiments, a sample-based comparative analysis is recommended, such
as the one presented in Andilla et al. [70] for tissue-mimic samples.

6. ADVANCED OPTICS AND PHOTONICS TECHNOLOGIES IN LSFM

In this section, our aim is to describe the most advanced optics and photonics technol-
ogies that have been incorporated in a LSFM. This would normally lead to modifying
the standard way of detecting the optical signals in the LSFM. Most of the methods
described in this section involve the use of multispectral detection, hyperspectral analy-
sis, the use of AO or wavefront engineering, or advanced image-processing tools. These
provide LS with enhanced capabilities such as better spatio-temporal resolution,
increased contrast, endogenous label free imaging, and intrinsic specificity-.

6.1. Advanced Wavelength Filtering Modalities

6.1a. Simultaneous Multicolor Detection

In LSFM, as in any other fluorescence microscope, the specific signal emitted by the
feature of interest of the sample is efficiently collected by combining laser excitation
and filtering of the out coming light. However, detection of multiple colors is an im-
portant requirement for biological applications where multiple structures are labeled
with different fluorophores. For example, dual color imaging is an important tool for
many studies in which it is important to know whether two proteins are co-localized or
not in a given structure [162], or to detect intracellular environmental changes by
measuring the ratio between intensities of different emission wavelengths of a given
fluorescent biosensor [163]. Simultaneous acquisition of two colors can be performed
by using a dichroic mirror to separate the signal into two synchronized detectors [88],
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or by using commercial solutions for simultaneous acquisition in the same camera.
This approach has been successfully implemented in a LSFM for fast imaging of the
zebrafish heartbeat in order to see the red blood cells in context with the heart walls
that produce its movement [88].

In the nonlinear regime, and in contrast to linear multicolor excitation, the use of two
synchronized lasers can actually generate multicolor excitation. In this case, three differ-
ent excitation spectra can be generated, centered at three different wavelengths [164].
Mahou et al. [68] have demonstrated the simultaneous acquisition of three colors using
two spatially and temporally synchronized pulse trains. In particular, the beams from
two lasers each generate their own TPEF signals in the blue (TPEF of laser 1) and in the
red range (TPEF of laser 2). In addition, due to wavelength mixing, the spatiotemporal
overlap of the two beams provided an additional TPEF in the green–yellow range;
see Fig. 22(a). The use of this method has been reported for simultaneous three-color
imaging of fly embryos and multicolor imaging of brainbow labeled tissues.

When the full color spectrum of the fluorescence emission is required, then a full
hyperspectral acquisition can be implemented in a LSFM [97]. This takes advantage
of the DSLM configuration, which allows the excitation of a single line in the sample
volume, as shown in Fig. 22(b). A hyperspectral camera, using a diffraction grating to
split the wavelengths across one dimension and a de-scan mirror to project the line
onto the same position on the detector, acquires the spectrum of every point of the
excited line simultaneously. Then, by moving the line along the sample plane, a hyper-
spectral 2D image is obtained. The volumetric data is then acquired in the standard
way, resulting in an enriched multidimensional image. With this configuration, it is
possible to acquire spectral information of large developing samples, such as zebrafish
and Drosophila embryos, enabling unmixing of the signals coming from the different
fluorescent labels and from the intrinsic fluorophores. This method is potentially use-
ful for overcoming the limit of three-color imaging in LSFM, enabling a larger number
of fluorescent labels to be incorporated into the biological samples.

6.1b. Temporal Gated Detection (FLIM)

The temporal response of the fluorescence of a certain dye or fluorescence molecule
adds more capabilities of discrimination between labeling species. As happens with

Figure 22.

Optical setups for (a) multicolor 2P-LSFM, which combines bidirectional multicolor
two-photon excitation and multispectral detection on a single camera [68], and (b) hy-
perspectral LS allowing multiple use of fluorescent markers (adapted with permission
from Jahr et al., Nat. Commun. 6, 7990 [2015] [97]), published by The Optical
Society under the terms of the Creative Commons Attribution 4.0 License. Further
distribution of this work must maintain attribution to the author(s) and the published
article’s title, journal citation, and DOI).
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other microscopy techniques [95,165], LSFM can benefit from fluorescence by imple-
menting fluorescence lifetime imaging (FLIM) in the frequency domain [94]. Figure 23
shows the original optical setup reported for combining LSFM and FLIM. As shown in
Fig. 23, the use of intensified gated CCDs is required for the 2D acquisition of the
fluorescence lifetimes. The gating of the intensifier is synchronized with a tenth of
the megahertz modulation of the excitation intensity. The demodulation of the detected
light depends effectively on the lifetime of the emitter. The natural confinement of the
excitation light of the LSFM avoids out-of-plane undesired illumination and, therefore,
the associated bleaching that could limit FLIM detection [94]. This limitation can in-
crease dramatically when monitoring living processes. Using a similar approach [96],
the application of both FLIM and Förster resonance energy transfer (FRET) techniques
in a single microscope [166] shows that monitoring of cell apoptosis in a 3D sample is
possible by combining FRET, FLIM, and LSFM.

However, FRET can also be used in combination with LSFM but without using FLIM
detection, as shown in Ref. [167]. A standard ratiometric FRET effect is used to mon-
itor the calcium dynamics of transgenic Arabidopsis plants, taking advantage of the
LSFM planar sectioning.

6.1c. Hyperspectral Detection (Raman)

LSFM is normally based on fluorescence techniques, which usually require labeled
samples. However, other contrast mechanisms can be used (see Section 2.3). In fact,
Raman imaging produces contrast by means of the inelastic scattering interaction with
matter. As such, it can produce label-free images. However, due to the very low
efficiency of the spontaneously emitted Raman signal (1 in 108 incident photons
is Raman-shifted), the long image acquisition time (normally from a few seconds
to several hours) makes it impractical for studies requiring large image mappings
of the sample. This is because in a point detection scheme, the total time for acquiring
an image is the acquisition time multiplied by the number of points to produce it.
Because of its geometry, LS illumination, provides instantaneous optical sectioning
capabilities of large FOVs, while, at the same time, the signal collection is performed
in a very efficient way. These two characteristics result in an enhanced system
for exciting and then collecting the weakly emitted Raman photons and results in
a highly promising scheme for obtaining fast full-2D images using the spontaneous
Raman signal as a contrast mechanism [99,116]. Using a custom-made spectrograph

Figure 23.

SPIM-FLIM optical setup [94]. See the main text for more details.
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in a LS configuration, the possibility of performing optically sectioned Raman
imaging on 20 μm polystyrene beads was demonstrated [116]. In this case, the
50 μm × 150 μm images were taken at a single vibrational Raman frequency, and
the acquisition time was 2 min each. Similarly, discrete images at different vibrational
Raman bands were acquired on zebrafish in a 2.3 mm × 2.3 mm FOV [99] in about
10 s each. More recently, a DSLM configuration was used to perform widefield spon-
taneous Raman imaging. This was combined with the use of an interferometric
tunable filter, thus obtaining a high-resolution 3D spectrally resolved Raman image
[100]; see Fig. 24(a). In this case, the required time to obtain a fully spectrally resolved
Raman image is the same as that required to obtain a single point in a conventional
Raman microscope. Furthermore, the feasibility of the technique for imaging solid 3D
samples was demonstrated by using a composition of polystyrene beads and lipid
droplets immersed in agar. Additionally, the potential use of the technique for studying
biological living samples is also demonstrated using spontaneous Raman imaging in
the C─H (2600–3200 cm−1).
Recently, another LSFM Raman implementation combined with a novel Fourier trans-
form (FT)-based spectral imaging method was presented [101]. In this technique, the
full 2D image obtained with the LSFM is split into the two arms of a Michelson inter-
ferometer and recombined on the CCD camera; see Fig. 24(b). By acquiring images
with a difference of the two optical paths between the two arms of the interferometer,
the full spectral Raman information of the sample can be retrieved for every pixel. With
this setup, hyperspectral Raman data volumes consisting of polymer micro-beads and
a zebrafish embryo was demonstrated at high spatial and wavelength resolution.

6.1d. Non-Filtered Detection (Elastic Scattering)

Most implementations of LSFM [1] rely on sample labelling with fluorescent report-
ers for imaging the targeted biological structures. Fluorescence excitation in LSFM is
mediated by a laser LS that passes through the sample and scatters part of the laser
light to the detection camera. This light is usually blocked and discarded before arriv-
ing at the camera by using a specific filter. However, this scattered light could carry
information about the structure and composition of the sample. In the case where

Figure 24.

Raman LS optical setups. (a) A CW laser forms the LS on the sample plane using a
galvo mirror (DSLM). A tunable filter (TF) scans the spectrum with an edge depend-
ing on θ, the tilt angle of the filter. Inset: spectral knife edge (KE) trace extraction from
a 2D image stack at a region of interest I�x; y� with N as the total number of images,
each taken at a different filter tilt angle [100]. (b) Fourier transform-based Raman LS.
The illumination LS is done with a high-power laser and a cylindrical lens. The spectra
are recovered using a Fourier-transform imaging spectrometer (red path). See the main
text for a detailed description [101].
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scattering is inelastic, the Raman spectrum can give information about the chemical
composition of the 3D samples, as described in Section 6.1c. On the other hand, when
the scattering is elastic, it would give information about the structure of the sample at
different spatial scale levels, as discussed in Section 2.3, and with minimum light
dosage deposited onto the sample. LS elastic scattering microscopy has been imple-
mented and demonstrated for plant root phenotyping embedded in transparent soils
and quantitative long-term monitoring of lettuce roots [114]. Nevertheless, the con-
trast and the resolution of the obtained images were seen to be highly dependent on the
turbidity and refractive index heterogeneity of both the sample and the embedding
substrate. Furthermore, adding polarization sensitive detection to the optical system
may help increase the SNR and the contrast of features in samples with increasing
turbidity [168]. Nevertheless, one of the main issues when coherent light is used
for LS generation is the generation of speckle patterns that degrade the LS images
by introducing spurious intensity modulations at the structures of interest [169].
Despite speckle formation, by additionally introducing wavelength and spatial modu-
lation into the light source, contrast from the elastic-scattered light can be better
retrieved. For example, an alternative to mitigate speckle formation is to use light
sources that reduce the temporal coherence for LS generation. Supercontinuum laser
sources and light-emitting diodes (LEDs) are good examples of such low-coherence
light sources that can be used to obtain LS speckle-reduced images of biological sam-
ples, such as zebrafish and C. elegans [170]. Another reported strategy is using a custom
phase mask to generate a multibeam LS without inter-coherence illuminating the FOV
of the microscope with diverse incident angles [171]. This helps to decrease the spatial
coherence of the effective illuminating LS and, thus, to reduce the speckle in the cap-
tured elastic scattering optical section. The use of elastic scattering in LSFM is still not
as popular as its fluorescence-based equivalent, mostly because of its lack of specificity.
However, if specificity and selectivity are not issues in the imaging process, elastic scat-
tered light could be used to generate optically sectioned images very similar to those
obtained by histological cuts, and it is highly advisable for in vivo applications that
require fast, very low-light dosage imaging, or in those in which it is not straightforward
to incorporate a fluorescent marker or to genetically modify the specimen.

6.2. Advanced Acquisition Modalities

6.2a. Confocal Line Scanning

As in many imaging techniques, out-of-focus light results in unwanted blurred noise.
This noise is additive and reduces the SNR of the acquired image. In confocal point-
scanning-based microscopy, using a descanned configuration and placing a pinhole in
the confocal point suppresses most of the out-of-plane light. In the case of LSFM,
because of the LS configuration, confocality in the imaged plane is ensured.
However, there are some strategies that have used a confocal-like configuration in
the DSLMmodality that result in an enhanced SNR. This is done by selective activation
of three or four lines of the CCD pixels in synchrony with the laser scan. While the
active line of pixels will produce the DSLM image, the inactive pixels will remove any
out-of-focus contribution in the perpendicular, z, direction. Different implementations to
achieve confocality in a DSLM modality are possible and described as follows.

In one such implementation, a confocal slit can be placed in the descanned imaging
plane of the detection arm using a pair of synchronized GMs. The first GM scans the
excitation line through the sample. The second one descans the emitted signal to keep
the light coming from the desired region on top of the confocal slit. In this case, a third
synchronized GM will scan the confocal filtered light signal onto the acquisition
camera to generate the image in a line-by-line basis [172]. This has been employed
to image the Purkinje cells in the whole cerebellum of a mouse. Another approach is
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the use of the rolling shutter existing in the new sCMOS cameras. This acquisition
modality allows selecting the active region of the detector as a function of time. The
synchronization of the active region with the size and position of the scanned laser line
creates a virtual slit that moves synchronously with the emitted light [152], as shown
in Fig. 25(a). The use of confocal line acquisition has also been demonstrated in com-
bination with Bessel beams in linear fluorescence, providing a similar image quality to
that of a conventional DLSM, extending the FOVand reducing the scattering effects of
the excitation beam [155]. Figure 25 shows a comparison using DSLM with Gaussian
beams [Figs. 25(b) and 25(e)], with Bessel beams [Figs. 25(c) and 25(f)], and Bessel
beams using a rolling shutter [Figs. 25(d) and 25(g)]. All the images where obtained in
the eye of a zebrafish expressing a nuclei fluorescent marker. As can be seen, the use
of Bessel beams increases the axial resolution of the image, and the confocal line
strategy allows reducing the out-of-plane light of the acquisition.

Some of the sCMOS cameras are built in two separate detectors. Such architecture
allows the parallelization of the acquisition in two separated arms, doubling the
acquisition speed of the system [173].

6.2b. Adaptive Optics

AO has been used extensively in microscopy in several imaging techniques [174]. The
main idea is to use an active optical element (such as a DM, a SLM, or simply a
movable standard optical element) that compensates the effects produced by the aber-
rations induced by the optical system or the sample itself [50]. Actually, the use of AO
for fluorescence microscopy has been demonstrated in point-scanning confocal [175],
TPEF [176,177], and localization microscopy [178,179], among others.

It is worth noting that the excitation and emission paths can be affected by different
types of optical aberration and would then be corrected independently [70]. In the case
of the LSFM, this fact is more evident as the excitation and emission paths are com-
pletely independent. The LS can be affected by the sample and it has to be corrected to
maintain the axial resolution of the microscope [180,181], while, on the other hand,
the aberrations introduced by the sample and the sample holder reduce the contrast
and quality of the acquisition. To compensate for these aberrations, they can be
directly measured using a guide star [176]. Once these are measured, aberrations
can then be compensated for by using a DM [50]. This aberration compensation will
effectively work in a certain volume around the guide star known as the isoplanatic

Figure 25.

Confocal line scanning DSLM. (a) The principle of confocal line scanning by using a
DSLM and a sCMOS camera. X–Y and X–Z maximum projection intensity of 3D
stacks of a 4 dpf zebrafish expressing H2B-GFP are shown for the (b), (e) Gaussian;
(c), (f) Bessel; and (d), (g) Bessel confocal line cases. See the main text for more
detail.
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patch. In the case of samples in which the index of refraction varies such that the
isoplanatic patch approximation is not valid, multiple corrections could be required.
Another option is to model the induced aberrations and compensate for them by a
direct inversion of the calculated aberration on the DM [182]. Figure 26(a) shows
the implementation of AO in the detection path of a LSFM, where the sample-induced
aberrations were compensated for by using a DM and a wavefront sensor [50].

For example, when applying AO LS to MCTS samples, it has been shown that the
images obtained using AO are much brighter and have higher contrast than images
acquired without AO; see Fig. 26(b). Interestingly, AO correction is even working in
the deeper layers (200 μm) of the MCTS. This improvement allows performing
segmentation of nuclei deep inside the MCTS, helping to retrieve more and better
quantitative biological information from the samples.

6.2c. Wavefront Coding

As was briefly mentioned in Section 4.2c, WFC can be implemented in a LSFM to
extend the DOF of the detection lens, enabling fast volumetric imaging [89]. As only
the LS is scanned, the sample is not moved or disturbed in any way, helping to pre-
serve its viability. In WFC approaches, a phase mask is used to produce an elongated
axial PSF. Figure 27(b) shows how the original WFM detection PSF is transformed
from its diffraction-limited shape (upper left) to a typical elongated PSF having an
extended DOF (bottom left). The phase mask most used for WFC has a bidimensional
cubic profile similar to the one used for Airy beam excitation (see Section 5.4g).

Because of the use of the phase mask, the obtained images will present distortions.
These however, can be restored by digital deconvolution [160]. Figure 27(c) shows
images of a C. elegans pharynx captured with both a standard LSFM (left) and the
WFC-LSFM (right) system after deconvolution. Finally, the many advantages of
WFC-LSFM have been demonstrated for obtaining high-resolution volumetric images

Figure 26.

AO for LSFM. (a) The optical setup for correcting the aberrations using AO in the
detection path of a LSFM (enclosed in the green square). The main components are:
the deformable mirror (DM) that is the active element that can modify the wavefront,
and the Hartmann–Shack wavefront sensor (HSWF) that measures the amount of
wavefront aberration that should be compensated. (b) Maximum intensity projection
of a 3D stack of 100 images (z spacing 1 mm) of a large MCTS expressing a fluo-
rescent nuclear protein, without (w/o AO) and with AO (AO). Scale bar: 50 μm.
Adapted with permission from Jorand et al., PLoS ONE 7, e35795 (2012) [50].
Published by The Optical Society under the terms of the Creative Commons
Attribution 4.0 License. Further distribution of this work must maintain attribution
to the author(s) and the published article’s title, journal citation, and DOI.
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of fast-moving dynamics in living samples, 3D particle tracking at unprecedented
speeds (>70 volumes∕s) [89], and calcium functional imaging of zebrafish embryos
[91]. Another approach to extend the DOF uses a block of altered refractive index
material between the objective and the sample. This introduces a large spherical aber-
ration that effectively extends the DOF [183]. Although this configuration can be used
for fast volumetric imaging, the technique is not as versatile as WFC, as it does not
allow precise control over the DOF. One of the limitations of the extended DOF meth-
ods is their lower noise-related resolution limit when compared to standard detection
schemes. This can be compensated for by increasing the laser excitation power or, in
the case of the WFC, by finely tuning the mask parameters to obtain the best trade-off
between DOF and noise sensitivity.

6.3. Single Particle and Superresolution Modalities

6.3a. Single Particle Dynamics and Fluorescence Correlation Spectroscopy

In the field of single molecule behavior in biological samples, LSFM enabled new
ways to perform experiments. In the case of single particle tracking (SPT) in which
the fluorescence emission by a single particle is very dim, the intrinsic optical sec-
tioning given by the use of LS excitation is an important advantage for achieving the
required SNR for tracking. Other high-resolution sectioning methods, such as TIRF
[184] or HILO [185–187], have been used for these purposes, but they restrict the
studies to the plane of the sample in close proximity to the coverslip. Thanks to
its uncoupled design, the LS approach can maintain good imaging conditions at
arbitrary planes deep into a 3D sample. These capabilities have been exploited
for SPT in order to measure the diffusion properties of tagged proteins inside a living
organism [188] and for dynamic 3D studies of RNA mobility on living Chironomus
tentans salivary gland cell nuclei [189,190].

In the same context, molecular dynamics have been studied using LS and fluores-
cence correlation spectroscopy [47,191]. As for SPT applications, the orthogonal
illumination used in LSs produces ideal imaging conditions, in terms of signal contrast
and SNR, required for measuring the mobility and reaction parameters of molecules
inside living cells by FCS measurements in 3D samples [191,192]. Interaction

Figure 27.

LSFM with an extended DOF. (a) Zoom-in of the optical setup for WFC-LSFM [see
also Fig. 6(c)] at the sample space. Some positions of the LS in the axial scanning,
from Zo to Zn, are shown in green; the detection PSF is shown in red. (b) Comparison
of the effective PSFs for three LS axial positions for WFM (top) and WFC-LSFM
(bottom). (c) Comparison of the images obtained with standard LSFM (left) and
WFC-LSFM (right). Images are maximum intensity projections of a 3D stack of
the fluorescent pharynx of a C. elegans [89]. Insets show different cuts of the data
at the marked dotted lines. Scale bar 50 μm.
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between proteins can also be studied by extending the FCS methodology to fluores-
cence cross-correlation spectroscopy using two colors acquired simultaneously [193].

6.3b. Localization and Nanoscopy Techniques

Localization microscopy is a family of methods for SR, using samples sparsely la-
beled with photoactivable fluorescent proteins. SR is achieved by precisely determin-
ing the positions of the separated single molecules by fitting the detected signals to a
model function. Most of the localization microscopy methods exploit this same prin-
ciple, but use either different optics or fluorophores with different photo-physical
properties. Examples of these methods are PALM, STORM, and PAINT [194].
The structural resolution in the final images is determined by the density of molecule
positions as well as the localization accuracy [195]. The same as with SPT methods,
the challenges of standard 2D localization microscopy are mostly in reducing the out-
of-focus fluorescence by using the TIRF and HILO methods. For extending locali-
zation-based SR to 3D, LS methods have been gaining importance in the past few
years. The first demonstration of localization-based SR in a standard LS configuration
was presented by Zanacchi et al. [48]. Later, the concept was extended to more con-
venient sample mounting implementations for SR imaging, such as lattice LSFM
[196]. An alternative to avoid the mechanical constraints of using two high-NA
orthogonal objectives and to further guarantee sample stability is to build a LS on
top of a conventional microscope frame [82,197]. Some of these methods are quite
sophisticated and use unconventional elements, such as an AFM cantilever, to ap-
proach the LS to the sample. Recently, new configurations have exploited the idea
of using the same high-NA lens for both illumination and fluorescence detection.
Particularly important is the emergence of soSPIM methods [81]. In this configura-
tion, microfabricated mirrored cavities are used for confining the biological sample
and to deflect the LS to the selected region into the specimen. This method has been
applied for 3D single-molecule-based SR imaging of whole cells or cell aggregates.
This approach is very convenient and relatively easy to implement, and provides
background-free 3D SR imaging deep inside the biological samples.

Stimulated emission depletion (STED) is a SR microscopy approach that is based on
scanning two superimposed light sources, one for fluorescence excitation and another
focused on a “doughnut shape” for fluorescence depletion, which together allow for a
superresolved spot on the sample to be imaged [198]. Following the same principle, a
superresolved LS can be generated. To extend the STED principle to LSFM, the
depletion beam is shaped to a double-sheet (TEM01 profile) that wraps around
the excitation LS in the focus of the objective plane [92]. In this manner, the fluo-
rescence emission in the axial direction can be confined to a plane thinner than the
diffraction-limited LS, enabling up to 1.5-fold resolution improvement in the axial
direction. Recently, a new technique called reversible switchable optical fluorescence
transitions (RESOLFT) LS was reported to fully exploit the STED SR capabilities,
achieving a 5–12-fold axial resolution improvement [199]. Basically, the use of
RESOLFT fluorescent proteins and STED illumination enables temporarily switching
off the fluorophores located above and below the focal plane for each scanning step,
producing images with improved axial resolution. Compared to STED-LS, this
method offers axial SR at reduced excitation power and thus the typical low-
photobleaching properties of standard LSFM are preserved. The advantages of
RESOLFT-LS have been applied for in vivo imaging for HeLa cells cytoskeleton
and HIV-1 assembly sites with minimal photodamage.

6.3c. Structured Illumination LS

A different method to achieve a lateral resolution that exceeds the classical diffraction
limit in a WFM is using spatially SI. In this method, the spatially structured excitation
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light encodes the high-resolution information of the object in the form of moiré fringes
[200]. Normally, several images taken by varying the illumination pattern parameters
are required to demodulate the intensity and extract the high-resolution information.
Using SI methods, the resolution can be pushed up to twice the diffraction-limited
value of the imaging lens. In addition, if SI is applied in multiple directions within
the same FOV, an isotropic PSF can be obtained. Apart from the resolution enhance-
ment properties, SI techniques can also be used for background rejection and contrast
enhancement of the captured widefield images [201].

When combined with LSFM, SI comes in handy for both contrast [8] and resolution
[202] improvement of the captured images. Contrast degradation in LSFM is related
mostly to light scattering in large samples or increased background noise in densely
labeled samples. In the first two demonstrations of SI for LSFM, SIM [8] and HiLo
[203], the SI was produced by intensity modulation of the laser light by using an
acousto-optic modulator in a DSLM configuration. The key difference between
the two is the method of demodulation. Whereas SIM demodulation is based on a
phase-stepping algorithm that requires at least three grid illumination images,
HiLo demodulation uses only two images sequentially acquired with uniform and
structured sheet illumination. For example, an optically sectioned image is then syn-
thesized by fusing high and low spatial frequency information from both images. By
using HiLo microscopy, hippocampal pyramidal neurons have been targeted with
eGFP in an optically cleared whole mouse brain. The two methods mentioned above
were devised mainly for contrast enhancement. Other SI approaches have been pro-
posed to increase the resolution instead. For example, ultrathin planar illumination
produced by scanning arrays of Bessel beams can be produced for SR SI microscopy
[9]. This has been demonstrated for recording rapid 3D dynamics beyond the diffrac-
tion limit in thick or densely fluorescent living specimens. In the same direction, SR
improvement in LSFMwas clearly illustrated, at least in one dimension, by Chen et al.
who reported LLSs as an alternative to perform 3D SI imaging on biological samples
[75]; also see Section 5.4f.

In practical terms, SI for resolution improvement requires the generation of at least
two LSs that add up coherently at the sample plane, creating the structured light field
required for encoding the high-frequency information of the object. Figure 28(a)
shows a structured LS that is generated by shaping the laser beam to create two
LSs propagating symmetrically toward the FOV center. This can be used to achieve
SR along one direction, but, if an isotropic resolution enhancement is needed, a more

Figure 28.

LSFM with structured illumination. (a) Example of LS fringe structure generation by
interference of two sheets, delimited by yellow and blue boundaries, which cross each
other at the center of the FOV. (b) Example of multi-objective structured LS gener-
ation [202]. In this case, two complementarily tilted counterpropagating LSs generate
a structured illumination pattern that can be rotated for isotropic SR. See text for
detailed information.
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sophisticated approach involving multiple excitation objectives should be imple-
mented. In the triSPIM approach, three identical objectives are used, positioned at
the corner of a cube following a dual iSPIM architecture [204]. This allows the
implementation of different SI LS variants, including standard and interfering lattice
LSs. For lateral isotropic resolution, two objectives generate the structured LS at the
three required directions, while the remaining one acts as a detection lens. By perform-
ing this SI methodology on the three possible sample planes, one per detection
objective, in combination with the multiview fusion technique of DiSPIM, a nearly
isotropic resolution would be obtained. Theoretically, in its best configuration,
triSPIM can achieve down to 120 nm lateral and 190 nm axial resolution, although
an experimental demonstration of these limits is still to be proven. Recently, another
three-objective approach has been proposed: the coherent SI LSFM [202]. In this case,
the arrangement of the objectives is coplanar, as opposed to the triSPIM where the
three objectives are orthogonal to each other. Here the structured LS is generated by
two counterpropagating LSs generated by two opposite objectives. The flexibility
given by the two excitation objectives is also exploited for structure rotation and thus
isotropic lateral SR. Figure 28(b) shows how the coherent structure is generated and
also the way this structure can be rotated at the sample plane. Note that in coherent SI
LSFM, the fringes are generated in the axis perpendicular to the beam propagation
direction, as opposed to the single-objective LS SI where the fringes are generated
along the axis bisecting the angle between the LSs; see Fig. 28(a). Coherent SI
LSFM offers lateral SR at the sub-100-nm level, which can be extended to the axial
direction if sample rotation and image fusion are used. This method has been used for
SR imaging of fluorescently-labelled subcellular compartments within live yeast.
In Table 4, a summary of the presented LS SR implementations is presented, along
with their main capabilities and limitations.

In conclusion, a LSFM is a very versatile instrument: many of the most advanced
microscopy techniques can readily be extrapolated and adapted to its decoupled illu-
mination–detection architecture. Particularly for techniques based on image process-
ing, LS provides an intrinsic boost in image quality and a SNR surplus that permits an
estimation of the biophysical parameters of interest with an optimum photon budget.

7. CONCLUSIONS

The intention in this paper is to give an optics perspective of the LSFM field. Thus, we
have started by providing a qualitative description of what LSFM is and how it works,
emphasizing the new degrees of freedom gained by uncoupling the excitation and
detection arms. Then, we have shown that, thanks to these new degrees of freedom,
many of the typical constraints present in other imaging techniques can be minimized
or overcome. We have then highlighted all the new enabling properties and their im-
pact in biomedical research. These include: low photodamage and phototoxicity, 3D
and fast imaging, isotropic resolution, large FOV, possibility for imaging of large
samples (cleared or not), compatibility with different excitation regimes (linear

Table 4. Summary of the LS Superresolution Methods

Method
Objectives NA

(det/exc)
Resolution

(Lateral/Axial) Notes

soSPIM 1.2/1.2 24 nm/74 nm An effective smaller NA is used for excitation.
For axial SR the astigmatic PSF method

was used [178,205].
RESOLFT-LS 0.8/0.3 304 nm/159 nm 0.2/9.2 improvement over conventional LSFM.
Lattice-LS 1.1/0.7 150 nm/280 nm Resolution improvement in only one direction.
triSPIM 0.8-0.8/0.8 120 nm/190 nm Numerical calculations. Nearly isotropic 3D resolution.
csiLSFM 1.0-1.0/1.0 100 nm/880 nm Transversal isotropic resolution.
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and nonlinear), and combination with other imaging techniques (including SR). This
only exemplifies the number of biomedical applications that can be addressed with LS
and its capability for opening up new venues of biomedical research.

Sections 2 and 3 have been written to be accessible to any scientist wishing to have a
first optical approach to the technique. In these sections, we give a glimpse of the
different contrast mechanisms and how they are exploited for LSFM purposes. In
addition, we set the optical conditions necessary to understand how a LSFM is opti-
cally designed. This can also be taken as the starting point for those wanting to design
a basic LSFM. For that, and taking into account the rapid expansion of LS techniques
and the myriad of applications, in an effort to cover most of the imaging situations, the
types of LSFM have been divided into three different cases. Again, from an optics
point of view, these take into account the possible size of the sample and, therefore, the
FOV to be imaged. These correspond to objects larger than (i) a few millimeters, for
ultrastructural studies of tissues and organs, (ii) several hundreds of micrometers,
having resolutions up to the cellular level, and (iii) several tens of micrometers, aiming
to obtain information of subcellular components.

Once the main basic optical concepts have been presented, Section 4 highlights the
different practical architectures commonly implemented by LSFM. This emphasizes
the versatility of implementation of the LSFM and how they can be adapted for the
study of many biological samples and conditions. This section also focuses on basic
image-processing approaches.

Considering the currently reported types of techniques to produce a LS, in
Section 5 we have presented a formal Fourier analysis in which several optical
parameters are systematically evaluated and quantified. Our analysis starts by cal-
culating the PSF of a LS generated by a cylindrical lens. This is used as a gold
standard and as a reference. Then we calculate the PSF and MTF of several DSLM
configurations in which Gaussian, Bessel (standard, truncated or forming a lattice),
and Airy beams are used. Our analysis also included linear and nonlinear regimes.
The performance of all the cases is evaluated in terms of the calculated MTF and
compared with the cylindrical lens case, with an indication of its pros and cons.

Finally, in Section 6 we have presented the different technical advances reported in
LSFM that have been motivated thanks to the extra degree of freedom offered. Thus,
as a result of having the collection and excitation arms decoupled, novel ways of using
technology, detection schemes, and image-processing strategies have been highlighted.
Altogether, these new implementations have taken imaging to new levels, offering a new
way to understand microscopy while offering the possibility, in a natural way, for
obtaining multispectral optical sectioning detection, faster volumetric imaging speeds,
and SR with minimum photodamage and phototoxicity, just to mention a few.

Here it is important to mention that LSFM is only an emerging technique and many
other efforts continue to take the best from a LSFM. Currently, further optimization
efforts have been focused on the design of an optimization algorithm able to address,
in an individual way, every possible control of illumination and detection, its focal
position and the LS propagation properties [181]. This will undoubtedly lead to a perfect
imaging instrument. Furthermore, other efforts are now directed at actively controlling
the light dose only in the right region of the specimen [104,206,207]. All of this will
result in a highly optimized light exposition in the sample. Finally, recent demonstra-
tions take advantage of the natural scattering properties that tissues present for generat-
ing LSs directly in the biological sample [208]. All these, including the new possibilities
given by the new degrees of freedom and its multiple configurations, will make LSFM
a powerful imaging technique with endless imaging possibilities.
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APPENDIX A

The following section will develop the integration to obtain Eq. (6) of the main text
from Eq. (3). This process provides details of the assumptions introduced and allows
the use of intermediate expressions for numerical calculations in the case of non-
analytic distributions.

As described in Eq. (3) of the main text, the probability of a two-photon absorption
process is given by

p � δ2pN0

Iν1
hν1

Iν2
hν2

›Iν1�Iν2 δ2pN0

�
I

hν

�
2

: (A1)

Assuming that the intensity of light is larger than the absorbers, the photon density
(Iν∕hν) becomes a function of a constant number of photons N , a surface distribution
depending on the 3D coordinates, and, in the case of a pulsed laser, a temporal
distribution as follows:

I�ρ;φ; z; t�
hν

� Nε�ρ;φ; z�ϑ�t�: (A2)

Therefore, the probability of photon absorption per volume unit and time is
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If we assume a pure Gaussian beam, the intensity distribution is described as follows:
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where σ is related to the beam waist w:
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Finally, if we assume the Gaussian approximation, the temporal pulse shape can be
described as
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The mean temporal response equals 1 Hz because the total amount of photons is
represented in N. Therefore, the mean value is the integral of ϑ divided by the period
(or multiplied by the frequency f ):
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where τ is the FWHM (pulse width) of the Gaussian function. If we want to integrate
the square of the temporal response, we get
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So integrating the square of the temporal response gives an absorption of photons
−dN per unit of volume:
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Finally, we can integrate the squared Gaussian surface ε providing the description of
the variation of absorption of photons along the propagation axis:
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The emitted TPEF fluorescence of such a beam takes into account the quantum effi-
ciency of emitter η1 and that to obtain one emitted photon, two absorbed photons are
needed [107]:
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Just to conclude, the total amount of emitted photons can be calculated by integrating z
along the whole axis, obtaining the same result as Ref. [107]:
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APPENDIX B

Table Containing the Characteristics of Some Representative Cameras used for
Fluorescence Imaging from Different Manufacturers.

Name Type of Sensor Number of Pixels Pixel Size QE Speed (FPS) Shutter

Photometrics -HQ2 CCD 1392 × 1040 6.45 μm 0.62 11 Global
Hamamatsu Flash 4.0 sCMOS 2048 × 2048 6.5 μm 0.8 100 Rolling
pco.edge 5.5 sCMOS 2560 × 2160 6.5 μm 0.6 100 G&R
Andor Zyla sCMOS 2560 × 2160 6.5 μm 0.58 100 Global
Andor -iXon3 885 EMCCD 1004 × 1002 8 μm 0.65 31 Global
PhotometricsEvolve 512-Delta EMCCD 512 × 512 16 μm 0.98 62.5 Global
Hamamatsu Orca ImagEM-1K EMCCD 1024 × 1024 13 μm 0.93 9.5 Global
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