
Noname manuscript No.
(will be inserted by the editor)

eXtended Hybridizable Discontinuous Galerkin with
Heaviside enrichment for heat bimaterial problems

Ceren Gürkan · Martin Kronbichler · Sonia
Fernández-Méndez

Received: date / Accepted: date

Abstract A novel strategy for the Hybridizable Discontinuous Galerkin (HDG) solution of
heat bimaterial problems is proposed. It is based on eXtended Finite Element philosophy,
together with a level set description of interfaces. Heaviside enrichment on cut elements
and cut faces is used to represent discontinuities across the interface. A suitable weak form
for the HDG local problem on cut elements is derived, accounting for the discontinuous
enriched approximation, and weakly imposing continuity orjump conditions over the ma-
terial interface. The computational mesh is not required tofit the interface, simplifying and
reducing the cost of mesh generation and, in particular, avoiding continuous remeshing for
evolving interfaces. Numerical experiments demonstrate that X-HDG keeps the accuracy of
standard HDG methods in terms of optimal convergence and superconvergence.

Keywords interface· bimaterial· Hybridizable Discontinuous Galerkin (HDG)· high-
order· level-sets· X-FEM · X-HDG

1 Introduction

Hybridizable discontinuous Galerkin (HDG) methods [4,5] are a family of discontinuous
Galerkin (DG) methods that have proved their efficiency not only in the field of computa-
tional fluid dynamics [6,22,23], but also in the context of elliptic and wave problems [13,17,
19,26]. In addition to the advantages of most DG methods [3,16,21,24] — such as intrinsic
stabilization thanks to numerical fluxes or suitability forcode vectorization, parallel com-
putation and adaptivity— the hybridization process in HDG allows for a reduction in the
number of degrees of freedom in the final linear system, similarly to static condensation in
the context of high-order continuous finite elements, see for instance [13]. In particular, for
a Laplace equation the globally coupled unknowns reduce to the approximation of the trace
of the solution at the mesh skeleton, i.e., the sides (or faces in 3D) of the mesh. Moreover,
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convergence of orderk + 1 in theL2 norm is proved not only for the primal unknown, but
also for its derivative [4,7]. Therefore, a simple element-by-element postprocessing leads to
a superconvergent approximation of the primal variables, with convergence of orderk + 2
in theL2 norm.

HDG has also shown its suitability for the solution of bimaterial problems. In [18,25]
HDG is applied to the solution of bimaterial Stokes and Poisson problems. However, in
these algorithms the mesh needs to be adapted to properly fit the interface geometry, re-
quiring continuous remeshing in the case of evolving interfaces. In [8] an HDG method for
unfitted meshes is proposed, based on the definition of ansatzfunctions that are defined in the
whole computational domain and represent the discontinuities over the interface. However,
convergence is proved only for linear and quadratic approximation, and numerical examples
show that higher order convergence may not be reached in general.

An alternative strategy for the solution of bimaterial problems, based on HDG together
with eXtended Finite Element (X-FEM, see [2,9,11]) philosophy, is proposed here: the
eXtended Hybridizable Discontinuous Galerkin (X-HDG) method. X-HDG was first intro-
duced in [14] for the solution of problems with voids, and it is further developed here for
the solution of bimaterial interface problems by introducing an enriched approximation for
elements and faces cut by the interface in order to representdiscontinuities across the inter-
face as usual in X-FEM methods for bimaterial problems. A level set function is used for the
geometrical representation of interfaces which allows fora computational mesh not fitted to
the interface.

In the context of X-FEM, Heaviside enrichment is the usual choice to represent strong
discontinuities along interfaces, i.e., discontinuitiesin the primal unknown. In the case of
weak discontinuities (i.e., the unknown is continuous witha discontinuous derivative) sev-
eral options have been proposed in the context of high-ordercontinuous finite element ap-
proximations. On the one hand, several authors propose modified or corrected ridge en-
richment functions that lead to approximations with a weak discontinuity on the interface,
see for instance [2,9,10]. However, these approximations may not reach high-order conver-
gence rates. On the other hand, Heaviside enrichment combined with a proper weak form is
considered in [20], ensuring high-order convergence rates.

In the context of high-order DG methods, a Heaviside enrichment is the natural choice
for both kinds of discontinuities. The Heaviside enrichment introduces a strong discontinu-
ity on the interface that can be treated with the same strategies as the element-by-element
discontinuities of the approximation. In X-HDG, Heavisideenrichment is applied to both
cut elements and cut faces.

Following HDG philosophy, a trace variable is defined on the mesh skeleton (the union
of the faces of the elements) that allows stating the so-called local problem in every element.
The local problem expresses the solution in every element interms of the trace variable. For
elements not cut by the interface, the solution of the local problem is the standard HDG
local solver. For elements cut by the interface, a modified local problem is derived, which
accounts for the discontinuous enriched approximation inside the element, and for the conti-
nuity or jump conditions over the interface. A new trace variable is introduced representing
the trace of the solution on the interface, which is isolatedafterwards using the interface
conditions. The resulting modified local solver for cut elements has the same structure as
for standard elements—the solution at the element is expressed exclusively in terms of the
trace variable on the mesh skeleton—but with modified matrices, in order to account for
the enriched approximation and the interface conditions inthe element. The problem is then
closed with the so-called conservativity conditions that,after replacement of local solvers,
lead to the global problem: a system of equations involving only the trace variable on the
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mesh skeleton. Given the trace, the local problem can be usedto compute the solution in-
side the elements in a second step. Then, as in standard HDG, an X-HDG superconvergent
solution can be computed through an element-by-element postprocessing algorithm that is
properly modified for cut elements to take the discontinuities into account. In all compu-
tations, the robust and efficient methodology proposed in [14] is considered for numerical
integration in cut elements and on cut faces. Is it based on a polynomial parametrization
of the interface in each element with the same degree as the finite element approximation,
ensuring high-order convergence rates.

X-HDG inherits the advantages of X-FEM methods, i.e., the computational mesh is
not required to fit the interface, simplifying and reducing the cost of mesh generation and,
in particular, avoiding continuous remeshing for evolvinginterfaces. At the same time, the
computational efficiency, stability, accuracy and optimalconvergence and superconvergence
of HDG is retained.

The X-HDG formulation for bimaterial problems is presentedin Section 2, introducing
the enriched approximation, recalling the HDG weak form of the global problem and for
uncut elements, and proposing a modified local problem for cut elements. For the sake of
simplicity, the formulation is detailed for a bimaterial problem, but the extension to mul-
timaterial problems is straightforward. The ability of X-HDG to handle elements that are
split by the interface into more than two regions is discussed in section 2.4. X-HDG allows
considering different enrichment functions in each element in a natural way, which is not
straightforward for X-FEM based on continuous approximations.

Numerical examples in section 3 demonstrate the applicability of the method, and how
X-HDG keeps the accuracy, optimal convergence, and superconvergence of HDG for the
solution of bimaterial interface problems.

2 X-HDG formulation with Heaviside enrichment for bimateri al problems

Let Ω ⊂ R
d be a bounded domain divided in two disjoint subdomains

Ω = Ω1 ∪Ω2, Ω1 ∩ Ω2 = ∅

with an interface
I = Ω1 ∩Ω2.

The following bimaterial problem is considered,

−∇ · (ν∇u) = f in Ω1 ∪ Ω2,

JunK = 0 onI,

Jνn ·∇uK = 0 onI,
u = uD onΓD,

−νn ·∇u = gN onΓN ,

(1)

whereu is the solution,ν is a material coefficient with discontinuous definition across the
interface (that is,ν = νi in Ωi for i = 1,2), f is a given source term,uD are prescribed
values on the Dirichlet boundaryΓN , andgN is a prescribed flux on the Neumann boundary
ΓN , with ΓD∪ΓN = ∂Ω. Thejump J·K operator is defined at an interface (material interface
or, later, faces between elements), using values from the domains to the left and right of the
interface,

J⊚K = ⊚L +⊚R, (2)
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always involving the normal vector. That is, for instance, at the material interfaceI between
the subdomainsΩ1 andΩ2, the jump of a vectorw is Jw · nK := w1 · n1 + w2 · n2 =
(w1−w2) ·n1, whereni is the normal vector exterior toΩi, andwi denotes the restriction
of w to Ωi.

The domainΩ is now assumed to be covered by a finite element mesh withnel disjoint
elementsKi, such that

Ω =
nel⋃

i=1

Ki, Ki ∩Kj = ∅ for i 6= j.

The union of allnfc facesΓi (sides in 2D) is denoted as

Γ :=
nel⋃

i=1

∂Ki =
nfc⋃

f=1

Γf .

In the discontinuous setting, equation (1) is expressed as afirst order system with some
equations local to the elements and some global equations. The local element-by-element
problems correspond to the statement of the PDE in (1) in eachelementKi subject to Dirich-
let boundary conditions, that is,

∇ · q = f in Ki

q + ν∇u = 0 in Ki

u = û on∂Ki




 if I ∩Ki = ∅, (3a)

∇ · q = f in Ki\I

q + ν∇u = 0 in Ki\I
JunK = 0 onI ∩Ki

Jq · nK = 0 onI ∩Ki

u = û on∂Ki





if I ∩Ki 6= ∅, (3b)

for i = 1, . . . ,nel. Two new variables are introduced:q corresponding to the flux ofu, split-
ting the PDE into two first order PDEs, and̂u corresponding to the trace ofu at the mesh
facesΓ . The tracêu is a single valued variable on each face, with the same value when seen
from both sides of an interior face. Figure 1 shows an exampleof an HDG computational
mesh, with elemental nodes and trace nodes. The local problems have been particularized

Fig. 1 Example of a third degree HDG discretization. Nodal approximation at elements (gray nodes) foru
andq, and nodal approximation at sides (black nodes) for the trace û. Some elements and sides are cut by the
interface.

for elements cut by the interior boundary (3b), including the interface conditions, and for
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standard elements (3a). Given the traceû, the local problems (3) can be solved in each ele-
ment to determine the solutionu and the fluxq. Thus, the problem now reduces to determine
the tracêu. This is done by imposing the so-calledconservativity conditions (also known as
global equations), that is, the continuity of the flux across element boundaries

Jq · nK = 0 onΓ\∂Ω, (4)

and the boundary conditions, equivalent to the respective conditions in (1),

û = P2(uD) onΓD, q · n = gN onΓN , (5)

whereP2(uD) is theL2 projection of the datauD on the approximation space on the faces,
i.e., a least-squares fitting.

It is important noting that the continuity of the solutionu acrossΓ is imposed by the
Dirichlet boundary condition in the local problems (3) and the fact that̂u is single valued on
Γ .

The discretization of the conservativity condition (4) andthe local problems (3), with the
boundary conditions (5), leads to the complete X-HDG formulation. The following discrete
spaces for elemental variables,u andq, and for the trace variable,̂u, are considered

Vh :=
{
v ∈ L2(Ω) : v|Ki

∈ Pk(Ki) if Ki ∩ I = ∅,

v|Ki
∈ Pk(Ki)⊕HPk(Ki) if Ki ∩ I 6= ∅

}
,

Λh :=
{
v̂ ∈ L2(Γ ) : v̂|Γi

∈ Pk(Γi) if Γi ∩ I = ∅,
v̂|Γi

∈ Pk(Γi)⊕HPk(Γi) if Γi ∩ I 6= ∅
}
,

(6)

wherePk denotes the space of polynomials of degree less or equal tok. H is a Heaviside
function enriching the approximation in cut elements and oncut faces, which can be defined,
for instance, as

H =

{
1 in Ω1

−1 in Ω2

to introduce discontinuities across the interfaceI.

Remark 1 In X-HDG the approximation space is enriched with a Heaviside function and,
therefore, the approximations are discontinuous across the interface for both the solutionu
and the fluxq. This is a natural choice for enriching the fluxq, whose tangential compo-
nent is discontinuous across the interface. For the solution u, even though it is continuous,
X-HDG considers a discontinuous approximation to keep the discontinuous setting of HDG
also across the interface. Continuity of the solutionu and the normal fluxq ·n across the in-
terface is imposed weakly, as usually done across interior faces in HDG. In fact, the X-HDG
method proposed here is formally equivalent to a standard HDG method applied on a cut
mesh combining triangular and quadrilateral elements withaPk polynomial approximation
(i.e., a completek-th degree polynomial basis also for quadrilaterals), but organized and
implemented in an alternative way to keep the original triangular computational mesh and
the original unknown structure, as usual in X-FEM methods. Thus, X-HDG keeps the su-
perconvergence and stability properties of standard HDG, but in accordance with an X-FEM
philosophy.

Remark 2 For the sake of simplicity, all derivations in this section assume that elements are
split into two regions only, which corresponds to the usual situation. Thus, one Heaviside
enrichment is considered, see (6). However, with high-order approximations more compli-
cated situations, dividing elements or faces into more regions, may appear, see section 2.4
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and the numerical example in section 3.5. In such a case, an enrichment with multiple Heav-
iside functions is proposed in section 2.4 to ensure an independent approximation in each
region of the element or face.

Remark 3 The description of the interface can be done with a level set function as usual in
X-FEM methods, see for instance [14]. The level set functionis given by its nodal values
on the computational mesh using anr-th degree approximation. In most numerical tests a
k-th degree level set function is used for the X-HDG solution and an additional level set
function with polynomial degreek+1 is used for the postprocessed solution. Nevertheless,
for examples with evolving interfaces and more involved interface geometries an accurate
representation of the interface is crucial to keep the X-HDGaccuracy, see the kidney-shaped
interface example in section 3.4. According to the analysisfor standard HDG with meshes
fitted to the interface in [18], a level set function with degreer = 2k + 1 ensures optimal
convergence of X-HDG in the more general situation.

The next sections present the details of the X-HDG formulation, stating the discretiza-
tion of the local problems for standard and cut elements and the discretization of the conser-
vativity condition. The local problem at elements not cut bythe interface (3a) and the global
problem (4) are discretized as usual in HDG [5,4] and recalled in sections 2.1 and 2.3. The
discretization of the local problem for cut elements (3b) isdeveloped in section 2.2.

To simplify the presentation, in an abuse of notation, the same notation is used for the
numerical approximation, belonging to the finite dimensional spaces (6), and the exact so-
lution, that isu, q andû.

2.1 Local problem for standard elements

This section recalls the standard HDG local problem on an elementKi not cut by the inter-
face. It corresponds to the discretization of (3a), that is:given û ∈ Λh, find u ∈ Pk(Ki),
q ∈ [Pk(Ki)]

d such that
∫

Ki

v∇ · q dV +

∫

∂Ki

τν v(u− û) dS =

∫

Ki

vf dV ∀v ∈ Pk(Ki)

∫

Ki

1

ν
q ·w dV −

∫

Ki

u∇ ·w dV +

∫

∂Ki

ûw · n dS = 0 ∀w ∈ [Pk(Ki)]
d.

(7)

The first equation in (7) can be derived from the first equationin (3a) by applying inte-
gration by parts, replacing the flux by the numerical flux

q̂ := q + τν(u− û)n, (8)

and undoing the integration by parts. The second equation isobtained from the weak form
of the second equation in (3a), applying integration by parts and replacing the boundary
conditionu = û on the element boundary.

Remark 4 The parameterτ in the definition of the numerical flux (8) is a non-negative
stabilization parameter usually taken of orderO(1). For each element, it may be taken as a
positive constant on all faces, or positive on one arbitraryface and zero at the rest (single
face). Both options lead to stable and optimally convergentsolutions, with superconvergent
postprocessed solutions. See for instance [12,4] for details on the influence of this parameter
on the solution behavior.
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The discretization of the local problem (7) leads to a systemof equations of the form

A
Ki

uuu
i +A

Ki

uq q
i +A

Ki

uûΛ
i = f

Ki

u ,

A
Ki

qu ui +A
Ki

qq qi +A
Ki

qûΛ
i = 0,

(9)

whereui andqi are the vectors of nodal values ofu andq in elementKi. The vectorΛi is
the vector of nodal values of̂u on then faces of the element (n = 3 for triangles andn = 4
for tetrahedra),

Λ
i :=




ûFi1

...
ûFin


 , (10)

whereûf denotes the nodal values ofû on faceΓf , andFij is the number of thej-th face of
elementKi. Note that the subindices in the matricesA refer to the space for the weighting
function and the admissible solution, respectively.

System (9) can be solved forui andqi in each element, obtaining the so-calledlocal
solver in the elementKi,

u
i = U

KiΛ
i + f

Ki

U , q
i = Q

KiΛ
i + f

Ki

Q , (11)

with the following matrices and vectors

[
UKi

QKi

]
= −A

−1



A

Ki

uû

A
Ki

qû


 ,



f
Ki

U

f
Ki

Q


 = A

−1

[
f
Ki

u

0

]
, (12)

A =

[
A

Ki

uu A
Ki

uq

A
Ki

qu A
Ki

qq

]
.

In other words, the values of the solutionui andqi on elementi can be explicitly expressed
in terms of the trace on its faces,Λi.

2.2 Local problem for cut elements

The X-HDG local problem on an elementKi cut by the interface corresponds to the dis-
cretization of (3b), that is: given̂u ∈ Λh, find u ∈ Pk(Ki) ⊕ HPk(Ki), q ∈ [Pk(Ki) ⊕
HPk(Ki)]

d andũi ∈ Pk(Ii) such that

∫

Ki

v∇ · q dV +

∫

∂Ki

τν v(u− û) dS + 2

∫

Ii

τ{νv(u− ũ
i)} dS =

∫

Ki

vf dV

∫

Ki

1

ν
q ·w dV −

∫

Ki

u∇ ·w dV +

∫

∂Ki

ûw · n dS +

∫

Ii

ũ
iJw · nK dS = 0

(13)

for all v ∈ Pk(Ki)⊕HPk(Ki) andw ∈ [Pk(Ki)⊕HPk(Ki)]
d, and

∫

Ii

ṽJq · nK dS + 2τ

∫

Ii

ṽ
(
{νu} − {ν}ũi

)
dS = 0 ∀ṽ ∈ Pk(Ii). (14)
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Note that the jump inν, v andu acrossIi := Ki ∩ I is taken into account by jump and
mean operations. The mean operator{·} is defined as taking values from the left and right
domains sharing the interface, in this case

{⊚} =
1

2
(⊚1 +⊚2) . (15)

A new trace variablẽui ∈ Pk(Ii) is introduced in the local equations (13), which approxi-
mates the trace of the solution on the interfaceIi. With the new trace variablẽui, the local
equations (13) can be derived following the standard HDG procedure for each one of the
domains,Ki ∩ Ω1 andKi ∩ Ω2, and summing the obtained weak forms. Compared to the
weak form for standard elements (7), the local equations fora cut element (13) have two
additional terms corresponding to integrals along the interfaceIi. They involve the new
trace variablẽui and take the discontinuous nature of the approximation space into account.
These new terms weakly impose the conditionu = ũi on Ii, ensuring weak continuity of
u across the interface. The local problem is closed with (14),that is, the weak form of the
conservativity condition across the interface,Jq̂ · nK = 0 on Ii, considering the numerical
flux defined in (8), i.e.,̂q · n = q · n+ τ(u− ũi).

Remark 5 The aproximation spacePk(Ii) is represented by a one-dimensional polynomial
nodal basis of degreek on the 1D reference element(−1,1), which is mapped to a nodal
basis on an approximation of the interfaceIi. The mapping is done with anr-th degree
parametrization given byr + 1 points on the interface. Ther-th degree parametrization of
the interface is also used for the definition of numerical quadrature schemes within the cut
element, accounting for the discontinuous nature of the approximation across the interface,
see [2,14] for details, and an example with degreer = 3 of the level set function in Fig-
ure 2. With the proposed approach, the integrals on both sides of the interface are computed
separately.

!"q

#

 

Fig. 2 Representation of the X-HDG discretization in an element cut by the interface (left): the elemental
variablesu and q are depicted by gray nodes, the trace variableû by black nodes, and the trace on the
interfaceũi by circles. Representation of the reference element for an element cut by the interface (right):
interface representation and numerical quadrature with cubic parametrization of the interface. The color of
the nodes indicates the sign of the level set function defining the interface. Crosses are exemplary integration
points.

The discretization of the local equations (13) leads to a system of equations of the form
[
A

Ki

uu +A
Ii

uu

]
ui +A

Ki

uq q
i +A

Ki

uûΛ
i +A

Ii

uũi ũ
i = f

Ki

u

A
Ki

qu ui +A
Ki

qq qi +A
Ki

qûΛi +A
Ii

qũi ũ
i = 0

, (16)
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similar to the system for standard elements (9), but with three new matrices corresponding
to integrals on the interfaceIi (marked with the superindexIi), and the nodal values for the
new trace variable,̃ui.

On other hand, the discretization of the conservativity condition (14) leads to a discrete
equation of the form

A
Ii

ũiuu
i +A

Ii

ũiqq
i +A

Ii

ũiũi ũ
i = 0,

which allows expressing the new trace valuesũi in terms of the elemental values

ũ
i = T

i
uu

i +T
i
qq

i (17)

with Ti
u = −[AIi

ũiũi
]−1A

Ii

ũiu
,Ti

q = −[AIi

ũiũi
]−1A

Ii

ũiq
. This expression corresponds to a

Schur complement for eliminating the trace solutionũi. This elimination of a trace variable
ũi in favor of the local variables,u andq, is logically the opposite elimination as the one
expressed by the local solver. Substitutingũi in (16) by (17) leads to the final discrete local
problem

[
A

Ki

uu +A
Ii

uu +A
Ii

uũi
Ti

u

]
ui +

[
A

Ki

uq +A
Ii

uũi
Ti

q

]
qi +A

Ki

uûΛ
i = f

Ki

u
[
A

Ki

qu +A
Ii

qũi
Ti

u

]
ui +

[
A

Ki

qq +A
Ii

qũi
Ti

q

]
qi +A

Ki

qûΛi = 0.
(18)

Now, system (18) can be solved forui andqi, obtaining thelocal solver in the cut element
Ki, i.e., equation (11) with (12) and

A =





[
A

Ki

uu +A
Ii

uu +A
Ii

uũi
Ti

u

] [
A

Ki

uq +A
Ii

uũi
Ti

q

]

[
A

Ki

qu +A
Ii

qũi
Ti

u

] [
A

Ki

qq +A
Ii

qũi
Ti

q

]



 .

The structure of the local solver is exactly the same as for non-cut elements (11), thanks
to the fact that the internal trace variableũi has been expressed in terms of the local vari-
ables. Note, however, that the size of the matrices involvedin the local solver is different for
a standard element and for a cut element due to the enriched approximation. In the simplest
case (see Remark 2), there are twice as many degrees of freedom for cut elements and faces.

Remark 6 The extension of the formulation to other conditions on the interface is straight-
forward. As an example, consider a problem with non-homogeneous conditions on the inter-
face,u2 − u1 = α andJ−νn ·∇uK = g onIi, whereui denotes the restriction of function
u to Ωi. Then, defining̃ui as the trace ofu1 (i.e.,u1 = ũi onIi), we haveu2 = ũi + α on
Ii, and therefore, new terms

∫
Ii

τν2v2α and−
∫
Ii

αw2 ·n2 appear in the right hand side of
the first and second equation in (13), respectively, and the right hand side of (14) becomes∫
Ii

ṽg dS +
∫
Ii

τν2ṽα dS.

2.3 Global problem

The local problem, both in a standard element or in a cut element, leads to the local solver
(11) that expresses the solution in the element,u andq, in terms of the trace values at its
boundary,û. Thus, the problem is reduced to determine the trace nodal values {ûf}nfcf=1
on the mesh skeletonΓ . For this purpose the so-calledglobal problem is stated, which
corresponds to the discretization of the conservativity condition onΓ (4), with the boundary
conditions (5), replacingq by the numerical flux (8).
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The weak form for the global problem is: find̂u ∈ Λh such that̂u = P2(uD) onΓD and

∫

Γ
v̂Jq · nK dS + 2τ

∫

Γ
v̂ ({νu} − {ν}û) dS =

∫

ΓN

v̂gN dS, (19)

for all v̂ ∈ Λh with v̂ = 0 on ΓD . In this weak form the definitions of the jump (2) and
mean (15) operators are extended for exterior faces, here onthe Neumann boundaryΓN ,
considering only the value from the unique element containing the face; that isJ⊚K = ⊚

and{⊚} = 1
2⊚ onΓN ⊂ Γ .

Remark 7 The Dirichlet boundary conditions of (5) could alternatively have been imple-
mented by setting the nodal values forû on the faces on the Dirichlet boundary by interpo-
lation. However, anL2 projection of the prescribed values has to be considered to ensure a
superconvergence ofu∗, see Remark 9. Otherwise, the average

∫
Ki

u dV may not converge
with orderk + 2, andu∗ may not reach the full rate of convergencek + 2.

As usual in HDG, the discretization of (19) for every faceΓf leads to an equation of the
form

A
f,L
ûu u

L(f) +A
f,L
ûq q

L(f) + A
f,R
ûu u

R(f)(f) +A
f,R
ûq q

R(f) + A
f
ûûû

f = g
f
. (20)

Inserting the expressions of the local solver (11) for the elementsKL(f) andKR(f)

in (20) for every faceΓf leads to a system of equations involving only the trace variables
{ûf }nfcf=1.

As usual in an HDG code, the implementation of the method involves a loop over ele-
ments. For each element, the matrices and vectors for the local solver (11) are computed,
and the contribution to the equation (20) is assembled for each face of the element. Once
the system is assembled for all elements and Dirichlet boundary conditions are imposed ac-
cording to Remark 7, the system can be solved. Then, given thetrace variables{ûf}nfcf=1,

the solution,ui andqi, can be computed for each element using (11).
It is important noting that X-HDG keeps the structure of a standard HDG code. The main

differences are: (i) the modified local problem for cut elements (16), and the corresponding
matrices in the local solver, (ii) the modified numerical integration in cut elements and on
cut faces, (iii) the increased number of degrees of freedom for the enriched approximation
in cut elements and on cut faces, which has to be taken into account also for the assembly
of the matrices involving cut faces.

Remark 8 Compared to standard HDG, the size of the system of equationsto be solved
for X-HDG is larger because the number of degrees of freedom for cut faces doubles as
compared to a standard case (in the simplest case, see Remark2). However, in practical
applications cut faces are usually a small portion of the whole set of faces.

Remark 9 Similarly to standard HDG, a second element-by-element postprocessing can be
done to compute an X-HDG superconvergent solution. For a standard element,Ki ∩ I = ∅,
the superconvergent approximation is computed as in standard HDG: findu∗ ∈ Pk+1(Ki)
such that ∫

Ki

ν∇u
∗ ·∇v dV = −

∫

Ki

q ·∇v dV ∀v ∈ Pk+1(Ki),
∫

Ki

u
∗
dV =

∫

Ki

u dV .



X-HDG for bimaterial problems 11

For an element cut by the interface,Ki ∩ I 6= ∅, the superconvergent approximation is
computed findingu∗ ∈ Pk+1(Ki)⊕HPk+1(Ki) such that

∫

Ki

ν∇u
∗ ·∇v dV = −

∫

Ki

q ·∇v dV ∀v ∈ Pk+1(Ki)⊕HPk+1(Ki),
∫

Ki

u
∗
dV =

∫

Ki

u dV and
∫

Ki

Hu
∗
dV =

∫

Ki

HudV .

The solution of this element-by-element computation,u∗, converges with orderk + 2 in
theL2 norm. See [4,7] for details and other possible computationsof a superconvergent
solution.

2.4 Cut element split into more than two regions

As mentioned in Remark 2, in the most general situation some elements and faces may be
split by the interface into more than two regions, requiringan enrichment with several Heav-
iside functions. For instance, for a triangle split into three regions, as shown in Figure 3, an

I

I

u
 

u
 

Fig. 3 Triangle split by the interface into 3 regions, with two elemental interfacesI1
i

andI2
i

, with corre-
sponding auxiliary trace variables̃ui

1 andũi

2. The approximation is enriched with two Heaviside functions.

approximation with two Heaviside functions should be considered to properly represent the
discontinuity. The local problem in this case is: findu ∈ Pk(Ki)⊕H1Pk(Ki)⊕H2Pk(Ki),
q ∈ [Pk(Ki)⊕H1Pk(Ki)⊕H2Pk(Ki)]

d such that

∫

Ki

v∇ · q dV +

∫

∂Ki

τν v(u− û) dS

+ 2

∫

I
1

i

τ{νv(u− ũ
i
1)}dS + 2

∫

I
2

i

τ{νv(u− ũ
i
2)} dS =

∫

Ki

vf dV

∫

Ki

1

ν
q·w dV −

∫

Ki

u∇·w dV +

∫

∂Ki

ûw·n dS+

∫

I
1

i

ũ
i
1Jw·nK dS+

∫

I
2

i

ũ
i
2Jw·nK dS = 0

for all v ∈ Pk(Ki)⊕H1Pk(Ki)⊕H2Pk(Ki) andw ∈ [Pk(Ki)⊕H1Pk(Ki)⊕H2Pk(Ki)]
d,

whereI1
i andI2

i are the interfaces splitting the element into three regions, H1 andH2 are
Heaviside functions to represent the discontinuities on both interfaces, and̃ui1 and ũi2 are
new trace variables approximating the trace of the solutiononI1

i andI2
i , respectively. Fol-

lowing the rationale in section 2.2, the trace variablesũi1 andũi2 are expressed in terms ofu
andq using the weak form of the conservativity condition (14) on each interface. Inserting
them into the local problem again leads to a local solver withthe same structure as (11),
expressingu andq in terms of the global trace variablêu.
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Obviously, at faces that are split by the interface into morethan two regions, an enrich-
ment with several Heaviside functions must also be considered for û. A numerical example
showing the performance of X-HDG when some elements are cut twice by the interface can
be found in section 3.5.

We note that in a DG framework the use of different enrichmentfunctions in neighbor-
ing elements does not imply any difficulty. In X-HDG the continuity between elements is
imposed in a weak form, giving total freedom for a decoupled definition of the approxima-
tion space in every element. This is not the case in the context of continuous finite elements.
In X-FEM, the usual practice is considering a unique definition of the level set functions in
the whole domain, to ensure continuity of the approximationin a simple way. For illustra-
tion purposes, Figure 4 shows a discretization example with2 triangles cut by an interface,
for a continuous approximation (left) and an HDG approximation (right). In this situation,
the X-HDG discretization considers two Heaviside functions for enrichment in elementK1

and the cut side, and one Heaviside function for enrichment in elementK2. Continuity is
imposed weakly by the X-HDG formulation in a natural and straight-forward way. However,
a standard X-FEM approximation would consider a unique Heaviside function associated to
the interface in both elements, in order to keep the continuity of the approximation on the
side shared by the triangles. This is because in X-FEM all nodes have to be enriched with the
same enrichment function. This would lead to an artificial link between the solution in the
the two separated regions inK1, with the consequent decrease of accuracy. An alternative

!
"#

!
$#

!
"#

!
$#

Fig. 4 Representation of 2 triangles cut by one interface for X-FEM(continuous) and X-HDG. Element
K1 is split by the interface into 3 regions. The X-HDG discretization considers 2 Heaviside functions for
enrichment in elementK1 and the cut side, and 1 Heaviside in elementK2.

in the context of continuous finite element is the so-called Virtual Node Algorithm (VNA)
[1], which is based on a suitable duplication of nodes and elements, instead of the classical
enrichment. However, the implementation of the VNA for complicated interfaces, as the one
depicted in Figure 4, may be cumbersome.

3 Numerical examples

The performance of novel X-HDG method is tested by several numerical examples in this
section. Both straight and curved interfaces with discontinuous or continuous solutions
across the interface are considered. For verification of theresults obtained with X-HDG,
results are compared against a standard HDG setting where the computational mesh fits the
interface. An example with cut elements that are split by theinterface into more than two
regions is also considered, demonstrating the capability of X-HDG to handle this kind of
situations. Finally the applicability of X-HDG to problemswith moving interfaces, avoiding
continuous remeshing to fit the interface, is shown with a numerical test.
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3.1 Straight interface with zero jump conditions

In this first test case, the Poisson equation (1) is solved over a square domainΩ = (−1,1)2

with a straight interfaceI at x = 0.2031. The material parameterν is defined asν1 = 1
in Ω1 andν2 = 2.5 in Ω2. In Figure 5, the linear interfaceI separating the two material
domains can be seen for both the X-HDG and the HDG settings. For X-HDG the interface
is represented by the level set functionϕ(x, y) = x − 0.2031, and it is not fitted to the
computational mesh. Elements cut by the interface are depicted in light gray. On other hand,
for HDG the interface needs to coincide with element boundaries of the computational mesh.
Note that generating a computational mesh fitting the interface is simple in this example,
but may be cumbersome and costly for irregularly shaped curved interfaces, specially for
evolving interfaces.

−1 −0.5 0 0.5 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

2

Fig. 5 Linear interface with zero jump conditions: computationalmesh for X-HDG and for standard HDG
after two mesh refinements. On the left, the X-HDG mesh not adapted to the linear interface boundaryI
which shown in black. Elements in white are standard elements in domain one whereas elements in dark gray
are standard elements in domain two. Elements cut by the interfaceI are shown in light gray shade. On the
right, HDG mesh fitting to the linear interface is shown. Elements in domain one are shown in white whereas
elements in domain two are shown in dark gray.
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Fig. 6 Linear interface with zero jump conditions: convergence history of X-HDG and HDG with solid line
for the solutionu (Pk) and dashed line for the postprocessed superconvergentsolutionu∗ (Pk postp). Slopes
for each segment are shown.
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The source term and Dirichlet boundary conditions are set such that the analytical solu-
tion is

u(x) =

{
5x5 in Ω1,

2x5 +A in Ω2,

with A = 3(0.2031)5. Zero jump conditions across the interface are imposed.
Figure 6 shows the convergence of X-HDG and HDG for the bimaterial problem with

straight interface. Starting with an initial mesh using four elements per coordinate direction,
four mesh refinement steps are considered—each refinement doubling the number of ele-
ments per direction—both for X-HDG and HDG. The meshes for HDG do not have uniform
mesh size in order to fit the interface. The characteristic mesh size in the convergence plots
is the mesh size of the uniform mesh with the same number of elements. The approximation
degree is varied fromk = 1 to k = 4. The results confirm that the X-HDG strategy retains
the convergence rates and accuracy of standard HDG without the need of mesh adaptation to
the interface. Optimal convergence of orderk+1 for u, andk+2 for the postprocessed su-
perconvergent solutionu∗, is observed, with a slight effect of rounding errors in the solution
with the finer mesh and degreek = 4.

3.2 Straight interface with non-zero jump conditions

As a second example, X-HDG is tested with a discontinuous solution over the interface,
seeRemark 6. The domain is againΩ = (0,1)2, the level set function describing the in-
terface isϕ(x, y) = x − 0.4, the viscosity parameter is set toν = 1 in the entire domain,
and homogeneous Dirichlet boundary conditions are imposedon the boundary. The jump
conditions

u2 − u1 = 1, Jn ·∇uK = 0 onI,

are imposed on the interface, and the source term is chosen such that the analytical solution
reads

u(x) =

{
sin(πx) sin(πy) in Ω1,

sin(πx) sin(πy) + 1 in Ω2.

Figure 7 shows the coarsest mesh used in our X-HDG calculations as well as the an-
alytical solution. The mesh is refined three times—doublingthe number of elements per
direction in each refinement—with varying polynomial degrees betweenk = 2 andk = 4
for the convergence studies presented in Figure 8. Again, the results are compared against a
conventional HDG setting where the interface is fitted by thecomputational mesh.

Figure 8 clearly shows that X-HDG performs equally well as the standard HDG method
with a discontinuous solution over the interface without the need for a matching computa-
tional mesh.

3.3 Circular interface with zero jump conditions: heat distribution over a steady state
bimaterial plate

In this example a circular interfaceI with radiusR = 0.5 is considered to divide the square
domainΩ = (−1,1)2 into two regions,Ω1 andΩ2, as depicted in Figure9. The heat distri-
bution over a plate, which is made of two materials with different thermal conductivities, is
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Fig. 7 Straight Interface with non-zero jump conditions: coarsest X-HDG mesh and the interfaceI (left) and
analytical solution (right).
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Fig. 8 Straight Interface with non-zero jump conditions: convergence history of X-HDG and HDG with solid
line for the solutionu (Pk) and dashed line for the postprocessed superconvergentsolutionu∗ (Pk postp).
Slopes for each segment are shown.

computed. The analytical solution and the thermal conductivities are defined by

u(x) =

{
1
ν1

(x2 + y2)5/2 in Ω1,
1
ν2

(x2 + y2)5/2 + ( 1
ν1

− 1
ν2

)R5 in Ω2,
and ν =

{
1 in Ω1,

100 in Ω2,

the corresponding source term isf = −25(x2 + y2)3/2, Dirichlet boundary conditions are
set on the boundary, and zero jump conditions are set on the interface.

Figure 9 shows the mesh used in X-HDG calculations after the first refinement step as
well as the analytical solution. The mesh is isotropically refined three times and the degree
of approximation is varied betweenk = 1 andk = 3. Convergence plots for the X-HDG
solution are shown in Figure 10. Again optimal convergence rates are reached, for both the
solutionu and the superconvergence postprocessu∗, except for the last mesh with degree
k = 3.

This convergence loss is the result of bad-cut situations (see Figures 11 and 12, left
panels) causing an ill-conditioned matrix for the system ofthe global problem. By a bad-cut
situation we mean a case where the area ratio of two material domains of a cut element
is less than 0.1. This situation is familiar from X-FEM applications and there are plenty
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Fig. 9 Circular interface with zero jump conditions withν1 = 1 andν2 = 100: mesh used in X-HDG
calculations after one mesh refinement and the circular interfaceI (left), analytical solution (right).
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Fig. 10 Circular interface with zero jump conditionsν1 = 1 andν2 = 100: convergence history for the
solutionu (Pk, solid line), the superconvergent solutionu∗ (Pk postp., dashed line), and foru∗ with a slightly
modified mesh to avoid ill-conditioning (P3∗ postp.)

of strategies, complex or rather simple, to get rid of this ill-conditioning problem, see for
instance [15]. Since the derivation of such stabilization strategies is not within the scope of
this work, we choose to simply slightly modify the mesh, moving the nodes wherever we
detect a bad-cut situation. Figures 11 and 12 show a zoom of the modification of the last
mesh in the convergence plot for degreek = 3. The condition number of the matrix for
the completely uniform mesh isk2 ≃ 1014, leading to poor accuracy in the results. After
the slight modification of the mesh, avoiding the bad-cut situations, the condition number
is k2 ≃ 5 109. The slight modification of the mesh clearly improves the conditioning and
recovers optimal convergence, with rates of orderk + 1 andk + 2 for the solution and the
post processed solution, respectively. Note that this node-moving strategy is not proposed
as a general solution but rather to demonstrate that X-HDG can converge optimally.

This problem was solved in [18] using standard HDG with a meshfitting the circular
interface, using superparametric elements for the curved elements along the interface. In
this work, optimal convergence and similar levels of accuracy are obtained with X-HDG
and standard isoparametric approximations, even in the presence of the curved elements in
Figure 12. It is also worth mentioning that the analytical solution for this problem has a
singularity in the fifth derivative and, therefore, theoretical convergence rates are available
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Fig. 11 Example of bad-cut situation for the circular interface: zoom of the original uniform mesh (left)
and of the modified mesh (right). Standard elements are shownin white, cut elements in gray and bad-cut
elements in dark gray. In this case, the vertex that is too close to the interface is moved to be placed on to top
on it. The nodes of the affected elements are relocated keeping straigth sides.
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Fig. 12 Example of bad-cut situation for the circular interface: zoom of the original uniform mesh (left)
and of the modified mesh (right). Standard elements are shownin white, cut elements in gray and bad-cut
elements in dark gray. Again, the vertexes that are too closeto the interface are moved to be placed on to top
on it. If a face has two moved vertexes, the whole face is movedto a curved face fitting the interface.

up to degreek = 3. Numerical experiments show that the convergence rate for degreek = 4
is lower than5.

Figure 13 shows the convergence history and the analytical solution in case of switching
the materials inΩ1 andΩ2, i.e., settingν1 = 100 andν2 = 1 and keeping the problem state-
ment the same. The mesh fixing strategy is also used in this computations in the presence of
bad-cut situations, again leading to optimal convergence rates.

3.4 Kidney-shaped interface

To study the behavior of X-HDG in the context of more involvedinterfaces, a problem with a
kidney-shaped interface according to [18] is considered next. The domain isΩ = (−1,1)2,
the level set function is defined as

ϕ(x, y) =
(
3((x+ 0.5)2 + y

2)− x− 0.5
)2

−
(
(x+ 0.5)2 + y

2
)
+ 0.1,
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Fig. 13 Circular interface with zero jump conditions withν1 = 100 andν2 = 1: analytical solution (left),
convergence history for the solutionu (Pk, solid line) and the superconvergent solutionu∗ (Pk postp., dashed
line) (right).

and the material parameters areν1 = 10 in Ω1 = {(x, y) ∈ Ω|ϕ(x, y) > 0} (i.e., the outer
subdomain) andν2 = 1 in Ω2 = Ω\Ω1. The source term, the Dirichlet boundary conditions,
and the jump conditions on the interface are set such that theanalytical solution is

u(x, y) =

{ 1
ν1

cos(1− x2 − y2) for (x, y) ∈ Ω1

sin(2x2 + y2 + 2) + x for (x, y) ∈ Ω2.

Figure 14 shows the convergence plots for varying approximation degreek and mesh
sizeh. The left panel shows the X-HDG solution with ak-th degree level set function and
with degreek + 1 for the superconvergent solution, whereas the right panel shows the X-
HDG solution with a level set function of degreek + 2. In this example, the geometrical
description of the interface crucially influences the accuracy of the solution, and a represen-
tation with degreek+2 is required to reach optimal convergence. For coarse meshesor low
degrees, thek-th degree interface representation induces substantial errors in the solution.
Nevertheless, it is worth noting that for finer meshes these errors become less relevant and
the accuracy of an interface representation of degreesk andk+2, respectively, is similar. For
the last mesh and highest degree of approximation the effectof ill-conditioning is observed,
limiting the accuracy to errors around10−8.

The need of an accurate representation of the interface to reach optimal convergence
rates is in accordance with the analysis in [18], where the authors claim that for standard
HDG with a mesh fitted to the interface, superparametric elements with a geometry descrip-
tion of degree2k+1 are necessary to ensure optimal convergence rates for the solution and
for superconvergent postprocessing. The natural extension of this result to X-HDG is the
need of a level set function of degree2k + 1 to ensure optimal convergence in the general
case. Nonetheless, in this example a geometrical description of the interface of degreek+2
is enough to obtain maximum accuracy for each mesh and degree.

3.5 Rectangular interface with double enrichment

The heat equation is solved over a rectangular plateΩ = (0,10)× (0,1.5), with an approx-
imation of degree 3. The plate is composed of two different materials separated by a rectan-
gular interface. The subdomain inside the rectangular interface isΩ2 = (0,7)×(0.65,0.85),
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Fig. 14 Kidney-shaped interface: mesh after two refinements together with the kidney shaped interface (left)
and solution (right).
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Fig. 15 Kidney interface: convergence plots with a level set function of degreek + 1 (left) and of degree
k + 2 (right).

with permittivity constantν2 = 1. The remainder of the domain isΩ1 = Ω \Ω2 with per-
mittivity constantν1 = 10, see Figure 16. Homogenous Neumann boundary conditions are
imposed at{x = 0} and{x = 10}, whereas at{y = 0} and at{y = 1.5} Dirichlet boundary
conditions are set to 0 and 1, respectively.

0 1 2 3 4 5 6 7 8 9 10
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0.5

1

1.5

2

Fig. 16 Rectangular Interface: domain and computational mesh. Elements cut by the interface are shown in
light gray.

Considering the computational mesh shown in Figure 16, the elements cut by the inter-
face (in light gray) are split into three regions, two with material constantν = ν1, and the
interior one withν = ν2. In this situation, cut elements and cut faces should be enriched
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Fig. 17 Rectangular Interface: representation of the two Heaviside functions used for thedouble enrichment
at cut elements.
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Fig. 18 Rectangular Interface: X-HDG solution, with degreek = 3 anddouble enrichment at cut elements
and cut faces, from two different points of view (top), and sections on{x = 0} (bottom left) and on{x =
10} (bottom right). Vertical discontinuous and continuous lines represent element boundaries and interfaces,
respectively.

with two Heaviside functions, as explained in section 2.4, to have a completely independent
approximation for the solution in the three regions. That is, in the cut elements the solution
is approximated as

u ≃ a+H1b+H2c

wherea, b andc are polynomials of degree3, andH1 andH2 are the two Heaviside functions
represented in Figure 17. Faces cut by the rectangular interface are also enriched with these
two Heaviside functions, and the face aty = 7, shared by a cut element and a standard
element, is not enriched.
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Figure 18 shows the X-HDG solution from different viewing angles and over two cross
sections. By using double enrichment in the cut elements, the approximations in the three
regions are independent, and the X-HDG solution can freely adjust to the kinks in the an-
alytical solution. The solution is verified to match with an HDG solution in a fine mesh
adapted to the interface. As expected, on the right boundary(Neumann boundary{x = 10}
with constant permittivity parameterν = ν1, far enough to the material interface) the solu-
tion is close to a linear variation from temperature 0 to temperature 1. On the left boundary
(Neumann boundary{x = 0} with two materials) the solution is close to a linear variation
in the three regions, with larger slope for the interior region, which has smaller permittivity
ν = ν2 < ν1. In the interior of the domain the solution varies in a continuous way between
this two sections, with sharper variations close tox = 7.
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Fig. 19 Rectangular Interface: Heaviside function for thesingle enrichment solution.
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Fig. 20 Rectangular Interface: X-HDG solution , with degreek = 3 andsingle enrichment at cut elements
and cut faces, from two different points of view (top), and sections on{x = 0} (bottom left) and on{x =
10} (bottom right). Vertical discontinuous and continuous lines represent element boundaries and interfaces,
respectively. The approximation is not rich enough to capture the solution.
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To verify the convenience of considering two Heaviside enrichments in the cut elements,
the problem is now solved with a single Heaviside function. That is, the approximation at
cut elements is

u ≃ a+Hb

with the Heaviside functionH represented in Figure 19. This would be the standard ap-
proach for an X-FEM formulation based on continuous finite elements: a single enrichment
function is defined in the whole domain, and for this example,this means a single Heaviside
enrichment in the cut elements.

Figure 20 shows the X-HDG solution with single enrichment, again from different view-
ing angles and over two cross sections. The section on{x = 0} shows how the single en-
richment is not suitable to capture the solution, due to the non-physical dependency of the
approximation on the top (y > 0.85) and bottom (y < 0.65) regions. This causes over-
and undershoots close to the interface, and large discontinuties at the element boundaries,
demonstrating that the approximation with a single enrichment is not rich enough to prop-
erly adjust to the kinks in the solution.
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Fig. 21 Rectangular Interface: sections of the X-FEM solution, with degreek = 3, on{x = 0} (left) and
on {x = 10} (right), for β = 100 (dashed line) andβ = 1000 (solid line). Vertical discontinuous and
continuous lines represent element boundaries and interfaces, respectively.

To corroborate this conclusion, the problem is also solved with an X-FEM formula-
tion based on continuous finite elements, with a unique Heaviside function defined in the
whole domain to represent the interface, that is, with the single enrichment at cut elements.
Nitsche’s method (or, equivalently, the interior penalty method) is considered for weakly
imposing the continuity of the solution and of the normal fluxacross the interface, see [20]
for details. Similarly to the X-HDG solution with single enrichment, the X-FEM solution
is not able to properly represent the solution. Figure 21 shows the section on{x = 0} for
two different values of the Nitsche parameterβ. Forβ = 100 the X-FEM solution presents
large discontinuities across the interface and the slopes in the exterior regionΩ1 are not
properly captured. Increasing the parameter toβ = 1000 improves the solution, with small
discontinuities and better approximation of the solution in the elements in the exterior do-
main. However the approximation in the cut elements is stillfar from the analytical solution.
Again, the approximation with single enrichment is not ableto represent the kinks of the so-
lution on the interface.

Thus, it can be concluded that two Heaviside enrichments in cut elements are necessary
to properly capture the solution in this example. The approximation with double enrichment
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can be easily handled in the X-HDG formulation, where continuity of the approximation
between elements is imposed in weak form, whereas it is not straight-forward for a classical
X-FEM formulation.

3.6 Moving interface: circle collapsing at unit speed

The time-dependent heat equation

∂u

∂t
−∇ · (ν∇u) = f in Ω1(t) ∪Ω2(t),

JunK = 0 onI(t),
Jνn ·∇uK = 0 onI(t),

u = uD onΓD = ∂Ω,

u(x,0) = u0(x) in Ω1(t) ∪Ω2(t),

(21)

is solved over a square domainΩ = (−1,1)2 split into two subdomains,Ω = Ω1 ∪ Ω2,
with an evolving circular interfaceI(t). The time-dependent radius is

R(t) = 0.8− t,

and material parameters areν2 = 5 in Ω2(t) = {(x, y) ∈ Ω|x2+y2 < R(t)2} andν1 = 1 in
Ω1 = Ω\Ω2. Boundary conditions and source term are set such that the analytical solution
is

u(x, t) =

{
1
ν1

(x2 + y2)5/2 in Ω1(t),
1
ν2

(x2 + y2)5/2 + ( 1
ν1

− 1
ν2

)R(t)5 in Ω2(t).

The problem is discretized in time with a backward Euler method using a time step size
∆t, leading to the local problems

un+1 +∆t∇ · qn+1 = un +∆tfn+1 in Ki

q
n+1 + ν∇un+1 = 0 in Ki

un+1 = ûn+1 on∂Ki




 if In+1 ∩Ki = ∅, (22a)

un+1 +∆t∇ · qn+1 = un +∆tfn+1 in Ki\I
n+1

q
n+1 + ν∇un+1 = 0 in Ki\I

n+1

Jun+1
nK = 0 onIn+1 ∩Ki

Jqn+1 · nK = 0 onIn+1 ∩Ki

un+1 = ûn+1 on∂Ki





if In+1 ∩Ki 6= ∅, (22b)

where the superscript denotes the time instant. As usual, the solution at timetn is assumed
to be known and the solution at timetn+1 is to be computed in each time step. Following
the same rationale as in sections 2.1 (for standard elements) and 2.2 (for cut elements) the
local problems (22) are discretized leading to a local solver of the form (11)–(12) to express
un+1 andqn+1 in terms ofûn+1, with a modified expression of the elemental matrices and
vectors. The local equations closing the problem are exactly the same as for the steady case,
that is (4) and (5), now evaluated at timetn+1, with the corresponding discretizations in
section 2.3, now involvingun+1, qn+1 andûn+1. Replacing the local solver in the global
equations leads to a linear system involving onlyûn+1 in every time step.
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Fig. 22 Circle collapsing at unit speed: Interface location every10 time steps with∆t = 0.01 for t ∈ [0, 0.7]
(left) and convergence history (right). Initial position is shown with a thicker line, gray elements are cut
elements fort = 0.7.

Similarly to the steady case, the X-HDG formulation differsfrom the standard HDG
formulation only in the enriched approximation space for cut elements and cut faces, and
the weak form of the local problem in cut elements. The weak form for the local problem in
standard elements and for the global problem are the same as for standard HDG.

It is important noting that the enriched approximation spaces at timetn and timetn+1

are not the same due to the fact that the interface location changes. Therefore, the Heaviside
enrichment function is different. To facilitate the implementation of the discrete system, the
solutionun is interpolated to the approximation space of timetn+1 in every time step in
this work, so that the enriched approximation space at timetn+1 can be considered for the
discretization of all terms in the equations.

The calculations are done on a sequence of four uniform meshes with changing ap-
proximation degreek. The time step size∆t = 0.01 leads to a time error that is smaller
than the spatial discretization errors. Figure 22 shows thelocation of the interface every ten
time steps, fort ∈ [0,0.7], and theh-convergence history. Optimal convergence rates are
recorded for both the solution and the superconvergent solution, showing the applicability
and good performance of X-HDG for problems with moving interfaces.

4 Conclusions and final remarks

The eXtended Hybridizable Discontinuous Galerkin (X-HDG)method is proposed for the
solution of heat bimaterial problems. X-HDG is a new method to solve interface problems by
combining the Hybridizable Discontinuous Galerkin (HDG) method and the philosophy of
eXtended Finite Element Methods (X-FEM) together with an enriched approximation at the
interface. The interface is represented as the 0-level set of a function that is given by its nodal
values on the computational mesh (usually the signed distance to the interface). The interface
can cut through the elements in an arbitrary way and, therefore, the computational mesh does
not need to align with the interface. The solution is enriched by Heaviside functions in the
elements and faces cut by the interface, in order to properlyrepresent the discontinuities in
the derivatives of the solution, or even in the solution, across the interface.

The formulation for the global problem and for the local problem on elements not cut
by the interface is the standard HDG formulation. For the elements cut by the interface, a
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new HDG local problem is derived taking into account the discontinuous approximation in-
side the element and the interface conditions to be imposed across the interface. Following
the HDG ideas, a new trace variable on the interface is considered, which is locally elim-
inated afterwards using the interface conditions, leadingto a local problem with the same
structure as standard HDG. The main differences with standard HDG are (i) the modified
local problem at cut elements and the corresponding matrices in the local solver, (ii) the
modified numerical integration in cut elements and on cut faces, (iii) the increased number
of degrees of freedom for the enriched approximation in cut elements and on cut faces, that
has to be taken into account for the assembly of the matrices involving cut faces, (iv) a mod-
ified postprocessing for the superconvergent solution in cut elements. Thus, X-HDG keeps
the structure and the computational efficiency of the HDG method, but without the need of
fitting the mesh to the interface.

Numerical experiments also demonstrate that X-HDG keeps the HDG optimal conver-
gence rates (of orderk + 1 in theL2 norm for the primal unknown and for its derivatives,
and of orderk + 2 for the post-processed solution), with similar levels of accuracy.

A numerical example also shows the capability of X-HDG to handle elements that are
split by the interface into more than two regions. In this situation, more than one enrich-
ment function should be considered to ensure an independentapproximation space in every
region. With an X-HDG formulation different enrichment functions can be considered in
each element, because continuity between elements is imposed in a weak form. This is not
the case for X-FEM methods based on continuous approximations, for which using different
enrichment spaces in each element is not possible or leads toa cumbersome implementation.

In the last numerical test, X-HDG is used to solve a transientproblem, showing the
potential of X-HDG for the solution of problems with evolving interfaces, avoiding con-
tinuous remeshing to fit the interface. The assessment of theefficiency of X-HDG for the
solution of problems with moving interfaces with arbitraryshape, such as the Stefan prob-
lem, the comparison of different strategies for the projection of solutions between different
enriched spaces in case of moving interfaces, and the extension of the formulation to bi-
material incompressible flow problems are subjects of ongoing work. The development of
robust techniques to avoid ill-conditioning due to bad-cutelements in X-HDG is also an
open issue.
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