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Abstract. The purpose of this article is to present an eérpartal application
for the detection of possible breast lesions by maeaf neural networks in
medical digital imaging. This application broadehe scope of research into
the creation of different types of topologies witle aim of improving existing
networks and creating new architectures which affawmproved detection.

1. Introduction

Breast cancer has been determined to be the sézadidg cause of cancer death in
women, and the most common type of cancer in wonthene are no official statistics
in the Argentine Republic, but it is estimated tAatin 100,000 women are affected
by this illness, similarly to what is observed ither Western countries [Mokt al,
2005]. The mammography is the best method of didgysimages that exists at the
present time to detect minimum mammary injuriesdamentally small carcinomas
that are shown by micro calcifications or tumorsaben than 1cm. of diameter that
are not palpated during medical examination. [Argat al, 2001]. Currently, joint
efforts are being made in order to be able to detissue anomalies in a timely
fashion, given that there are no methods for bre@ster prevention. Early detection
has proved an essential weapon in cancer detesiiwe it helps to prolong patients'
lives. Physicians providing test results must hali@gnostic training based on
mammography, and must issue a certain number ofteepnnually. Double reading
of reports increases sensitivity for detection @fiimal lesions by about 7%, though
at a high cost. The physician shall then interptets¢ reports and determine
according to his/her best judgment the steps ttaken for the proper diagnosis and
treatment of the patient. for this reason, phytsciengineers, and physicians are in
search of new tools to fight cancer, which woulsloahllow physicians to obtain a
second opinion [Gokhalet al, 2003, Simoffet al, 2002]. The American College of
Radiology having approved the use of new digitaimmeographs, digital photos have
begun to be stored in databases together with #tienp's information, for later
processing via different methods [Selman, 2000ffeBent methods have been used
to classify and/or detect anomalies in medical iesagsuch as wavelets, fractal
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theory, statistical methods and most of them usedufes extracted using image-
processing techniques. In addition, some other odsthwere presented in the
literature based on fuzzy set theory, Markov models neural networks. Most of the
computer-aided methods proved to be powerful tthas could assist medical staff in
hospitals and lead to better results in diagnoaipgtient [Antoniest al, 2001].
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Fig. 1. Processing Steps

Different studies on using data mining in the pesieg of medical images have
rendered very good results using neural networkslessification and grouping. In
recent years different computerized systems haven beeveloped to support
diagnostic work of radiologists in mammography. gl of these systems is to
focus the radiologist's attention on suspiciousasrélhey work in three steps: i.
analogic mammograms are digitized; ii. images agmented and preprocessed; iii.
Regions of Interests (ROI) are found and classifigcheural networks [Lauriat al,
2003].

2. Proposed Method

Radiologists do not diagnose cancer versus beniglules; they detect suspicious
regions and send them for additional work up [Baydkt al, 2001]. Bearing in mind
the way medical imaging specialists work, the systeorks as follows: i. capturing
medical image, ii. storing image on the data bégestarting up processing, iv.
generating report, v. validating report. The firatdldast steps generate information
which provides a work environment where systemsiaeg given the ability to create
new network topologies in order to validate thaultssobtained.

2.1. Mammography Processing

Figure 1 shows the stages that have been adoptethdoimage processing of a
mammography. Stage 1: image pre-processing; thigesbegins by acquiring the
image, which is delivered to the following stag@&teining only the region of interest.
Stage 2: image classification to determine whetiherot it contains malignant lesions
that require in-depth examination by specialistag8 3: if the classifier determines
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that the image shows malignant lesions, suspicaoeas are scanned for. Stage 4:
mammography processing report generated.

2.2 Mammography Pre-processing

The first stage contains a set of steps which asoapgserve the purpose of
eliminating all information which is irrelevant fahe classification. Step 1. Using
median filter. Step 2. Cropping margins. Step 3mitlating isolated regions. Step 4.
Equalizing. Order filters are based on a specigatiment of image statistics called
order statistics. These filters operate in the r@ighood of a certain pixel, known as
window, and they replace the value of the centedlpOrder statistics is a technique
that organizes all pixels in a window in sequentiader, on the basis of their grey
level [Liew et al, 2005]. The M mean in a set of values is such lia#ftof the values
in the set are smaller than M and half of the valaee greater than M. In order to
filter the mean in the area around the neighborhe@dranked the intensities in the
neighborhood, we determined the mean, and asstteddtter to the intensity of the
pixel. The main purpose of mean filtering is to sauhe points with very different
intensities to become similar to their neighbadnsisteliminating any isolated intensity
peaks that appear in the area of the filter mabk. Median filter is a nonlinear filter,
used in order to eliminate the high-frequency ffiltgthout eliminating the significant
characteristics of the image. A 3x3 mask is usdtichvis centered on each image
pixel, replacing each central pixel by the mearhef nine pixels covering the mask.
The window size allows the characteristics of thagmto me preserved while at the
same time eliminatinng high frequencies [Diaz, 20B&xt the automatic cropping is
performed. The purpose of this step is to focugptioeess exclusively on the relevant
breast region, which reduces the possibility foromeeous classification by areas
which are not of interest. Image segmentation isngwortant step in several image
applications. A host of techniques and algorithnssially fall into this general
category as a starting point for edge detectiogiprelabelling, and transformations.
All these techniques, region labelling, and anaysee relatively simple algorithms
that have been used for many years to isolate,uneaand identify potential regions
[Jankowski and Kuska, 2004]. A stack method isduiee region labelling, as it is
one of the fastest and simplest to implement. Afibelling, those areas which are
not of interest to the study are eliminated. lkn®wn that the surface covered by the
breast is over 80%; therefore, isolated areas wiittiaces smaller than 1% do not
belong to the breast and are eliminated throughcteation of masks obtained from
neighboring pixels. Lastly, a uniform equalizatisrperformed, which will essentially
help enhance image contrast.

F(g) = [gnax_ g’nin] Pp(g) + gﬂin

Where g, and @i correspond to the maximum and minimum intensityes in
the range of grey values of the image. Figure 2wshthe results of image pre-
processing.
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Fig. 2. Automatic Pre-processing

2.3 Classification

Neural networks are models which attempt to emutagebehavior of the brain. As
such, they perform simplification, identifying thelevant elements in the system. An
adequate selection of their features coupled witbrevenient structure constitutes the
conventional procedure utilized to build networkisietn are capable of performing a
given task [Hertzt al, 1991]. Artificial neural networks offer an atttae paradigm
for the design and analysis of adaptive, intelligepstems for a wide range of
applications in artificial intelligence [Fiszelest al, 2003]. Artificial neural networks
are based on a rather simple model of a neuront Mesrons have three parts, a
dendrite which collects inputs from other neuroos ffom an external stimulus); a
soma which performs an important nonlinear procegssiep; finally an axon, a cable-
like wire along which the output signal is trandett to other neurons is called
synapse [W. Gestner, NA]. Neurons are groupedayerk; these interconnected
layers form a neural network, thus each neural ogtws composed of N number of
layers (Figure 3). Depending on how these compenélatyers) are connected,
different architectures may be created (feed fodwdN, recurrent NN, etc.). The
topology or architecture of a neural network refeysthe type, organization, and
arrangement of neurons in the network, forming gy clusters. The topology of a
multilayered neural network depends on the numiberadables in the input layer,
the number of hidden neuron layers, the numbeeafons per each hidden layer, and
the number of output variables in the last laydt.these factors are important when
determining network configuration [Zurada, 1995].

Thus, neural network structures can be defined Hsctions of parallel processors
interconnected in the form of an oriented lattiaeranged in such a way that the
network structure is appropriate for the problerdemconsideration. The connections
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between neurons in a neural network have an assdaigight, which is what allows
the network to acquire knowledge. The most commasBd learning écheme for the
MLP is the back-propagation algorithm. The weight atpdy for the hidden layers
adopts the mechanism of back-propagated corresitiveal from the output layer.

Output unit Oi

Wi,i

Hidden units aj

Wi, j

Input units Ik

Fig. 3. Neural Network

It has been shown that the MLP, given flexible nekdeuron dimensions, offers an
asymptotic approximation capability. It was demositstd that two layers (one hidden
only) perceptrons should be adequate as univemabaimators of any nonlinear
functions [Kunget al, 1998]. A multilayer perceptron is structured aléofvs:

= Function signal: the signal that propagates froenitiput to output.

= Error signal: generated by output neurons and itkfrapagates as an
adjustment to the synaptical connections towardsrtput in order to adjust
the output obtained to the expected output asfidlighas possible.

Thus all output neurons and those in the hiddenrlaye enabled to perform two
types of calculations according to the signal theseive: If it is a function signal, it

will be a forward calculation (forward pass); if ig an error signal, it will be a

backward calculation (backward pass). The rule roppagation for neurons in the
hidden layer is the weighted sum of the outputdweignaptic weights wiji, then, a
sigmoid transference function is applied to thatgiveed sum and is limited in the
response. Basically, the backpropagation algorithbased on error minimization by
means of a traditional optimization method calleddient descent. That is, the key
point consists in calculating the proper weightsha layers from the errors in the
output units; the secret lies in evaluating theseguences of an error and dividing
the value among the weights of the contributingwoek connections. Neural network
learning can be specified as a function approximagroblem where the goal is to
learn an unknown function ?:RN ? R (or a good agpration of it) from a set of

input-output pairs S = {(% y) | X' ORY, y OR} [Parekh, et al 2000]. Pattern
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classification is a special case of function appmation where the function’s output
y is restricted to one of M (M 2) discrete values (or classes). A neural network f
solving classification problems typically has N inmeurons and M output neurons.
The kth output neuron (4K < M) is trained to output one (while all the otherpuuit
neurons are trained to output zero) for patterdsnigéng to the kth class. A single
output neuron suffices in the case of problems thatlve two category
classifications. The multilayer perceptron facikmtthe classification of nonlinear
problems; the more hidden layers in a neural nétwtbe simpler it will be to isolate
the problem (Figure 4).

Structure XOR Class
: 50

Fig. 4. Geometric Interpretation of the Role of Hidden Liaye

2.4. Image Features

A radiological image is formed by tissue absorptishen exposed to Roentgen
radiation. Depending on the amount of radiationodtsd, an object (tissue) may be
radlopaque (RO), radiolucid (RL), or radiotranspaf&T).
When a low amount of X-ray radiation is absorbedhsyobject, virtually all
the rays reach the film; the color appears dark iai&l a radiotransparent
body (air cavities).
= When a moderate amount of radiation is absorbethéyobject, the color
appears grey and it is a radiolucid body (nondakgibrganic tissue).
= When a large amount of X-ray radiation has beerorélesl or it has been
completely absorbed, the color appears light otevand it is a radiopaque
body (inorganic tissue, calcified tissue).

The range of colors is related to and depends opxtent of X-ray absorption by the
tissue. The more radiation that is absorbed bytitiseie, the less radiation will reach
the film, signifying that the body is radiopaquiee tless radiation that is absorbed by
the tissue, the more radiation will reach the filgignifying that the body is
radiolucid. This feature of X-ray images will b&éa into account and will be used in
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order to obtain information about the sample tissUde input layer is formed by K

input neurons; this value is obtained by considgrihe regions defined for the image
(image subdivisions), the amount of statistical rapens applied to those regions,
plus one neuron according to the position of theabr (left or right) and a set of three
neurons according to the type of tissue (densesedglandular, and glandular). The
characteristics of each of the regions are obtafrmd the information provided by

the tissues represented in the pixels. Data eidraat the regions is carried out via
the following statistical procedures:

Mean: itis the mean data value.

Bias: it is the systemic error which frequentlyors.

Kurtosis: it measures whether the distributionueal are relatively concentrated
around the mean values of the sample.

Variance: it measures the existing distance betlee values and the mean.

The mean is defined by the following function:

x= X

n

Bias is defined:

o n ((—x)\3
bias = (n-1)(n-2) Z\ s )

Kurtosis is defined by the following formula:
k= &Z(“‘X) 4 8rn-1f
(n=1)(n=2)(n-3) s (n-2)(n-3)
Lastly, variance is given by:

g Z(K=XP
(n-1)

The system offers the possibility of creating diferr topologies for multilayer
networks (N> 3, where N is the number of layers). This featllews the user to
research new architectures. As it has been memntidrefore, image information
(regions) is entered in the network, for instarfoean image divided into 16 regions,
there are 69 (16 * 4 + 1 + 3 + 1) neurons includimg independent term; the output
layer may have only one or two neurons.

2.5. Training

Supervised learning is characterized by a contialiaining by an external agent
(supervisor or teacher) who determines the resptnbe generated by the network
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from a certain input. The supervisor verifies thémoek output and in case it does
not match the expected output, connection weigtest@ be modified, in order to
obtain an output as close as possible to the exgemte [Hertzet al, 1991]. The
proposed method for the system is learning by tmad error, which consists in
adjusting the weights of the connections accordintpe distribution of the quadratic
error among the expected respongesid the appropriate current responsgs O

1 2
Eq:7§(rq'oq)
=1

Training data are mammographies obtained by Mammbgralmage Analysis
Society (MIAS); they consist in 322 images from @hhb5 are to be analyzed in order
to obtain further information, which shall be usedrain the neural network.

The following information is necessary for neuraiwark training:

Stop error: it is the acceptable output error ti@ining, below this error,
training is brought to a halt and weights are saidonverge.

Number of cycles: it sets the maximum number afley that need to be learned by
the network.

Momentum: each connection is given a certain iaesti momentum, in such a way
that its tendency to change direction with a steejsscent be
averaged with the “tendencies” for change of dioecthat were
previously obtained. The momentum parameter mubebgeen O
and 1 [Zurada, 1995].

Learning ratio: it is a value between 0 and 1 usestror distribution (delta rule).

The training procedure is evaluated every thousamdes, obtaining information

about the last ten cycles, performing an evaluatibthe mean, in a way that the
speed of network convergence can be determined,afhmwing to conclude training

and start with a new set of weights.

3. Experimenting with the System

The system allows for the generation of differenthdectures, for which reason
different networks are evaluated, bearing in miedtain factors, whenever a new
architecture is created. The performance (and cdst)neural network on any given
problem is critically dependent, among other thjraysthe network’s architecture and
the particular learning algorithm used. [Fiszeletvwal 2003]. Too small networks are
unable to adequately learn the problem well whilerty large networks tend to over
fit the training data and consequently result irompgeneralization performance
[Parekh, et al 2000]. With varying numbers of hidden layers, tfalowing
configuration has yielded the best results: 69 Nesiin the input layer. 16 Neurons
in the hidden layer, one for each region the image divided into. 4 Neurons in the
following hidden layer, one for each operation perfed on the regions. 2 Output
neurons, one for each possible direction (right kfif). In addition, two networks
have been set up for use depending on the locafitime breast (left or right), since
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the initial results obtained using one single nekwfor both were very poor. Training
times were also reduced using this modality, therelcreasing the convergence
speed. The single network trained for both sides alde to classify correctly with a
30% success rate, whereas the networks trainedddpecific side have a 60% success
rate. In addition, the former took over 4 hoursdmverge, while the second did so in
less than 60 minutes. Further research will be doridentify the appropriate neural
network that will allow classifications to be obtad with 80% certainty.

4. Related Work

In this research the neural net architecture isdrhto distinguish malignant nodules
from benign ones. It differs from the CALMA projegpproach [Lauriat al, 2003]
which has tools that identify micro calcificatiolusters and massive lesions.

The proposed architecture deals with mammographgesén image formats (JPG,
BMP, TIFF, GIF), which differs from standard dataning approach based on image
parameters sets provided by the community [UCIMLBQ6A.; 2006b].

5. Conclusions

This project has been an attempt to provide an enwient for the continued
investigation of new neural network models thatl withieve better results in the
classification of medical images. The project g source, allowing access to the
source code so that others may study, improve, nek@and distribute it, so that
healthcare institutions may have access to toelg tan use to improve breast cancer
detection.

The goal of the project is to improve the detectidrareas suspected of containing
some type of lesion. The results obtained are vefferent from our initial
expectations, although the initial results obtaiassl promising. The future will bring
improvements to this application as well as thesjilty of inputting additional
statistical data that will enhance the readinghefimages.

Next research steps are: (a) to compare resultieoproposed architecture in this
paper with others provided by vector machines baskssifiers [Fung and
Mangasarian, 1999; Lest al, 2000; Fung and Mangasarian, 2003]; and (b) to study
specific filters that recognize structures in margraphy images.
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