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Abstract. Context aware intelligent agents are key components in ¢veld

opment of pervasive systems. In this paper, we present amsgn of a BDI

programming language to support ontological reasoning ardlogy-based
speech act communication. These extensions were guiddaehyeiv require-
ments brought about by such emerging computing styles.eThew features
are essential for the development multi-agent systems cuithext awareness,
given that ontologies have been widely pointed out as anog@piate way to

model contexts.

1 Introduction

Context aware intelligent agents will be requeried if th&am of pervasive computing
is to become real. Ontologies and ontology languages a@fiag very popular as a
way to model contexts, since they allow for the necessargorgiag to deal with the
dynamic nature of this new computing style that is emerdimgther words, ontolo-
gies allow for different systems to come to a common undedstay of the semantics
of domains and services, and thus for the reuse of concepliffénent contexts. In
this complex new computing scenario, agent technologiesh &s languages used
to specify and implement them, have been left somewhat Helhinthis paper, we
present how we are extending an agent-oriented programianggiage for imple-
menting agents that can operate in such environments. That8geak(L) program-
ming language was introduced by Rao in [17]. The languagequis influential in
the definition of other agent-oriented programming lang@saggentSpeak(L) is par-
ticularly interesting, in comparison to other agent-ot@@hlanguages, in that it retains
the mostimportant aspects of the BDI-based reactive ptaysyistems on which it was
based. Its relation to BDI logics [18] has been thoroughigid [3] and a working
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interpreter for the language has been developed basedfomital operational seman-
tics [15]. For AgentSpeak(L) to be useful in practice, vag@xtensions to it have been
proposed; from now on we refer to AgentSpeak(L) or any ofitemsions generally as
AgentSpeak. In particular, the formal semantics of an ededrversion of the language
that allows for speech act-based communication, given6h lias been used for the
implementation of th@pen sourcénterpreterJason * [2]. Through speech act-based
communication, an agent can share its internal state {betlesires, intentions) with
other agents, as well as it can influence other agents’ states

Despite the considerable improvement that has been achévee the paradigm
was first thought out [20], agent-oriented programming leagges are still in their early
stages of development and have clear shortfalls as far asugeein the software in-
dustry is concerned. One such shortfall of AgentSpeak hds teith the unrealistic
simplicity of the way in which belief bases are implementAdbelief base that is
simply an unstructured collection of ground predicatesi& pot good enough if we
consider that mobile services and the semantic web makefusgtalogies for rep-
resenting knowledge (through more elaborate languagésasi©OWL, the Ontology
Web Language). Due in part to this lack of structure, reaspim AgentSpeak is lim-
ited to the unification mechanism applied to explicit knatge. Another shortfall of
AgentSpeak, that reduces its applicability for the develept of semantic web multi-
agent systems, is the absence of mechanisms to indicatatilegies that have to be
considered by agents in their reasoning. This shortfalloses the assumption (that
we had to adopt in [16], for instance) that all communicafigentSpeak agents in
a multi-agent application have a common understandingtaieoms that are used in
the content of exchanged messages. This assumption ifyaleagalistic for semantic
web applications as they typically require the integratibmultiple ontologies about
different domains.

The main contribution of this paper is to present an ageiented programming
language which overcomes these limitations by bringingtiogr: speech act-based
inter-agent communication, improved descriptive andoeag) capabilities, and sup-
port for multiple ontology selection. The literature is adant in proposals for speech-
act-based communication and ontologies for the semanti¢cwe refer to [9, 23], just
to mention a couple of examples.Pervasive, context-ristesys are being designed
on the basis of the same apparatus [5]. Speech act theorgpéydelated to BDI no-
tions used in agent architectures, and in turn intelliggeins are also one of the key
components in the pervasing computing vision. Howeverdisgn of such agents
for such scenarios will require appropriate languagesh&obest of our knowledge
this is the first work aiming at integrating these technadsgnto a BDI agent-oriented
programming language.

The paper is organized as follows: Section 2 gives a briefidew of the AgentSpeak
language. Section 3 brings together ontologies and spaetdiased communication in
the AgentSpeak programming language. In the final sectiotras® some conclusions
and discuss future work.

Lhttp://jason. sourcef orge. net
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2 An Overview of AgentSpeak

The AgentSpeak programming language is an extension of legigramming for
the BDI agent architecture, and provides an elegant framefeo programming BDI
agents. The BDI architecture is the predominant approathegamplementation of
“intelligent” or “rational” agents [24].

ag::=bs ps

bs:=at;...at, (n>0)
at = P(t1,...tn) (n>0)
pS = p1...Pn (n>1)

p u=te:ct—h

te u=+4at|—at|+g|—g
ct :==at|-at|ct Act|T
s=alglu|hh

= lat| 7at

u = tat| —at

e =

Fig. 1. Syntax of AgentSpeak.

Figure 1 has the abstract syntax of AgentSpeak. An AgentSpgent is created
by the specification of a sdis of base beliefs and a sps of plans. In the original
definition of the language anitial set of beliefss just a collection of ground first order
predicates. A plan is formed bytaggering even{denoting the purpose for that plan),
followed by a conjunction of belief literals representingoatext The context must be
a logical consequence of that agent’s current beliefs fpthan to beapplicable The
remainder of the plan is a sequence of basic actions or (saty)that the agent has to
achieve (or test) when the plan, if applicable, is chosemecution.

AgentSpeak distinguishes two types of goashievement goalandtest goals
Achievement and test goals are predicates (as for beliedfixpd with operators!
and ?’ respectively. Achievement goals state that the agent svemachieve a state
of the world where the associated predicate is true. (Intig@dhese initiate the exe-
cution ofsubplans) A test goalreturns a unification for the associated predicate with
one of the agent’s beliefs; they fail otherwisetriggering evendefines which events
may initiate the execution of a plan. Aaventcan be internal, when a subgoal needs to
be achieved, or external, when generated from belief updete result of perceiving
the environment. There are two types of triggering evehtsse related to thaddition
(‘+") anddeletion(*- *) of mental attitudes (beliefs or goals).

Plans refer to théasic actiongrepresented by the metavariablen the grammar
above) that an agentis able to perform on its environmeigh &ations are also defined
as first-order predicates, but with special predicate sysnfmalled action symbols)
used to distinguish them from other predicates.

Consider a scenario where a tourist is walking around Loisddest End, plan-
ning his evening. The tourist's personal assistant cankcfegdocally available plays
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+concert (A, V, T) : likes(A)
— !book_tickets(A V,T)

+! book._tickets(A V,T) : —busy(T)
— call(V);

I choose_seat s(A, V)

Fig. 2. Examples of AgentSpeak plans.

and concerts according to the user’s preferences. Figun@®sssome examples of
AgentSpeak plans for this scenario. They tell us that, wheorecert or playA is
announced at venu¥ and T(so that, from the perception of the context, a belief
concert (A V, T) is added, then if this agent in fact likes artig, then it will
have the new goal of booking tickets for that concert. Th@sdmlan tells us that
whenever this agent adopts the goal of booking ticket&\foperformance av, if it is
the case that the agent is not busy at T, according to his agémeh it can execute a
plan consisting of performing the basic actwal | (V) (assuming that it is an atomic
action that the agent can perform) followed by a certainquoltfor booking tickets
(indicated by :.."), which in this case ends with the execution of a plan forading
the seats for such performance at that particular venue.

3 AgentSpeak with Speech-Act Based Communication and
Ontological Reasoning

3.1 Speech Act-Based Communication

As BDI theory is based on the philosophical literature oncfpical reasoning [4],
agent communication in multi-agent systems is inspired fijopophical studies on
the speech act theory, in particular the work by Austin [1d &earle [19]. Speech act
theory is based on the conception of language as action [1|rl@atural language,
one has an illocutionary force associated to a utterancé®¢otionary act) such as
“the door is open” and another to a utterance “open the dddré.former intends be-
lief revision, whereas the latter intends a change in thesptd the hearer. When the
theory is adapted to agent communication the illocutiorfarge is made explicit, to
facilitate the computational processing of the commuicedct.

The Knowledge Query and Manipulation Language (KQML) [1Zsathe first
practical communication language that included high Ispelech-act based commu-
nications. KQML “performatives” refer to illocutionary foes and they make explicit
the agent intentions with a message being sent. The FIPAlatdnfor agent com-
munication is conceptually similar to KQML, the differesdeeing only in the sets of
available performatives and a few other details.

Zhttp://ww. fipa.org
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An operational semantics for AgentSpeak extended withdpaet based com-
munication was given in [16]. That semantics tells exactlylthe computational rep-
resentation of Beliefs-Desires-Intentions of an agentchignged when it receives a
message. It has also formed the basis for the implementafidtgentSpeak inter-
preters such théason [2].

Speech act based communication fits well with BDI agent ¢egprogramming
languages, such as AgentSpeak, since the semantics of 9gfirein in terms of
the agents mental states such as beliefs, desires andiontnfor this same rea-
son, speech act based communication is an ideal approacbrfonunication among
agents in the web, in particular in applications where agéate to reasong about
each other in order to negotiate and cooperate.

3.2 Ontologiesand Ontological Reasoning

Developing applications that make full use of machine-adé& knowledge sources
as promised by the Semantic Web vision is attracting muchluoat research inter-
est. More than that, the Semantic Web technology is alsagheded as the basis for
other important trends in Computer Science such as Grid Qtngp[8] and Ubig-
uitous Computing [5]. Among the key components of the Seinafieb aredomain
ontologieq21]. They are responsible for the specification of the denkaiowledge,
and as they can be expressed logically, they can be the lmassdind reasoning in
the specified domain. Several ontologies are being propimsate development of
specific applications [6, 14, 7, 22]. Description logics atréhe core of widely known
ontology languages, such as the Ontology Web Language (Q¥8L) An extension
of AgentSpeak with underlying automatic reasoning oveolmgfies expressed in such
languages can have a major impact on the development ofsagedimulti-agent sys-
tems that can operate in a Semantic Web context. Althouglicagipns for the Seman-
tic Web are already being developed, often based on the Agamadigm, most such
development is being done on a completaty hocfashion as far as agent-oriented
programming is concerned.

In the Semantic Web framework, agents are responsible fé&impaise of the
available knowledge, autonomously interacting with othgents, so as to act on the
user’s best interest. Effective communication among tlagsats requiref) a com-
mon understanding about the meaning of terms used in thembot messages, and
(i) communication abilities that can allow agents to know akemagh other in order
to negotiate and cooperate. Agents achieve these requiteimg sharing domain on-
tologies and by using speech-act based performatives indbmunication. In the
next two subsections we discuss the implications of exteptiie agent-oriented pro-
gramming language AgentSpeak with these two features.

3.3 Ontologiesand AgentSpeak

We start by presenting in Figure 3 the syntax of AgentSpe#ksvipport for ontologi-
cal reasoning. An agent consists of the specificatiam of the ontologies used by the
agent, a sebsof belies, and a sgtsof plans.
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ag :=Ont bs ps

Ont ::= context_ontology(urly, . .. urly)
bs :=at...at, (n>0)
at == C(t) | R(t1,t2)
| C)[s1,-..,8n;url] (n>0
| R(t1,t2)[s1,-..,Sn;url] (n>0)
s  u= percept | self | id
ps ==pi...pn (n>1)
p u=te:ct—nh
te = +4at|—at|+g|—g
ct u==at|-at|ctAct|T
h =w=algl|lul|h;h
g ==lat| 7at
u = +tat| —at

Fig. 3. Syntax of AgentSpeak with ontologies.

The specification of the ontologies is given tyntext_ontology ([urly, . . . urly,)),
a special purpose predicate where each is the URL of an ontology, usually de-
scribed in the ontology language OWL. Each ontology cossi$ta set of class and
property descriptions, and axioms establishing equivaemd subsumption relation-
ships between classes (unary predicates) and properities)ipredicates). The belief
basebsdescribes the state of an application domain by assertatgértain individu-
als are instances of certain classes and that certain chdils are related by a property.
Each element of the belief base can be annotated with it€spwhich can be either
a term identifying which was the agent in the society) that previously sent the in-
formation in a messageelf to denote internal beliefs, grercept to indicate that
the belief was acquired through perception of the envirantnizeliefs can also be an-
notated with theur! of the ontology where their associated classes and prepente
defined. AgentSpeak plans are essentially the same as fgégeBection 2

We now proceed to discuss the impact that ontological reagdras on plan selec-
tion and querying in AgentSpeak programs.ctmtezt_ontology(urly, ... url,), the
ontologies are written in some ontology language such as @@visimplicity though,
the small extracts of ontologies we provide in this paperexq@essed in a fragment
of description logic instead of OWL.

Plan SelectionA plan is considered relevant in relation to a triggeringrévit has
been written specifically to deal with that event or if it is lapwith a more general
relevance that can be suitable for the triggering event.rAexample let us consider
the case of checking for plans that are relevant for a paati@vent and consider that
the agent has at its disposal the following ontology:



Agent Programming for Context 7

atendee = person M resgistered M —presenter
presenter = speaker L paper Author . ..

Suppose that a sensor in a smart meeting room somehow hatedeite the en-
vironment the arrival of the speakgohn. This causes the addition of the external
event whose signaling term isspeaker(john) to the set of events. Suppose also
that speaker C presenter can be inferred from the ontologies specified in by the
context_ontology(urly, ... url,). Under these circumstances, a plan with triggering
event+presenter(X) is also considered relevant for dealing with the event. @lese
that using subsumption instead of unification as the meshafor searching for rele-
vant plans potentially results in a larger set of plans. Ajdaapplicable if it is relevant
and its contextt can be inferred from the ontologies and from the belief bagdan’s
context is a conjunction of literalg,, I, . . .. We can say thabnt,bsi=1; A ... A,
if, and only if, Ont,bsk=1; fori = 1...n.

Again, due to the fact that the ontologies and the belief hesstructured and that
reasoning is based on subsumption as well as instanti#tienesulting set of applica-
ble plans might be larger. Suppose that plans with triggeeirents+presenter(X)
and +speaker(X) were both considered relevant and applicable. [Hast general
plan among those in the set of applicable plans should betsel@lan. Here, the se-
lected plan should be the one with triggering everipeaker as probably this plan
has been written to deal more particularly with the case wated speakers arriving
in the room, rather then the more general plan which can be feseother types of
presenters as well. On the other hand, if the particularfoliainvited speaker is not ap-
plicable (e.g., because itinvolves alerting the sessiair dfithe arrival of the celebrity
speaker but the chair is not present), instead of the agértating at all for lack of
applicable plans, the more general plan for speakers cantthéried, the relevance
being determined by the underlying ontology instead.

Querying The evaluation of a test goal’'(¢) consists in testing if the formul@(t) is
a logical consequence of the agent’s ontologies and theflilse. The crucial differ-
ence is that now the reasoning capabilities include subsamimstead of unification
only which allows agents to infer knowledge that is implinithe ontologies.

As an example suppose that the agent belief base does notaédfestances of
atendee, but instead it has the factpeaker(john) andpaper Author(mary). A test
goal like 7atendee(X) succeeds in this case producing substitutions that Map
john andmary.

Consistency of the Belief Basthe belief base of an agent contains class assertions
C(t) and property assertionB(ty, ...t,). The representation of such information
should, of course, be consistent with the ontologiesirtext _ontology(urly . . . urly).
Suppose for instance that by the ontologies it can be irdehat the conceptshair
andbest PaperWinner are disjoint. Clearly if the belief base has thatir(mary),

the assertiothest PaperWinner(mary) is not to be added to it, otherwise the belief
base will become inconsistent.

3 Note that in the context of the Semantic Web, open world isroftssumed, so negation here
is “strong negation”, in the usual sense in logic prograngnin
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Observe that the belief base of the agent can be updated bgdition of
chair(mary)[id; url], without the need for checking consistency as fandsis not
a url in the set of url’s specified irontext_ontology (urly . .. urly). A belief like this
expresses thathair(mary) has been communicated by a certain agérand that,
when reasoning about it, the ontology:dn/ should be used.

3.4 Ontologiesand Communication

As usual in practice, we assume that the implementationeofAtientSpeak interpreter
provides, as part of the overall agent architecture, a mestrefor receiving and send-
ing messages asynchronously; messages are stored in aaxaht one of them is
processed by the agent at the beginning of a reasoning dylelesages are sent by
the execution of the actionsend in the body of plans. The format of messages is
(mid, id, IIf , at, url), wheremid is a uniqgue message identified, is the identity of
the agent to which the message is addresseffftis the illocutionary force associated
with the messagat, the message content, is an atomic belief, arlds the ontology
that must be used when reasoning about the message cahtéot the purpose of
this paper the interesting performatives are those whaseusiics can lead to belief
base maodification or that involve ontological reasoninguifed these performative are
briefly described below.

tel | : sinformsr that the sentence in the message (i.e., the message castend
of s — that is, the sentence is in the knowledge base @E., s believes that the
content of the message is true);

ask-i f: swants to know if the content of the message is true-for

ask-al | : swants all ofr’'s answers to a question;

ask- how. swants all ofr’s plans for a triggering event;

A Tell message might be sent to an agent either as a reply or as am iaftion.
Either way, before being added to the recipient belief bs® message content is
annotated with the sended and with the ontologies specified in the message. The
receiver of arusk_i f message will respond to the request for information. Thevans
should be given in relation to the ontology specified in 3¢ message. Note that
ask_i f andask_all differ basically in the kind of request made to the receiéth the
former, the receiver should just confirm whether the reckpredicate (in the message
content) follows from its belief base and the specified amyg| with the latter, the
agent replies with all the predicates in the knowledge bapeqfied ontology plus
belief base) that match the formula in the content of the agessThe answer for an
ask_how message is a set of all plans that are relevant for a triggexwent which
constitutes the message content. Note that these relelzanst gre collected based on
the subsumption relation defined in the ontologies spedifi¢ide message.

Ontologies have been considered a fundamental elememttsiadirst proposal of
communication frameworks such as KQML. The reference toraalogy is a way to
make sure that messages are interpreted in a previouskydgoatext between sender
and speaker. From the performatives discussed above weotarthat another ben-
efit of combining speech-act based communication with ogiek is that the results
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of message processing are more expressive, due mainly tmtbiogical reasoning
based on the subsumption relations defined in ontologies.

4 Conclusions and Future Work

We have proposed an extension of the BDI agent-orientedranoming language
AgentSpeak that facilitates the development of agentsatetble to communicate
and reason about ontologies. These are important featorefitext aware agents.
The AgentSpeak interpretdason [2] is currently being modified so that it can sup-
port the features discussed in this pagason supports both closed and open-world
assumption, and it is possible to run and debug the systendistrébuted way over a
network. Straightforward extensibility by user-definetkimal actions, which are pro-
grammed in Java, is also available. To implement the Agesaspxtension proposed
here,Jason’s inference engine needs to be extended to incorporatdogtal rea-
soning, which of course can be done by existing software ssdhose presented in
[10, 11]. We are currently considering the use of RACER [10]dxtendinglason so
that belief bases can also be written in OWL. The perforreatiell, untell, achieve,
and unachieve (amongst various others) have already bedenanted. The practical
usefulness of combining ontological reasoning and speethased communication
within an agent-oriented programming language for contexhputing seems quite
clear, if we consider the increasing role of ontologies i $emantic web and perva-
sive computing. Although the semantic web and pervasivepetimg are still mostly
visions for the future, with so much effort begin placed as thy the computer science
community, these seem inescapable trends. As intelliggarita are central elements
of both visions, languages with underlying ontologicab@ang, as we proposed here,
will be an important stepping stone towards consolidatimogé trends.

The language is suitable for the new scenario that pervasisguting applica-
tions are bringing about, agents are designed to act baspdroaptions provided by
the environments, such as the location of services and #&#ability. The services
available may also be matched with specifications of usefemnces and intentions.

Traditionally ontology-based systems are not multi-agststems. The develop-
ment of languages with support for ontological reasoning ewulti-agent ontology
based applications will require the use of techniques oblogy merging and ontol-
ogy matching in order to allow heterogeneous agents todptrate.
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