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Summary. The Brazilian government intends to use the Digital TV
technology as a vehicle of digital inclusion on underserved communities.
The wireless ad hoc network is a low-cost, scalable and easy solution to
implement the return channel. This work analyzes the performance of
an ad hoc return channel using the wireless IEEE 802.11 technology in
different Brazilian geographical scenarios. The results show that a high
connectivity is achieved when more than 20% of the nodes are turned
on, regardless of the position of the gateway. The influence of the num-
ber of hops and the number of transmitting nodes is also analyzed. A
minimum throughput of 2 Mbps can be reached for increasing number of
hops in the forwarding chain for a one-node transmission. Besides, when
the number of transmitting nodes increases, the aggregated throughput
can achieve 3.5 Mbps. The results show that the ad hoc network is a
promising solution for the return channel of the interactive Digital TV.

1 Introduction

More than 90% of the Brazilian residences have a TV set, but less than 10%
have Internet access [1]. The terrestrial digital TV can offer a huge number of
new functionalities. The digital TV improves the quality reception of audio and
video streams, provides new services such as e-government and Internet access,
and can further integrate underserved people to the digital world. New services
are possible due to the adoption of an interactive channel, also called a return
channel. This channel allows TV spectators to interact by sending data back to
the TV station.

Our proposal is to use an ad hoc community network to build a shared return
channel. Hence, every TV set top box is a node of the community network and
all the traffic is forwarded to a gateway that forwards the traffic to the TV
station using a broadband ISP. The main advantages of this proposal are: the
ad hoc community network does not require a telecommunication infrastructure,
multihop communications can reach long distances, the Internet access cost is
shared by all the nodes of the network, and the other Internet services can
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be provided without additional costs. It is important to analyze the network
connectivity and capacity.

The capacity of ad hoc networks is subject of many works. Hsu et al. [2]
evaluate the performance of an ad hoc network using different routing protocols.
Parameters like number of nodes and hops are analyzed. They examine through
simulations the performance of large ad hoc networks. Although there is a high
number of nodes, more than a thousand, the density is kept low and only one
scenario is used. In [3], Hsu et al. perform a similar analysis varying the network
traffic and adding mobility to the nodes. Both works show that the results are
highly influenced by the network topology. Nevertheless, scenarios with mobility
present better results for reactive routing protocols. Armenia et al. [4] develop
a testbed for VolIP transmissions with the source node a few hops away from
the destination. The delay of the voice flows is lower with OLSR than with
AODV. This is due to the absence of route discovery procedures in OLSR.
Borgia [5] finds that the recovery time is lower in OLSR than in AODV. Villela
and Duarte [6] analyze the impact of multiple hops in an ad hoc network. They
propose, the use of alternative paths to improve the network throughput in
addition to the shortest path chosen by the routing protocol.

Most performance evaluation works consider homogeneous ad hoc networks.
Our analysis is specific because all traffic is forwarded to and from a specific
node, the gateway, which becomes the bottleneck. Another singularity is the
activity period of a node. As it is associated to the TV set, we can expect
that some nodes will be offline during the day. The connectivity is analyzed to
know how many nodes must be on to guarantee a minimum “infrastructure” to
provide access to all the network users. Network capacity is addressed analyzing
the saturation throughput and the impact of multiple hops. Furthermore, the
efficiency of different routing protocols is analyzed for each scenario.

This work is organized as follows. Section 2 introduces the return channel.
Section 3 describes the Brazilian reference scenarios. The simulation parameters
and the results are shown in Section 4. Finally, Section 5 concludes this work
and presents some future directions.

2 The Ad Hoc Return Channel

In an ad hoc return channel, a forwarding node is the access terminal of each
user, which runs a routing protocol and forwards data for its neighbors. The
gateway is the interconnecting point with the TV station network. Every node
must be able to communicate with the gateway, directly or through multiple
hops. The signal of the TV station is usually sent using diffusion and the in-
teractivity information goes through the return channel. The access terminals
allow network connectivity forwarding data packets to and from the gateway.
In this work, a node and an access terminal are synonymous.

An ad hoc return channel must have a minimum connectivity to provide
communications between the terminals and the gateway. This connectivity is
influenced by factors such as number of access terminals in a region, their
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transmission range, and the interval of time that they are on. The number of
access terminals refers to the population density of a region. It is expected that
most residences have, at least, one access terminal. This is already true for the
analogical TV in Brazil [1]. Another key aspect to connectivity is the interval
of time, which the terminals are on. Depending on the habits of the customers,
during high audience TV programming, a lot of terminals are expected to be
working. On the other hand, during low audience TV programming, only a
few will be cooperating. Concerning per-node throughput, the IEEE 802.11
standard uses CSMA /CA to access the medium. With CSMA /CA, nodes inside
the same transmission range contend for the medium. Therefore, increasing
the number of transmitting nodes means a lower throughput per node. The
transmission range also affects the throughput. Using lower transmission rates,
the SNR tolerated is lower and consequently the transmission range increases.
Additionally, antennas can be applied to increase the transmission ranges.

3 Reference Scenarios

Brazil is a continental size country and, consequently, has different regions with
several demographic, geographic and social characteristics. To represent this
diversity we consider five reference scenarios:

. high-populated urban region with residences in mountains,

. high-populated urban region with horizontal residences,

. high-populated urban region with vertical residences,

. medium or low-populated urban region with horizontal residences,
. very low-populated rural region with large dimensions.
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The parameters of the five reference scenarios are based on real data ob-
tained from the Brazilian Institute of Geography and Statistics [7]. In Sce-
nario 1, the data are from the Rocinha slum. Representing Scenario 2, the area
of Ramos was chosen due to its high density of houses. Scenario 3 represents
Copacabana, which is a dense area, composed by buildings. Representing Sce-
nario 4, Parque Anchieta is a low-populated residential area. Scenario 5 refers
to Paty do Alferes City which is located in the rural region of the Rio de Janeiro
State. The parameters used in each scenario are shown in Table 1.

As in Brazil 90% of residences have at least one TV set [1], the number of
nodes in the network is assumed to be the number of residences in the area. In
Scenario 3, we suppose that there are 10 floors in each building, each floor is
3 m high, and every building is composed by one residence/floor.

The position of the nodes inside the simulation area depends on the scenario.
A two-dimensional grid represents the urban regions composed by horizontal
residences. This kind of grid suits these regions because they approximately
follow a regular geographical distribution of residences. In the slum scenario,
the two-dimensional grid also fits well because, although the distribution is not
so regular, the residences are very close to each other. A three-dimensional grid
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Table 1. Reference scenarios parameters.

Scenario 1 2 3 4 5
Neighborhood/City Rocinha|Ramos|Copacabana|P. Anchieta|P. do Alferes
Total area (km?) 1.4 2.8 4.1 3.9 319
Residential area (km?)| 1.4 1.5 2.5 2.2 -
Amount of residences | 17000 | 11819 61000 7778 6813
Density (res./km?) 12142 | 8117 24797 3487 21
Beta (8) 3.9 3.9 3.9 3.9 3.0
Nodes disposition grid grid grid 3D grid random

is used for the urban scenario composed by vertical residences, or buildings.
Each floor in the buildings is represented by a two-dimensional grid in the
XY plane. Finally, in the rural region, the nodes are randomly located. Due to
its low density, antenna deployment is considered to improve the connectivity.

4 Simulation Results

The transmission power, the signal attenuation, and the reception sensibility are
taken into account to evaluate the transmission and the interference ranges for
the different data rates of the 802.11 ad hoc network. We assumed a transmission
power of 18 dBm, or 63.1 mW [8]. The path-loss model is used to compute
the channel attenuation and, consequently, the transmission range of all the
scenarios. We consider the propagation loss parameter § = 3.9 [9] for all urban
scenarios and 3 = 3.0 for the rural scenario due to its lower density of residences.
Thus, the interference range is equal to 74 m for Scenarios 1 to 4 and equal to
269 m for Scenario 5, which is also calculated with the path-loss model. The
Internet gateway is always positioned at the center of each scenario or at one
of its vertices. The results obtained have a confidence interval of 95%.

4.1 Connectivity Analysis

The connectivity analysis is of utmost importance because the collaborative
communications provided by an ad hoc network must consider that the termi-
nals may not be turned on all the time. The different scenarios use real values for
residential area and density. Therefore, there may be from 7,000 to 61,000 ter-
minals. Hence, a specific simulator written in C was implemented to analyze the
connectivity. The simulator implements the Dijkstra algorithm to calculate the
shortest path to the gateway and computes the percentile of connected nodes
as well as the average number of hops to the gateway. A terminal is connected
when it has at least one path to the gateway. We use physical transmission rates
from 1 to 54 Mbps.

The connectivity is evaluated as a function of the percentage of nodes on
that are randomly chosen for each simulation run. In Figures 1(a) and 1(b),
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Fig. 1. Scenario 1 - Rocinha.

high network connectivity is achieved in Scenario 1 at the four simulated trans-
mission rates. Nevertheless, when the gateway is positioned at the center of the
scenario, high connectivity can be reached with a smaller percentage of nodes
on. At 11 Mbps, when the gateway is in the center of the scenario, only 20%
of the nodes need to be on to achieve high connectivity. With the gateway at
one vertice, high connectivity only happens when 30% of the nodes are on. Fig-
ures 1(c) and 1(d) show that the average number of hops increases with the
number of nodes on. In the beginning, only a few nodes are connected. Thus,
there is a higher probability for the nodes near the gateway to be connected
than for the nodes further from the gateway. As the further nodes get connected,
the average number of hops increases. This is true until the network gets fully
connected. After that, the average number of hops decreases because, as new
nodes get into the network, new and smaller routes to the gateway are found.

The results of Scenarios 2 and 4 are similar to Scenario 1, therefore they
were omitted. In Scenario 3, Figures 2(a) and 2(b) show that, independently
of the percentage of terminals on, the network connectivity is near zero for 36
and 54 Mbps. This is due to a smaller number of neighbors. Despite being the
more populated scenario, the average density for each XY plane is smaller than
in Scenarios 1 and 2. The average density is 2500 residences/floor, assuming a
10-floor building. This density is almost five times smaller than in Scenario 1.
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Fig. 2. Scenario 3 - Copacabana.

Nevertheless, antennas can be used to assure high connectivity at higher trans-
mission rates in Scenario 3. Figures 2(a) and 2(b) plot the results obtained
with 6 dBi antennas. The average number of hops for Scenario 3 is depicted in
Figures 2(c) and 2(d). It is observed that the variation of the average number
of hops is small increasing the percentage of nodes on and the transmission
rates. Since high network connectivity can be achieved with a small number of
nodes on, adding more to the network does not affect the average number of
hops. Besides, the average number of hops in Scenario 3 is smaller than seen in
Scenario 1. As high connectivity is reached at smaller rates, the transmission
range is higher and the average number of hops to the gateway gets lower.

In Scenario 5, Figures 3(a) and 3(b) show that it is impossible to achieve
high network connectivity with the specified values of the IEEE 802.11 standard
without antenna. Only at 1 Mbps we can reach connectivity. Using the gateway
at the center or at the vertex of the scenario, the deployment of an antenna
with a gain of 6 dBi provides connectivity for more than 95% of the nodes with
at least 60% of the nodes on. As in Scenario 3, the average number of hops
is also smaller than in Scenario 1. This is due to the great distances between
neighbor nodes, which is a characteristic of rural regions.

The results show the benefits of the gateway located at the center of the
simulated area. Independent of the scenario, for distinct transmission rates,
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Fig. 3. Scenario 5 - Paty do Alferes.

high connectivity can be achieved with a small percent of nodes on. Besides,
the average number of hops is smaller when the gateway is at the center.

4.2 Capacity Analysis

The capacity analysis evaluates the impact of the number of hops over the
throughput of a one-node transmission and the network aggregated through-
put when increasing the number of transmitting terminals. We developed an
IEEE 802.11g module for ns-2 version 2.28 [10]. We used a lower number of
terminals due to the limitations of ns-2, but we kept the density of nodes used
in Section 3.

The transmission rates used in each scenario are chosen depending on the
results of the connectivity analysis, Section 4.1. We use the highest transmission
rate that offers 100% of connectivity when all nodes are on. The gateway is
located in one of the vertices. The terminals send 1500 data packets using
CBR/UDP, there is neither packet segmentation nor deployment of RTS/CTS
mechanism. Where IEEE 802.11g can be deployed, the use of short slot time is
assumed.

Forwarding Chain In this simulation set the impact of the number of hops
over the throughput is shown. The number of terminals in the network and the
data rates are varied. The data rate is varied from 56 kbps to 54 Mbps.
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In Scenario 1, the number of terminals is varied from 4 to 196. The gateway
is positioned at one vertex of the grid and the transmitting terminal is located
at the opposite vertex of the diagonal. The distance among terminals is 9.09 m
and the transmission rate is 54 Mbps. At this rate, the transmission range is
approximately 12.6 m. The interference range is 74 m.

The maximum throughput of IEEE 802.11g is about 29 Mbps for an one-
node transmission [10]. In Scenario 1, for 4 terminals, the route has two hops
because the diagonal path cannot be reached due to transmission range con-
straints. Nevertheless, as the interference range is higher than the transmission
range, simultaneous transmissions are not possible. Thus, the source and the
intermediate terminals share the maximum throughput approximately by two
as seen in Figure 4(a). While the added terminals are inside the source interfer-
ence range, the maximum throughput is divided by the number of intermediate
terminals that compose the forwarding chain [6]. Adding terminals outside the
interference range of the source allows simultaneous transmissions. Therefore,
increasing the network with terminals further from the source allows spatial
reuse in the forwarding chain. In Figure 4(a), it is observed that when the spa-
tial reuse starts, the throughput of the forwarding chain tends to be constant.

Figure 4(a) shows that for data rates of 56 kbps, 512 kbps, and 1 Mbps, the
network is not saturated. On the other hand, the maximum throughput of the
forwarding chain is constant and near 2 Mbps. Increasing the distance between
the source and the gateway, the user may still get a reasonable throughput.

The results obtained for Scenarios 2 and 4 are similar to the results of
Scenario 1. Therefore, they were omitted.

Scenario 3 simulates a region composed by buildings. Thus, in this scenario,
the nodes are in a three-dimensional grid as detailed in Section 3. The gateway
and the source terminal are located at the opposite vertices of the diagonal
of the cube. To keep density, the nodes are 20 m away in the XY plane. The
maximum possible data rate is 11 Mbps to maintain connectivity, as depicted
in Figure 2. At this rate, the transmission range is 32 m. As mentioned before,
the interference range is 74 m.

The maximum throughput obtained with only one source-destination pair
is about 7 Mbps. This is the 10-node throughput seen in Figure 4(b). With
10 nodes, there is a one-hop transmission because the source-destination pair
is 30 m away in the same building. This justifies the maximum throughput of
7 Mbps since there is only one node contending for the medium. From 40 nodes
on, more hops are necessary and, consequently, the throughput decreases. As
in Scenario 1, the throughput goes down while the added nodes are inside the
interference range of the source. When the added nodes are located out of the
interference range of the source, the throughput tends to a constant due to
spatial reuse. In Scenario 3, this throughput is about 1.2 Mbps.

It is worth noting that in Scenarios 1 the throughput of the forwarding chain
gets constant about 2 Mbps considering a physical transmission rate of 54 Mbps.
In Scenario 3, at 11 Mbps, the constant throughput is about 1.2 Mbps. This
is due to a higher efficiency of IEEE 802.11b compared to 802.11g. Although
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Fig. 4. Forwarding chain throughput.

the data rates of 802.11g can reach up to 5 times the data rates of 802.11b, the
control frames are transmitted in lower rates to maintain interoperability. This
affects the 802.11g efficiency [10].

Scenario 5 is a rural environment. In this scenario, the nodes are randomly
located and the distances, in average, are larger than in the other scenarios.
According to Figure 3, it is necessary to use low transmission rates and antennas
to achieve connectivity. Therefore, we use a transmission rate of 1 Mbps and
antenna gain of 12 dBi. The gateway and the source are at the opposite vertices
of the simulation square.

Figures 4(c) and 4(d) show the results obtained. In Figure 4(c), the error
bars are big and thus the results are not conclusive. This is due to lack of con-
nectivity between gateway and source terminal in some simulation runs. As the
intermediate nodes are randomly located, non-connectivity events may happen
forcing the throughput down to zero. The average throughput of the runs with
and without connectivity results in points with a high variance. Eliminating
the non-connectivity points (Figure 4(d)) we can observe a tendency of the
throughput which is similar to the other scenarios. For a large number of nodes
a throughput near to 150 kbps is achieved. Thus, the use of IEEE 802.11 is pos-
sible in rural environments but depends on antennas and the access terminals
location.
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IEEE 802.11 wireless ad hoc networks are suitable for urban scenarios, but
not as suitable to rural environments. Besides, considering one-node transmis-
sions, the throughput obtained can be up to 2 Mbps regardless the distance
between gateway and source terminal. This throughput value must be lower
if more than one node contends for the medium. The following simulation set
focuses on the saturation throughput for multiple sources.

Network Throughput This simulation set verifies the maximum number of
users before saturation and the performance of two routing protocols, the reac-
tive AODV and the proactive OLSR. The AODV module is already available
in the ns-2 distribution. On the other hand, to simulate OLSR it is necessary
to add a patch to the simulator [11]. The nodes always send data at 56 kbps
and the transmission rate of each scenario is the same used in Section 4.2.

The transmission rate of Scenario 1 is 54 Mbps. Figure 5(a) shows that inde-
pendently of the routing protocols, the saturation is achieved for approximately
60 nodes. It is observed in both curves that after saturation, the throughput
decreases until it gets stable. This behavior is typical of CSMA protocols with-
out collision detection. In Figure 5(a) it is also observed that when every node
is transmitting, unlike Figure 4(a), the maximum throughput is higher than
3 Mbps. This occurs due to spatial reuse, which allows simultaneous transmis-
sions. The effect of spatial reuse starts after 36 nodes, when the diagonal of the
grid is larger than the interference range of the source.

The difference in throughput between AODV and OLSR is due to the higher
control overhead of OLSR. The OLSR protocol is proactive, flooding the net-
work periodically to keep the routing tables updated.

The results of Scenarios 2 and 4 were omitted because they are similar to
Scenario 1. In Scenario 3, IEEE 802.11b is used at 11 Mbps as in the forwarding
chain analysis. Figure 5(b) shows that after saturation the aggregated through-
put goes down and for a higher number of nodes it is supposed to become stable
as in Figure 5(a). The performance of OLSR overcomes AODV because OLSR
deploys special nodes called MPR, (MultiPoint Relay). The MPR is a node cho-
sen to send control packets. Each node chooses an MPR, set per interface. This
set comprises the minimum number of one-hop neighbors that can reach every
two-hop neighbor. Thus, only the MPRs transmit packets to two-hop neighbors,
limiting the flooding. In Scenario 3, the deployment of MPRs is more efficient
than in Scenario 1 due to the number of nodes inside the same transmission
range. In Scenario 1, the distance among nodes is 9.09 m and the transmission
range is 12.6 m. Therefore, every node have only four neighbors and the MPRs
produce no gains because all nodes are all MPRs. In Scenario 3, instead, the
transmission range is 32 m and the distance among the nodes in the XY plane
is 20 m. In this case, the number of neighbors is eight, plus the neighbors in
the Z axis. Increasing the number of neighbors improves the performance of the
MPRs because the flooding decreases.

In Scenario 5, the random position of the nodes and the low density affect
the results. Using IEEE 802.11 at 1 Mbps and antennas as in Figure 3, it is not
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Fig. 5. Network aggregated throughput.

possible to assure that the gateway is connected to the rest of the network in
every simulation run. For the same reasons pointed out in the forwarding chain
analysis, the variance is high as seen in Figure 5(c). AODV tends to present a
better throughput than OLSR. Again, the low density hinders the MPRs gains.
Also, note that even increasing with number of nodes, the saturation is not
achieved. This happens because the number of nodes that transmit is limited
to the nodes closer to the gateway.

5 Conclusions

The return channel of the digital TV can be used as a low-cost vehicle for digital
inclusion of underserved communities. A viability analysis of the return channel
must be considered to certify that the ad hoc technology is suitable.

In the connectivity analysis, we verified that in urban regions it is possible
to achieve high connectivity with a reduced number of terminals turned on.
Besides, in highly populated regions, 802.11 transmission rates up to 54 Mbps
can be used. On the other hand, in rural regions, the deployment of antennas
and the use of low transmission rates are mandatory to increase the transmission
range and guarantee connectivity. Positioning the gateway at the center of the
scenarios, 100% of connectivity is possible with a fewer number of nodes on
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compared to the vertex-positioned gateway. The average number of hops is also
lower when the gateway is at the center.

In the capacity analysis, we considered different numbers of nodes keeping
the density of residences constant. The results obtained by the forwarding chain
showed that increasing the distance between the gateway and the source ter-
minal, the user could obtain a reasonable throughput with an ad hoc return
channel. For a large number of nodes, the throughput of the forwarding chain
approximates to a constant which can be up to 2 Mbps. We also verified that the
saturation occurs around 60 access terminals sending data at 56 kbps regard-
less of the routing protocol. This data rate corresponds to a dial-up connection
and fits well the of the digital TV applications. For dense scenarios, the OLSR
routing protocol shows a better throughput than AODV. On the other hand, in
sparse scenarios, the AODV routing protocol is more suitable than OLSR. As a
consequence, currently, we investigate the implementation of a routing protocol
specific to the ad hoc return channel.
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