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Abstract

For a continuous flow on a compact metric space, the aim of this paper is to prove
a Conley-type decomposition of the strong chain recurrent set. We first discuss in
detail the main properties of strong chain recurrent sets. We then introduce the
notion of strongly stable set as a closed invariant set which is the intersection of
the w-limits of a specific family of nested and definitively invariant neighborhoods of
itself. This notion strengthens the one of stable set; moreover, any attractor results
strongly stable. We then show that strongly stable sets play the role of attractors
in the decomposition of the strong chain recurrent set; indeed, we prove that the
strong chain recurrent set coincides with the intersection of all strongly stable sets
and their complementary.

1 Introduction

Let ¢ = {¢:}+er be a continuous flow on a compact metric space (X, d). In the celebrated
paper [5], Charles Conley introduced the notion of chain recurrence. A point x € X is
said to be chain recurrent if for any ¢ > 0 and T > 0, there exists a finite sequence
(@i, ti)i=1,..n C X x R such that ¢; > T for all i, z; = x and setting z,,+1 := x, we have

d(qbtz (xz)u Ii—l—l) <ée Vi = ]-7 EENT (1)

The set of chain recurrent points, denoted by CR(¢), results closed, invariant and it
(strictly) contains the set of non-wandering points. In the same paper, Conley defined
attractor-repeller pairs as follows. We know that a set A C X is an attractor if it is the
w-limit of a neighborhood U of itself, that is A = w(U). Similarly, a set which is the
a-limit of one of its neighborhoods is a repeller. Given an attractor A, he proved that the
set A*, constituted by the points x € X whose w-limit has empty intersection with A4, is a
repeller, hence called the complementary repeller of A. Successively, Conley investigated
the refined link between chain recurrence and attractors, showing that

CR(¢) = ﬂ {AUA": Ais an attractor}. (2)
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As an outcome, he made explicit a continuous Lyapunov function which is constant on
the connected components of the chain recurrent set and strictly decreasing outside. The
construction of such a function is essentially based on the closure and countability of
the sets A U A*. This result is considered so important that it is sometimes called the
fundamental theorem of dynamical systems, see e.g. [13].

In the same year, Robert Easton in [8] defined strong chain recurrent points substi-
tuting condition by

> (00 (a2, i) < 2 3)

Moreover, he connected this stronger notion to the property for the corresponding Lips-
chitz first integrals to be constants. The set of strong chain recurrent points is denoted
by SCR(9).

For Y C X, we define Q(Y,e,T) to be the set of x € X such that there is a strong
(e,T)-chain from a point y € Y to z, and

QY):= [\ QY.eT).

e>0, T>0

Let f be a homeomorphism on a compact metric space (X, d). We remark that Albert
Fathi and Pierre Pageaut recently gave a new insight into the subject (see [10] and [14]).
Their point of view is very different from the one of Conley’s original work and it is in-
spired by the celebrated work of A. Fathi in Weak KAM Theory (see [9]). This approach
is based on a re-interpretation from a purely variational perspective of chain recurrent
and strong chain recurrent sets. One of their fundamental results is the construction of
a Lipschitz continuous Lyapunov function which is strictly decreasing outside the strong
chain recurrent set (see Theorem 4.4 in [I4]). An adaptation of Fathi and Pageault’s
techniques for a flow ¢ = {¢; }1er which is Lipschitz continuous for every ¢ > 0, uniformly
for ¢ on compact subsets of [0, +00), can be found in [I].

This paper is devoted to investigate —in the original spirit of Conley’s work— the struc-
ture of the strong chain recurrent set SCR(¢) for a continuous flow on a compact metric
space. In order to describe our results in some more details, we need to introduce the

notion of strongly stable set. The next definition comes after a careful understanding of
how SCR(¢) dynamically strengthens CR(¢).

DEFINITION. A closed set B C X 1is strongly stable if there exist p > 0, a family
(Up)ne(o,p) of closed nested neighborhoods of B and a function

(0,p) 31— t(n) € (0, +00)
bounded on compact subsets of (0, p), such that
(i) ForanyO0O<n<A<p, {zeX: dz,U,) <AX—n} CU,.
(ZZ) B = ﬂne(o,p)w(Un)‘
(1ii) For any 0 <n < p, cl {qb[t(n),Jroo)(Un)} cU,.

In particular, B is (closed and) invariant and so w(B) = B. The above notion —see Remark
.1} strengthens the one of stable set, or Lyapunov stable set (cfr. [3] (Page 1732) and
[4] (Paragraph 1.1)). Moreover, as shown in Example [£.1] any attractor results strongly
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stable. Analogously to the case of attractors, given a strongly stable set B, we define its
complementary B*® to be the set of points x € X whose w-limit has empty intersection
with B. We first prove the next result.

THEOREM 1. IfY C X is closed, then Q(Y) is the intersection of all strongly sta-
ble sets in X which contain w(Y), that is

QY) = ﬂ {B: B is strongly stable and w(Y') C B}.

The proof is divided into two main parts, corresponding to the two inclusions. The most
delicate point is understanding and making explicit the family of strongly stable sets
which actually decompose Q(Y).

As an outcome, we establish that strongly stable sets play the role of attractors in the
decomposition of the strong chain recurrent set. More precisely, we prove that SCR(¢)
admits the following Conley-type decomposition:

THEOREM 2. If ¢ : X xR — X is a continuous flow on a compact metric space,
then the strong chain recurrent set is given by

SCR(¢) = ﬂ{B U B®: B is strongly stable }. (4)

We notice that equality (4]) turns into (2)) in the case where SCR(¢) = CR(9).

The paper is organized as follows. Section [2|is devoted to preliminaries. In Section
we discuss in details the main properties of strong chain recurrent sets. The proofs of the
theorems above are given in Section [4]
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2 Preliminaries

Throughout the whole paper, ¢ : R x X — X is a continuous flow on a compact metric
space (X, d). We use the notation ¢(t,x) = ¢(x). Moreover, cl denotes the closure and
B(z,¢) the open ball with center x € X and radius € > 0. This section is devoted to
introduce some standard notions.

A set C' C X is called invariant if for any « € C' it holds ¢:(x) € C for all t € R; in
such a case, ¢;(C') = C for any t € R. A set C' C X is called forward invariant if for any
x € C one has ¢;(x) € C for all ¢ > 0. We now recall the well-known definition of limit
sets, which describe the long term behavior of a subset Y C X subjected to the flow ¢.

Definition 2.1. (w-limit and a-limit sets)



The limit sets of Y C X are given by

w(Y) = () d {Sprso0)(¥)} and oY) = () e {¢-oe-m(YV)}.

>0 >0

We point out that the above definition can be formulated in the more general case where
X is a Hausdorff space (not necessarily compact), see e.g. [12], [11] and [I5].
Clearly, if Y C Z then w(Y) C w(2).

In the sequel we collect some useful facts about w(Y'), in the case where (X,d) is a
compact metric space. Equivalent properties hold for a(Y'). We refer to [7], [15] and [16]
for an exhaustive treatment of the subject.

Proposition 2.1. Let Y C X.

(a) w(Y) is compact and nonempty. If in addition Y is connected, then w(Y') is con-
nected.

(b) w(Y) is the mazimal invariant set in cl {do 1) (Y)}.

() x € w(Y) if and only if there are sequences y, € Y and t, € R, t, — +00, such
that lim,, s o0 ¢4, (Yn) = .

(d) For any neighborhood U of w(Y') there exists a time t > 0 such that

¢[f,+oo) (Y) cU.

In particular, a closed set C' is invariant if and only if C' = w(C). Moreover, for any
Y CX,ww(lY)) =wl).

In the celebrated paper [5], Conley introduced attractors, repellers and a weak form
of recurrence, called chain recurrence.

Definition 2.2. (Attractor and repeller)
A subset A C X is called attractor if there exists a neighborhood U of A such that w(U) =
A. Similarly, a set which is the a-limit of a neighborhood of itself is called repeller.

Given an attractor A C X, let us define
A ={zeX: wl@)NnA=0} and C(AA") =X\ (AUA"). (5)

The sets A* and C(A, A*) are called respectively the complementary (or dual) repeller of
A and the connecting orbit of the pair (A, A*). The next properties hold (see [2], [5] and

[15]).

Proposition 2.2. Let A C X be an attractor.
(a) A* is a repeller.
(b) A point x € C(A, A*) if and only if w(x) C A and a(z) C A*.
(¢) For any x € X, either w(x) C A or x € A*.

Definition 2.3. (Chain recurrence)



(1) Given x,y € X, e >0 and T > 0, an (¢,T)-chain from x to y is a finite sequence
(@isti)iz1,.n C X X R such that t; > T for all i, x1 = x and setting x,41 =y, we
have

d(¢r, (), Tip1) <€ (6)
Vi=1,...,n.

(ii) A point x € X is said to be chain recurrent if for all € > 0 and T > 0, there exists
an (e,T)-chain from x to x. The set of chain recurrent points is denoted by CR(¢).

Expressed in words, a point is chain recurrent if it returns to itself by following the flow
for a time great as you like, and by allowing an arbitrary number of small jumps. In the
same paper [5], Conley described the structure of the chain recurrent set CR(¢) in terms
of attractor-repeller pairs and, as an outcome, proved the intimate relation between chain
recurrence and Lyapunov functions.

We first recall the notion of continuous Lyapunov function and then we state the
so-called Conley’s decomposition theorem.

Definition 2.4. (Lyapunov function)
A function h : X — R is a Lyapunov function for ¢ if ho ¢y < h for everyt > 0.

Theorem 2.1. (Conley’s decomposition theorem)
Let ¢ : R x X — X be a continuous flow on a compact metric space.

(1) The chain recurrent set is given by

CR(¢p) = ﬂ {AUA*: A is an attractor}. (7)

(13) There exists a continuous Lyapunov function h : X — R which is constant on the
connected components of the chain recurrent set and strictly decreasing outside, so
that

ho¢i(z) < h(x) forallz € X \CR(¢) andt >0
ho ¢i(x) = h(x) for all x € CR(¢) and t > 0.

In the same year, Robert Easton in [§] strengthened chain recurrence by substituting
(6) with the condition that the sum of the jumps is arbitrarily small, as explained in the
next

Definition 2.5. (Strong chain recurrence)
(1) Givenz,y € X, € >0 and T > 0, a strong (¢,T)-chain from z to y is a finite sequence
(iyti)iz1,.n C X X R such that t; > T for all i, 1 = x and setting x,.1 =y, we have

Z (1, (7:), Tiy1) <€ (8)

(17) A point x € X is said to be strong chain recurrent if for all € > 0 and T > 0, there
exists a strong (€, T)-chain from x to x. The set of strong chain recurrent points is denoted

by SCR().

Clearly, the set of fixed points, and —more generally speaking— the one of periodic points,
is contained in SCR(¢) C CR(¢p). Moreover, SCR(¢p) and CR(¢) are easily seen to be
invariant and closed (see e.g. [5], [2] and [I§]).
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3 Strong chain recurrence in compact metric spaces
For fixed ¢ > 0 and T" > 0, let us define
QY,e,T) = {x € X : there is a strong (&,7')-chain from a point of Y to z}  (9)

and
Q(Y,e,T) = QY,e +n,T). (10)

n>0

In the next lemmas, we collect the main properties of the sets Q(Y, e, T) and Q(Y,¢e,T).
Lemma 3.1. Q(Y,e,T) is open.

Proof. Let g1 € (0,¢). If there exists a strong (1, T)-chain from a point y € Y to x € X,
then replacing = by any point 21 € B(x,e —&1) we obtain a strong (e, T)-chain from y to
xI. ]

Lemma 3.2. Q(Y,e,T) is closed.

Proof. Let x € cl(Q(Y,e,T)) and n > 0. Then there exist z; € Q(Y,e,T) such that
d(z,r1) < ¥ and a strong (¢ + 7, T)-chain from a point y € Y to x;. Replace x; by x and
obtain a strong (¢ + 7, T))-chain from y to z. O]

Lemma 3.3. Q(Y,e,T) = Q(cl(Y),e,T).

Proof. Let n > 0. If z € Q(cl(Y),e,T) then there exists a strong (¢ + Z,T)-chain
(74,1;)i=1,..n from a point z; = y € cl(Y) to x4y = 2. Let > 0 be a 7 modulus
of uniform continuity of ¢;, and let y; € Y such that d(y,y1) < ¢. Replacing y by vy, we
obtain a strong (& + 1, T)-chain from 1; to x. O

Lemma 3.4. {z € X : d(z,Q(Y,e,T)) <n} CQY,e+n,T)

Proof. Let 7 € Q(Y,e,T) and d(z,%) < n. Define ( = n — d(x,Z) > 0. There exists a
strong (¢ + ¢, T)-chain from a point y € Y to . Replace T by z and obtain a strong
(e +n,T)-chain from y to x. O

Lemma 3.5. ¢l {d7400) (Y., 7))} CQY,e,T).

Proof. Observe first that, by definition of strong (g, T')-chain, ¢(7 1o0)(2(Y, ¢, T)) C Q(Y, ¢, T).
As a consequence, cl { @i +00)(QUY,e,T)} C QY,e,T). O

Corollary 3.1. w(Q(Y,e,T)) C Q(Y,¢,T).
Lemma 3.6. w(Y) C Q(Y,¢e,T).

Proof. Notice that (1 100)(Y) € Q(Y,¢,T). Indeed, if y € Y then (y,t ) (Wlth t1 >T)is
a strong (0, T')-chain from y to ¢, (y) . Then, {11 400(Y)} CQY,e,T) and w(Y) C
Q(Y,e, 7). O

Lemma 3.7. Q(Q(Y,e1,T),e2,T) CQ(Y,e1 + €2, T).

Proof. Let z € Q(Q(Y,e1,T),e2,T) and let (z4,t;)i=1,..n be a strong (e2,7")-chain from
r € QY,e,T) to z. There exists a strong (e1,7)-chain from a point y € Y to x.
Concatenating the two chains, we obtain a strong (e; + €5, T')-chain from y to z. m
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Let us define now

Q)= [) Qv.eT)= () QY.e7). (11)

e>0, T>0 e>0, T>0

By Lemmas [3.3] and [3.6], we immediately conclude that
w(Y) CQY) = Qd(Y)). (12)

Example 3.1. Consider a Cantor set K in [0,1] with 0,1 € K. Let f : [0,1] — [0, +00)
be a non negative smooth function whose set of zeroes coincides with the Cantor set. Let
¢ : R x [0,1] — [0, 1] be the flow of the vector field

V(z) = f(a:)%

We denote by A the Lebesgue measure on the interval. If A(K) = 0, then Q(x) = [z, 1]
for every x € K. If \(K) =6 > 0, then Q(x) = {x} for every z € K.

Let us define -
SP(¢) ={(y,2) € X x X : € Q(y)}.

The properties of the relation SP(¢) are illustrated in the next proposition, see also [17]
(Definition 3.2) and [I8] (Definition 2.3 and Theorems 2.1, 2.2, 2.3). We refer to [5] (Page
36, Section 6) for the analogous result in the chain recurrent case.

Proposition 3.1. SP(¢) is a transitive, closed relation on X. Moreover, if (y,x) €
SP(6) and 1,5 € R, then (&u(y), 6u()) € SP(9).

Proof. The transitivity of the relation SP(¢) follows directly from Lemma [3.7]
In order to prove that the relation SP(¢) is closed, let (, Z) be a limit point of SP(¢).
By the continuity of ¢ at y, for any € > 0 there exists ¢; € (O, %) such that
£

d(y,z) <er = dor(y), ¢r(2)) < 1

Consequently, since (7, Z) is a limit point of SP(¢), there exists (y,z) € SP(¢) such that
d(y,y) < &1 and d(z,x) < £, implying
£

d(¢r(9), or(y)) < T (13)

For any € > 0 and T' > 0 we construct a strong (&, T')-chain from g to & by concatenation
of three strong chains.
First, by inequality (13)), we build a strong (£, T)-chain from § to ¢r(y) made up of a

single jump:
ri=19 ty =T
{932 = or(y)-

Moreover, since (y,z) € SP(¢), there exists a strong (1, 27)-chain (z;,¢;)i=1.._.
to = (so with x,1; = ). We consider the strong (e1,7")-chain (z;, 8;)i=1..._n—1 from ¢r(y)
to z, (hence with z, = x,):

Z1 = ¢T<y) S1 = tl -T
Zi = X s =1 Vi=2,...,n—1



where g, € (O, i)
Finally, we exhibit the following strong (5, 7")-chain from z,, to z:

from 0

=1
Indeed, d(¢y,(7,),Z) < d(¢r, (zn), ) +d(z,7) <2, < 5.
By gluing the three strong chains above, we obtain a strong (¢,T')-chain from g to Z
proving that (g,z) € SP(¢).

Finally, we prove that if (y,z) € SP(¢) and t,s € R, then (¢:(y), ds(x)) € SP(¢).
This means that for any € > 0 and 7" > 0 there exists a strong (¢, T")-chain from ¢;(y) to
¢s(x). We point out that, since (y,z) € SP(¢), for any €; > 0 and T' > 0, there exists a
strong (e1,T + |t| 4 |s])-chain (24, t;)i=1,_» from y to x. Moreover, since ¢ is continuous
at x, for any € > 0 there exists ¢; € (0 §) such that

=1
I
8
3
~
=
Il
~
3

N

dlz,2) <e1 = dds(2),ds(z)) < .

2
Let ¢, € (O, %) Hence, for any ¢ > 0 and 7" > 0, we exhibit the following strong

(e,T)-chain (z;, 8;)i=1,.., from ¢ (y) to ¢s(z):

21 = ¢ (y) Spi=1t —t

Zi = X Silzti VZ:2,,TL—1
Zn = T, Sp =1, + s

Znt1 = Os(T).

In fact:

n—1

Z d((bsz(’zl)? Zi+1) = d<¢t1—t o (bt(y)? x2> + Z d((btz(xZ)’ xi-ﬁ-l) + d<¢tn+8(‘rn>7 ¢S<x)) =

n—1

— ;d(@i(%), Tit1) + d( Py, +s(xn), ds(x)) < &1 + g e

since d(¢y, (x,), ) < €1. O
Corollary 3.2. If (y,x) € SP(¢), y1 € cl{or(y)}, 11 € cl{¢r(z)}, then (y1, 1) € SP(P).
For Y C X, let now
SPy(¢) ={x € X : Jy €Y such that x € Q(y)}.
Lemma 3.8. If Y C X is closed, then SPy(¢) = Q(Y).

Proof. If z € Q(Y) then there exists a sequence of strong (g, Ty )-chains with g, — 0,
T, — +oo with initial point y; € Y and final point . Up to subsequences, assume that

yr converges to y € Y. Fix T > 0 and € > 0 and choose k so that e, < 5, T}, > 2T

.....

Tpy1 = x. Then (z;, 8;)iz1,. n+1 With
7 =1 s1 =T
zo=¢r(yr) sa=t1—T
Zi = Ti_q S; =11 Vi=3,...,n+1
Zni2 =T
is a strong (e, T")-chain from y to x. O



Lemma 3.9. If Y C X is closed, then Q(Y) is closed and invariant. Consequently,
w(Q(Y)) =QY).

Proof. By definition (11) and Lemma , Q(Y) is the intersection of closed sets and
therefore it is closed. Invariance of SP(¢) —proved in Proposition and Lemma
imply the invariance of Q(Y). O

Lemma 3.10. If Y C X is closed, then Q(Y) = MNeso. roow(Q(Y, e, T)).

Proof. Since Q(Y) C Q(Y,¢,T), by Corollary 3.1] w(Q(Y)) C w(Y,e,T)) C Q(Y,e,T).
By intersecting, we obtain

wQY)C [ w@Q.eT)CS () QV.eT) =)

e>0, T>0 >0, T>0
By Lemma [3.9 w(Q(Y)) = Q(Y) and the equality holds. O
Lemma 3.11. If Y C X is closed, then Q(w(Y)) = Q(Q(Y)) = Q(Y).

Proof. From one hand, by , Lemma and transitivity proved in Proposition it
follows that o B
Qw(Y )) C QQ(Y)) € QY).

On the other hand, let € Q(Y) = SPy(¢) by Lemma again. Let y € Y such that
z € Qy) and let y; € w(y) C w(Y). Then ~by Corollary - ~ (y1,7) € SP(¢). In other
words, z € SP,)(¢) C SP.)(¢). Hence, from Lemma [3.8] 2 € Q(w(Y')). This proves
that Q(Y) C Q(w(Y)). O

4 Strongly stable sets and strong chain recurrence

We start this section by recalling the notion of (Lyapunov) stable set and then we define
strongly stable sets. By Remark [I.1] every strongly stable set is stable. Moreover —see
Example an attractor results strongly stable. Afterwards, in Theorem we prove
the decomposition of the set Q(Y) in terms of strongly stable sets. As an outcome, we
finally show that these sets play the role of attractors in the Conley-type decomposition
of SCR(¢). Indeed, Theorem [4.2]is the analogous of point (i) of Theorem 2.1} the strong
chain recurrent set of a continuous flow on a compact metric space coincides with the
intersection of all strongly stable sets and their complementary.

Definition 4.1. (Stable set)
A closed set B C X 1s stable if it has a neighborhood base of forward invariant sets.

We notice that the neighborhood base of forward invariant sets can assumed to be closed,
since the closure of a forward invariant set is forward invariant.

Lemma 4.1. If B C X is stable and w(x) N B # 0 then w(z) C B.

Proof. Let U be a closed forward invariant neighborhood of B. Since w(x) N B # (), there
exists a time ¢ > 0 such that ¢z(z) € U. Since U is closed and forward invariant, we have
that w(z) C ¢l {¢f100)(x)} C U. As U is arbitrary in the neighborhood base of B, we
conclude that w(z) C B. O



Definition 4.2. (Strongly stable set)
A closed set B C X s strongly stable if there exist p > 0, a family (Uy)ye,p) of closed
nested neighborhoods of B and a function

(0,p) 2= t(n) € (0, +o0)
bounded on compact subsets of (0, p), such that
(i) ForanyO0O<n<A<p, {zeX: dz,U,) <X—n} CU,.
(ZZ> B = mnE(O,p)w(Un>'
(i1i) For any 0 <n < p, cl { P00 (Up)} € Uy

Remark 4.1. Every strongly stable set is stable. Indeed, if U is an open neighborhood of
B, then there exists n € (0, p) such that w(U,) C U. Hence, there exists a time ¢ > 0 such
that V, := ¢l {c;S[g,Jroo)(Un)} C U. Clearly, V;, results closed and forward invariant. Since
U, is a neighborhood of B and ¢, is continuous, then every ¢,(U,) is a neighborhood of
¢(B) = B. Hence V,, is a (closed and) forward invariant neighborhood of B.

Example 4.1. Every attractor is strongly stable. Indeed, for n > 0, let
A, ={reX: dxz, A) <n}.

Condition (i) of Definition 4.2]is clearly satisfied. Moreover, since A C X is an attractor,
there exists a neighborhood U of A such that w(U) = A. As a consequence, there exists
p > 0 such that A C A, C U. Therefore, for any n € (0, p), w(A,) = A, satisfying then
condition (ii) of Definition [4.2] In addition, there exists a time ¢(r) > 0 such that

Al {Ditiny. 100y (Ay) } C int(Ay). (14)

We finally prove that the function (0,p) > n — t(n) € (0,+00) is bounded on compact
subsets of (0, p). Since w(U) = A C int(A,) for any n € (0, p), we choose the first time
t(n) > 0 such that

cl {qb[g(n)7+oo)<U)} C int(An).

Clearly, the function (0, p) 3 n + t(n) € (0, +00) is decreasing and therefore it is bounded
on compact subsets of (0, p). Since

el { Pfin),400) (An) } €l { Din) 400)(U) } C int(A,),

we have that t(n) < t(n), Vn € (0,p). As a consequence, also the function (0,p) > n
t(n) € (0,400) is bounded on compact subsets of (0, p).

We observe that, in the case of attractors, condition (iii) of Definition [4.2|is realized in a
stronger way. Indeed, for any 0 < n < p, one has the stricter inclusion (|14)).

Example 4.2. On the interval [a, b], let us consider the dynamical system of Figure ,
where the bold line and the arrows denote respectively fixed points and the direction of
the flow ¢. In such a case, SCR(¢) = {a, b}, the point b is an attractor (and therefore
strongly stable). However, every interval |«, 5] of fixed points with § different from c is a
strongly stable set but not an attractor.

10
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Example 4.3. If Y C X is closed, then every w(Q(Y,e,T)) is strongly stable, with
U, =QY,e+n,T). Indeed, Lemmalmphes condition (7) of Definition 4.2 Moreover,
from Lemma cl {¢[T,+OO (QY,e+n,T))} € QY,e+n,T) for any n > 0, which is
condition (iii) of Definition Finally, from definition and the property that
w(QY,e+n,T)) CQY,e+n,T) (see Corollary [3.1)), we deduce

Q(Y,e,7) C (wQY,e+0.7) C [ QY. e +0.T) =Q(Y,e,T).

n>0 n>0

We then conclude that w(Q(Y,e,T)) = ﬂn>0w(Q(Y, e +n,T)), proving condition (i7) of
Definition 4.2

The next theorem is fundamental in order to prove the Conley-type decomposition of
the strong chain recurrent set. The corresponding result in the chain recurrent case is
statement C of Section 6 in [5].

Theorem 4.1. If Y C X is closed, then Q(Y) is the intersection of all strongly stable
sets in X which contain w(Y'), that is

QY) = ﬂ {B: B is strongly stable and w(Y) C B}. (15)

Proof. (C) Let B C X be strongly stable and n € (0, p) be fixed. By hypothesis, w(Y") C
B C U, . As a consequence, there exists a time ¢(r/2) > 0 such that

cl {Biitm/2) 400 (Y) } C Uypa. (16)

Let us define

T'(n) = max{t(n/2), max, t(n/2+ A)}.

We notice that maxyejo,,/2 t(n/2 + A) is achieved since the function (0,p) 3 n — t(n) €
(0, +00) is bounded on compact subsets of (0, p).

We proceed by proving that every strong (1/2,T(n))-chain starting at Y ends in U,, i.e.
Q(Y,n/2,T(n)) C U,. This thesis immediately follows from these facts. By , for
every z; € Y, if t; > T(n) > (n/2) then cl (@, +o0)(1)) € Uyy2. By condition (i) of
Definition [.2] if the amplitude of the first jump is 7; € (0,7/2], the point 5 of the chain is
contained in Uy o1y, . Moreover, for £, > T'(n) > maxyepo,n/2 t(n/2 + A), by condition (i77)
of Definition , we have that cl (qb[tQ’Jroo) (xg)) C U, a4n,- Iterating the above argument
and using the fact that the sum of the amplitudes of the jumps is smaller than 7/2, we
obtain that

Q(Y,n/2,T(n)) C U,

11



Since the above argument holds for any 7 € (0, p), we conclude that

Q) € ﬂ w(Uy) =B

n€(0,p)

where, in the last equality, we have used condition (i) of Definition .
(2) We know from Example that every w(€2(Y,e,T)) is strongly stable. Moreover, by

Lemma (Y) = Neso, 70w (Q(Y,e,T)). O

Given a strongly stable set B C X, we define the complementary of B to be the set
B*:={zx e X: w(z)nB=10}. (17)

The set B®* C X is invariant and disjoint from B but it is not necessarily closed even if
B is closed (see also Paragraph 1.5 in [0]). If B is an attractor then B® coincides with
the so-called complementary repeller B* (see the first formula in (). Moreover, every
B C X strongly stable is stable. Therefore ~by Lemma for every x € X, either
w(z) C Borx e B*.

We finally prove the Conley-type decomposition of the strong chain recurrent set in
terms of strongly stable sets.

Theorem 4.2. If ¢ : X x R — X is a continuous flow on a compact metric space, then
the strong chain recurrent set is given by

SCR(¢p) = ﬂ{B U B*®: B is strongly stable }. (18)
Proof. (C) Let # € SCR(¢). By Theorem [4.1] this means that
z € Qz) = ﬂ{B : B is strongly stable and w(x) C B}.

If B is strongly stable and w(z) € B then « € B*. Therefore x € BUB® and the inclusion
immediately follows.

(D) Let 2 € ({BUB® : B is strongly stable}. Since BNB* = (), the next two cases occur.
If z € B, then w(x) C B. On the other hand, if z € B* then, by definition, w(x) N B = (.
This means that z € ({B: w(z) C B} = Q(x). Equivalently, x € SCR(¢). O

Clearly, decomposition (|18)) equals to decomposition ([7]) when a dynamical system admits
only attractors or, equivalently, SCR(¢) = CR(¢).

Remark 4.2. We remind that if A; # A, are attractors, then A; U A7 # A, U A3.
The same property does not hold true for strongly stable sets. Indeed, there could exist
strongly stable sets B; # By such that By U B} = By U BS. The obvious example is the
trivial flow on a connected compact metric space: in such a case, any closed subset B is
strongly stable with B®* = X \ B. As a consequence, Theorem can be rephrased as
follows. Let us indicate by SS(X, ¢) the set of all strongly stable sets of ¢ : R x X — X.
We define an equivalence relation ~ on S§(X, ¢) by

BINBQ <~ BlLJBI:BQUB;

and we denote by SS(X, ¢)/ ~ the set of the associated equivalence classes. By using
this relation, decomposition (18] equals to

SCR(¢) =({{BUB": BeSS(X,0)/ ~}. (19)

12



Figure 2
For a 1-dimensional dynamical system, we finally present an example of the above
decomposition (|19)).

Example 4.4. On the circle S' = R/Z equipped with the standard quotient metric, let
us consider the dynamical system of Figure [2| where the bold line and the arrows denote
respectively fixed points and the direction of the flow ¢. In such a case, CR(¢) = S!
and SCR(¢) = Fix(¢). Such a dynamical system does not present any attractor but
SS(X, ¢) has four equivalence classes, corresponding to these cases:

BoUBS =cl(AD), ByUB!=d(DC), ByUBS=d(CB), BsUB}=S8"
Finally, taking the (finite) intersection, we obtain

SCR(¢) = ({B;UB}: i=0,1,2,3} = Fix(¢).
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