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ABSTRACT  
 

The menu costs model developed by Ball and Mankiw (BM)(1994,1995) predicts that 

inflation is positively related to the skewness of price changes distribution. We test this 

prediction in different inflationary contexts: Spain (1975-2002) and Argentina (1960-1989). 

We find a positive inflation-skewness relationship in both countries at low  inflation, even 

though the mean annual inflation rates were very different: 2,2% for Spain and 23% for 

Argentina. Therefore, the threshold of low inflation under which the menu costs model is 

suitable is determined endogenously, and it depends on the inflationary experience of 

each economy. In the higher inflation periods skewness is not significant. Finally, our 

results suggest that the menu-costs model is not suitable beyond certain threshold of 

inflation. 
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1. Introduction 

In a flexible price framework changes in relative prices should not affect average 

inflation and, therefore, the prediction is that there is no relationship between inflation and 

the higher moments of the relative price changes distribution. But empirical evidence does 

not support this result. On the contrary, inflation and the second and third moments of the 

relative price changes distribution appear to be positively correlated. However, there is no 

consensus about the causal mechanism underlying that relationship. On one hand, there 

is a vast empirical literature studying the relation between inflation and the second 

moment, the relative price variability (RPV), finding that causation runs from inflation to 

RPV. This strand of work dates back to Mills (1927), and since the contributions of Vining 

and Elwertowski (1976) and specially Parks (1978), a lot of empirical work has been done.  

On the other hand, a second line of research proposed by Ball and Mankiw  

(henceforth BM) (1994,1995) shows that inflation is influenced by the skewness1. They 

argue that, in presence of nominal rigidities, due to the fact that firms face menu costs, 

changes in the price level and skewness are positively correlated. This paper is focused 

on this approach, and tries to check if the skewness-inflation relationship holds for different 

inflationary contexts. More precisely, our goal is to show that there is a threshold of the 

inflation rate under which the BM approach is suitable, and furthermore that such threshold 

is determined endogenously in each economy. The hypothesis is that this threshold 

depends on the inflationary experience of each country.   

We test out such statement in two economies with very different inflationary history: 

Spain, from 1975 to 2002, and Argentina, from 1960 to 1989. The first economy has been 

historically stable in the last fifty years in comparison with Argentina: along the period 

studied in this paper the monthly inflation rate moved in a range between -1% and 4%. On 

the contrary, Argentina shows a very rich inflationary history: in the last forty years its 

monthly inflation rate fluctuated from -1.7% to 54%.  

Our results show that the predictions of menu costs model hold for the lower 

inflation period in both countries, even though the mean inflation rate in each period differs 

strongly across them. In fact, the mean annual inflation rate in Argentina along the low 

inflation period was around 20%, higher than the inflation rate of Spain in the high inflation 

period. Nonetheless, in neither of them such approach is suitable at high inflation. 

                                                 
1
 Usually menu costs model has been used to explain nominal price rigidity, which implies that demand 

policies may be effective. BM move away from the traditional approach: they propose a theory of supply 
shocks. As they argue, supply shocks are changes in certain relative prices and they assert that menu costs 
model is a plausible framework to explain why those changes affect the price level.  
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The paper is organized as follows. Section 2 summarises the theoretical framework 

and the main empirical evidence. Section 3 presents the price data, variables and 

equations used in the empirical analysis. Section 4 shows the empirical results concerning 

the inflation-RPV-skewness relationship. Finally, section 5 concludes. 

 

2. Theoretical framework and empirical literature 

BM (1994,1995) use a menu costs model to explain how the economy responds to 

shifts in relative prices that, in a flexible price setting, would leave the price level 

unchanged. Within a menu costs framework, price adjustments are costly. Hence, when 

firms experience a shock to their desired relative prices, they only change their prices if the 

profit from the adjustment is larger than the menu cost. These menu costs give rise to a 

band of inaction in response to relative prices shocks. In that framework, a relationship 

between the inflation rate and the higher moments of the distribution of the desired price 

changes arises. The features of that relationship depend on the inflationary context. 

On one hand, BM (1995) state that in an economy with no trend inflation, the 

average inflation rate is positively related to the skewness of the distribution of relative 

price changes. The intuition behind this result is illustrated in figures 1.a to 1.c2, presented 

in appendix I. Those figures show how the skewness of the distribution of desired price 

changes influences the price level. As it was aforementioned, the presence of menu costs 

implies that firms have a range of inaction in response to shocks to their desired prices. If 

there is no trend inflation, such range is assumed to be symmetric around zero and it is 

between the upper (U) and the lower (L) cut-off prices. In figure 1.a the distribution of 

desired price changes is symmetric. In this case, if the desired changes are in the upper 

tail of the distribution –i.e., above U- firms will raise their prices, and if the desired changes 

are in the lower tail –i.e., under L-, firms will lower their prices. As the distribution is 

symmetric, both tails are equal and the net effect of the shock on the average inflation is 

zero. In figure 1.b the distribution of desired changes is skewed to the right (but still has 

mean zero); thus, the upper tail is larger than the lower tail. In this case, more prices rise 

than fall, so that the overall price level increases. In figure 1.c the distribution of shocks is 

skewed to the left, so the lower tail is bigger than the upper tail, which implies that more 

firms are lowering prices than raising them and the price level falls. 

Moreover, a larger RPV will magnify the effects of skewness: if the distribution of 

shocks is symmetric, an increase in the variance of shocks increases the size of both tails 

by the same amount, so the price level remains unchanged. However, if the distribution is 
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skewed to the right (left), a larger variance increases both tails, but the absolute increase 

in the upper (lower) tail is larger. Therefore the price level increases (decreases) by a 

larger amount. In short, RPV has no independent effect on inflation, but it interacts 

positively with skewness: a larger RPV is inflationary when the distribution is skewed to the 

right and deflationary when it is skewed to the left. 

On the other hand, BM(1994) examine the effects of changes in relative prices in 

presence of a positive trend inflation, given a symmetric distribution of the desired price 

changes, concluding that price adjustments become asymmetric. In this context, when 

firms face a negative shock, they can either pay the menu cost and lower their prices or let 

inflation erodes their relative prices until the desired level. The higher the inflation, the 

faster the erosion process and the less likely the firms will pay menu costs. Therefore, a 

positive trend inflation will reduce the lower tail of the distribution, i.e., the size of the zone 

in which firms pay menu costs and lower their price. On the contrary, a positive shock 

implies that if the firm does not pay the menu cost, the gap between current and optimal 

price will widen. The firms are more likely to pay menu costs and raise their prices, 

increasing the upper tail of the distribution. Therefore, in a positive trend inflation 

framework, downward price rigidity appears. In other words, a positive trend inflation 

moves the range of inaction to the left (see figure 2.a). Finally, figure 2.b shows that an 

increase in RPV moves the distribution to the dotted line; hence, in absolute values the 

upper tail increases in relation to the lower one, so that inflation increases even if the 

distribution is symmetric3.  

As for some periods, both for Argentina and Spain, the features of inflation and the 

higher moments of the relative price changes distribution do not fit the aforementioned 

assumptions, we have to consider some additional cases: 

1. Negative trend inflation and a symmetrical distribution of the desired price change: In 

this context, upwards rigidity appears and therefore the range of inaction moves to the 

right –see figure 3.a-, due to analogous reasons to those explained in an economy with 

positive trend inflation. Figure 3.b shows the impact of an increase in RPV. Such increase 

magnifies the lower tail of the distribution, which implies a negative relation between 

inflation and RPV. 

2. Positive trend inflation and a distribution of desired price changes with positive 

skewness4: As it has been pointed out, a positive trend inflation moves the range of 

                                                                                                                                                                  
2
 These figures are based on BM (1995). 

3
 Figures 2.a and 2.b are based on Amano and Macklem (1997). 

4
 BM(1995) argue that if we combine the asymmetries in the distribution of the desired price changes with 

the asymmetric price adjustment derived endogenously by BM(1994) in an economy with trend inflation, we 
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inaction to the left, thus the upper tail will be bigger and the effects of an increase in RPV 

will be magnified –see figures 4.a and 4.b-.  

3. Negative trend inflation and a distribution of desired price changes with positive 

skewness: In this case, the band of inaction moves to the right and, therefore, the right 

skewness might balance the impact of an increase in RPV, so that the negative inflation-

RPV relationship can even disappear (see figures 5.a and 5.b). 

Table 1 summarises the testable implications of menu costs model under the 

different assumptions considered in this section. 

TABLE 1: TESTABLE IMPLICATIONS OF MENU COSTS MODEL*
 

 
A) NO TREND INFLATION 

BM(1995) 
 

DISTRIBUTION OF DESIRED PRICE CHANGES 
 

SYMMETRICAL SKEWED TO THE RIGHT SKEWED TO THE LEFT 

No RPV- π relation Positive S - π relation 
Positive RPV- π relation 

RPV magnifies effect of S  

Positive S - π relation 
Negative RPV- π relation 
RPV magnifies effect of S  

 
B) TREND INFLATION 

POSITIVE NEGATIVE 

DISTRIBUTION OF DESIRED PRICE CHANGES 
 

DISTRIBUTION OF DESIRED PRICE CHANGES 
 

SYMMETRICAL 
BM(1994) 

SKEWED TO THE RIGHT SYMMETRICAL 
 

SKEWED TO THE RIGHT 

Positive RPV- π relation  Positive S - π relation 
Positive RPV- π relation 

S magnifies effect of RPV 

Negative RPV- π relation Weak negative RPV- π 
relation 

Effect of RPV can be 
balanced by S  

* π denotes inflation and S denotes skewness 

 The empirical evidence in this area is mixed. In general positive inflation-skewness 

and inflation-RPV relationships are supported by the data, but results are not conclusive 

about which relation is stronger in different inflationary contexts. On one hand, in low 

inflation contexts, the inflation-skewness relationship seems to be stronger than the 

inflation-RPV relationship. In this sense, Lourenco and Gruen (1995), for Australia, show 

that for periods with an annual inflation rate lower (higher) than 4%-5%, the inflation-

skewness relation is stronger (weaker) than the  inflation-RPV one. Studies for periods 

under that limit show similar results – see, among others, Ball and Mankiw (1995), for the 

US, Amano and Macklem (1997), for Canada, Aucremanne et al. (2002), for Belgium and 

Caraballo and Usabiaga (2004, 2007) for Spain. However, as an exception to this general 

result, Assarsson (2004) finds that in Sweden both relationships are positive and strong, 

and neither of them is stronger than the other.  

                                                                                                                                                                  
expect that skewness still have a direct effect on inflation but there is also a direct effect of variance, 
however they do not specify  the sign and relevance of such effects. 
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On the other hand, for studies covering periods with changing inflation rate, the 

evidence is mixed. For example, Hall and Yates (1998), for the 1975-1996 period in the 

United Kingdom, find a weaker inflation-skewness relationship than the inflation-RPV one. 

Döpke and Pierdzioch (2003), for the 1969-2000 period in Germany, find that both 

relations are positive, but none of them is stronger. Finally, Raftai (2004) for Hungary 

shows that there is a positive association between inflation and skewness along a period 

of an annual inflation rate moving from 15% to 30%. 

In short, it seems that recent empirical evidence supports the existence of a positive 

association between inflation and the higher moments of price change distribution. 

Nevertheless, it is clear that the features of such relation change depending on the 

different rates of inflation. In order to give a wider evidence on that relationship, this paper 

analyses the relation between inflation and the higher moments of price change 

distribution in two different inflationary contexts: Spain and Argentina.  

 

3. Price data and empirical methodology 

3.1. Price data5 

 We use monthly price data for both countries. For Argentina, price series have been 

extracted from the statistical bulletins of the Instituto Nacional de Estadísticas y Censos, 

from January 1960 to March 1989. Individual price data correspond to the items of the 

national Wholesale Price Index (WPI), at the level of WPI groups (i.e. three digits of the 

International Standard Industrial Classification). Since the structure of WPI in Argentina 

changed in July 1984, we use 87 price indexes for the January 1960-June 1984 period and 

64 for the July 1984-March 1989 period.  

 For Spain we use 24 categories of disaggregated price data of the Producer Price 

Index (PPI). They were extracted from the Instituto Nacional de Estadística for the January 

1975-December 2002 period6. Along this period inflationary and deflationary processes can 

be found. There was a stagflation peaked in 1977 with 26% of annual inflation, while since 

                                                 
5
 As BM(1995) point out, one limitation of the theoretical framework explained in previous section is that it 

concerns the distribution of the desired price changes, which is unobservable. In order to give empirical 
content to their predictions, they use the distribution of actual price changes in place of the unobserved 
distribution of desired price changes. Following those authors, we also use the distribution of actual price 
changes. 
6
 We have used WPI for Argentina and PPI for Spain because similar price indexes for both countries are 

required in order to compare results. Nonetheless, as the degree of disaggregation of price data is clearly 
different, we have checked if this fact could affect the results. In this sense, we have done the same 
empirical work performed in this paper using the Spanish CPI and comparing the results obtained for two 
different levels of disaggregation: 57 and 110 categories. The conclusions achieved for both cases are quite 
similar. These data and results are available from the authors upon request. 
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1986 the adjustment process, required for admission into the European Economic 

Community, was associated with a lower annual inflation (which was under 4%-5%). 

For Argentina, the WPI price data do not present seasonality problems, because 

most of prices, and specially the prices of industrial and imported products, do not have a 

seasonal component. On the contrary, for the Spanish case, PPI price data present a 

seasonal component, which has been removed by means of the TRAMO-SEATS method. 

Thus, all the results of the estimations presented along the paper are referred to non-

seasonal variables for Argentina and seasonally adjusted variables for Spain.  

 

3.2. Empirical methodology 

As it is common in this strand of the literature, we use the second and third moment 

of the price changes distribution: RPV and the skewness (S): 
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where wi is the weight of price i in the price index, πit is the inflation rate of price i in period 

t and πt  is the inflation rate in period t. For  the Spanish PPI, weights are calculated 

according to the importance of the branches of activity and the products in 1990, with the 

help of information provided by the Industrial Survey. For Argentina, wi denotes the 

average expenditure share of the ith good in the price index. As usual, weights are 

nonnegative and sum to one. 

For Argentina, we use a slight variation of RPV, because in a high inflation economy 

expression [1] can be spuriously correlated with the mean of the distribution, i.e. the 

inflation rate. To avoid such problem, we use a coefficient of variations, as follows:           
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We estimate four equations to analyse the relationships among variables:  

ttt   11                                                                                         [4] 

tttt RPV    211                                                                           [5] 

tttt S    311                                                                             [6] 

ttttt SRPV    3211                                                                    [7] 
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Lagged inflation is included to capture persistence. As a preliminary step, we have 

applied the classical ADF test to the series (see appendix II)7. Price data present a 

deterministic trend both for Argentina and Spain, positive for the former and negative for 

the latter. These features of the data have been included in the regressions. Moreover, 

given that the explanatory variables are the higher moments of the price change 

distribution, multicollinearity could appear. To tackle this issue, the correlation coefficients 

between RPV and S have been calculated, as their values are under 0.3 -see appendix III-

we have considered that both variables can be included jointly in the regressions.  

 

4. Inflation, RPV and Skewness 

This section presents the main empirical results. Along the paper, we estimate 

equations by means of Ordinary Least Squares (OLS) and we test for first and up to 

twelfth order autocorrelation in residuals using the Breusch-Godfrey (BG) Lagrange 

multiplier test. If no autocorrelation appears at a 5% level of significance, we present the 

results of the OLS estimate. If autocorrelation is detected, we estimate by Non Linear 

Least Squares and, previously, we model the structure of the residuals attending to the 

autocorrelation properties shown by the residuals series. As usual, the value of the t-

statistic (p-values in brackets in the tables) is corrected of heteroscedasticity by means of 

the White method.  

We run the regressions specified in equations (4) to (7). Table 2 shows the results 

for the total period in Argentina and Spain. 

TABLE  2. TOTAL PERIOD 

 ARGENTINA (1960:01-1989:03)* SPAIN (1975:02-2002:12)*  

Equations (4) (5)(‡) (6) (7) (‡) (4) (5) (6) (7) 

Constant -0.32 
(0.31) 

-2.23 
(0.00) 

-0.60 
(0.04) 

-2.29 
(0.00) 

0.64 
(0.00) 

0.22 
(0.00) 

0.59 
(0.00) 

0.21 
(0.00) 

Πt-1 0.63 
(0.00) 

0.01 
(0.91) 

0.62 
(0.00) 

-0.009 
(0.95) 

0.46 
(0.00) 

0.36 
(0.00) 

0.45 
(0.00) 

0.36 
(0.00) 

RPVt  2.06 
(0.02) 

 2.96 
(0.00) 

 0.41 
(0.00) 

 0.39 
(0.00) 

St   0.18 
(0.01) 

0.05 
(0.52) 

  0.02 
(0.00) 

0.01 
(0.01) 

Adjusted R
2 

0.56 0.64 0.57 0.64 0.49 0.65 0.51 0.65 

BG p-value 0.65 0.99 0.58 0.96 0.39 0.61 0.16 0.68 

* Regressions include a deterministic trend 
(‡) Estimates including a MA(3) structure  

                                                 
7
 The classical ADF test has low power under the presence of a structural break in the series. As a 

consequence, the test may falsely detect a unit root. For our data this problem with classical ADF test does 
not appear in the sense that the classical ADF has not detected unit roots. Moreover, for Spain the unit root 
test has been applied to the seasonally adjusted series. The methods of adjustment for seasonality introduce 
persistence, reducing the power of the test, in a way that tests are not able to reject non-stationarity. 
According to Ghysels (1990), this problem arises when seasonality is stochastic, therefore this problem 
should not affect our data -see Ghysels and Perron (1993) for literature related to the unit root test applied to 
seasonally adjusted series-.   
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In both countries the values of adjusted R2 suggest that RPV appears to be more 

significant than S to explain the inflation rate. Moreover, in Argentina when both variables 

are included jointly in the regression (fourth column) skewness is not significant.  

As our goal is to show that, under certain threshold of the inflation rate, menu costs 

model could be suitable even in high inflation economies, the next step is to test the 

stability of the coefficients along the whole period. In order to do that, we have employed 

two methods: the test for one or more unknown structural breakpoints proposed by 

Andrews (1993) and Andrews and Ploberger (1994) – AP test from now on- and the 

recursive residuals and the recursive coefficients estimates. 

 

4.1. Stability tests 

On the one hand,  the AP test allows us to test for one or more unknown structural 

breakpoints in the sample. This test performs a single Chow Breakpoint Test at every 

observation between two dates  t1 and t2 . The k test statistics from those Chow tests are 

summarised into one test statistic for a test against the null hypothesis of no breakpoints 

between t1 and t2. From each individual Chow Breakpoint Test two statistics can be 

obtained: the Likelihood Ratio F-statistic and the Wald F-statistic. The former is based on 

the comparison of the restricted and unrestricted sums of squared residuals and the latter 

is computed from a standard Wald test of the restriction that the coefficients on the 

equation parameters are the same in all subsamples. When equations are linear, both 

statistics are equal. 

The individual test statistics can be summarised into a AP statistics that is the 

simple average of the individual F-statistics:  





2

1

)(
1 t

tt

tF
k

AP                                                                                                       [8] 

We also report the Maximum statistic which shows the maximum of the individual Chow F-

statistics, allowing us to detect the most likely breakpoint location:  

)(max
21

tFMaxF
ttt 

                                                                                                  [9] 

The distribution of both test statistics is non-standard. Andrews (1993) developed 

their true distribution, and Hansen (1997) provided approximate asymptotic p-values. We 

report the Hansen p-values. Moreover, the distribution of these statistics becomes 

degenerate as t1 approaches the beginning of the equation sample, or t2 approaches the 

end of the equation sample. To compensate for this behavior, the ends of the equation 
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sample are not included in the testing procedure. We have considered two levels for this 

"trimming" , 15% and 10%, in a symmetric way, i.e.,  we remove the first and last 7.5% and 

5%, respectively, from the observations.  

We have applied this methodology to estimations of equation (7) for both countries 

and we have tested if there have been structural changes in the two coefficients we are 

interested in, that is, those associated to RPV and S. 

We are going to consider linear equations for both countries8, therefore, as it was 

mentioned above, the Likelihood Ratio F-statistic and the Wald F-statistic will be identical, 

that’s why in the tables only one F-statistics for each case appears. We obtain three F-

statistics for one or more unknown structural breakpoints: one for each regressor, RPV 

and S, and a third one when we consider the two regressors jointly. Tables 3 and 4 

summarise the results. 

TABLE 3. AP STATISTICS 

 ARGENTINA SPAIN 

Varying 
regressors 

trimming 
AP-

Statistics 
Hansen 
 p-value 

trimming 
AP-

Statistics 
Hansen  
p-value 

RPVt 
15% 6,30 0,00 15% 26,74 0,00 

10% 5,61 0,00 10% 23,83 0,00 

St 
15% 3,79 0,02 15% 1,61 0,16 

10% 4,76 0,00 10% 1,79 0,13 

RPVt and St 
15% 7,87 0,00 15% 18,57 0,00 

10% 7,93 0,00 10% 17,17 0,00 

 

TABLE 4. MaxF STATISTICS 

 ARGENTINA SPAIN 

Varying 
regressors 

trimming 
MaxF-

Statistics 
Hansen 
p-value 

Most likely 
breakpoint 

trimming 
MaxF-

Statistics 
Hansen 
p-value 

Most likely 
breakpoint 

RPVt 
15% 19,83 0,00 1975.01 15% 142,40 0,00 1985.12 

10% 19,83 0,00 1975.01 10% 142,40 0,00 1985.12 

St 
15% 23,96 0,00 1984.10 15% 7,09 0,09 1985.06 

10% 28,12 0,00 1985.04 10% 7,09 0,11 1985.06 

RPVt and St 
15% 24,94 0,00 1975.01 15% 90,25 0,00 1985.12 

10% 25,04 0,00 1975.01 10% 90,25 0,00 1985.12 

 

Table 3 shows that for Argentina there are structural breaks for both coefficients 

when they are considered independently and when they are considered jointly. For Spain, 

the coefficient of RPV shows structural breaks but this evidence is very weak for S. From 

table 4, it can be seen that the most likely break point according to this test is 1975.01 for 

Argentina, when we consider only RPV or both regressors jointly, and 1985.12 for Spain. 

                                                 
8
 That is, we exclude the MA(3) structure for Argentina that was included for estimation of equation (7). 

Results concerning the value and significance of the coefficients don’t change. 
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On the other hand, we have obtained the recursive residuals for those estimations 

in table 2 including the higher moments of the distribution as regressors9 (i.e., equations 

[5] to [7]). Results show structural changes for Argentina around 1975 and around 1985, 

and for Spain around 1986 -see figures 1 and 4 in appendix IV for Argentina and Spain, 

respectively-. On the other hand, the recursive coefficients estimates have been calculated 

for the estimations in table 1 including both RPV and S (i.e., equation [7]). Results show 

that coefficients are not stable -see figures 2 and 3 for Argentina and figures 5 and 6 for 

Spain in appendix IV-: In Argentina, the coefficient of RPV increases in 1975 and the 

coefficient of S decreases slightly around 1975 and decreases again in a more 

pronounced way in 1985. In Spain, RPV increases and S decreases around 1985. As we 

will see in the following section, these results show that for both countries the coefficient of 

RPV is higher in the period with a higher mean inflation and the coefficient of skewness is 

higher in the lower inflation period. Moreover, results obtained with recursive residuals and 

recursive coefficients estimates reinforce those obtained in tables 3 and 4. 

 

4.2. Inflation regimes 

Our results do suggest the existence of structural changes in the estimations. The 

intuition behind these results is that the changes in the coefficients of the estimations 

correspond to a significant change in the inflation regime. This section is focused on this 

issue. 

In order to determine the inflation regimes, we analyse the inflation series of each 

country by applying the same procedure as in Caraballo et al. (2006). This method 

captures only persistent changes, disregarding transitory variations in inflation levels. As 

the inflationary experiences of Argentina and Spain are very different, we have used 

different criterions to classify the inflation regimes. For Argentina we follow Leijonhufvud 

(1990)´s criterion: an economy is considered to be in a moderate inflation regime when 

monthly inflation rate is under 2%. High inflation corresponds to the 2%-10% range and 

very high inflation to the 10%-50% range. In turn, as in Spain the range of the inflation, and 

inflation rate itself, is substantially lower than in Argentina, we have considered a low 

inflation period when annual inflation rate is under 5%, and high inflation regimes 

otherwise. We have chosen this threshold for Spain because the empirical literature 

finding clear conclusions about positive relationship inflation-skewness is related with 

economies moving around that rate of inflation –see, for example, Ball and Mankiw (1995), 

                                                 
9
 Appendix IV  includes the figures corresponding to estimations including both RPV and S as regressors. 

Results for estimations including only one of those two variables are very similar -they are disposable from 
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Lourenco and Gruen(1995), Amano and Macklem(1997), Aucremanne et al .(2002) and 

Caraballo and Usabiaga(2004,2007)-. 

According to these criterions and by applying the method developed by Caraballo et 

al. (2006), we have obtained two main regimes in each country. In Argentina, the most 

relevant break is observed in February 1975. Therefore, two main regimes can be 

distinguished: a moderate inflation period from January 1960 to January 1975 and a high 

and very high inflation period from February 1975 to March 1989. In Spain, the most 

relevant break in the inflation series is observed in January 1986, so we can distinguish a 

high  inflation period from January 1975 to December 1985, and a low inflation period from 

January 1986 to December 2002. These results imply that the changes in the coefficients 

of the estimations shown in section 4.1 correspond to a change in the inflation regime.  

Once the two inflation regimes for both countries were distinguished, we analyse 

the main features of the variables into these regimes. Previously, we have applied the 

classical ADF test  to the inflation rate. This test shows a positive deterministic trend for 

the Argentinean high inflation period and a negative deterministic trend for the Spanish 

high inflation period, while for both countries low inflation periods have no trend inflation10. 

As far as for the moments of the distribution is concerned, they show similar 

features in both countries. On one hand, RPV is higher and the range of oscillation is wider 

in high inflation periods than in low inflation periods. On the other hand, the distribution of 

price changes is clearly skewed to the right for both regimes in Argentina and for the high 

inflation period in Spain. On the average, skewness is lower and the range of oscillation is 

wider in low inflation than in high inflation periods. These features and the predictions of 

the menu costs model given such features are summarised in table 5. 

                                                                                                                                                                  
the authors upon request-.  
10

 Given that the deterministic trend appears only for the high inflation period for both countries, we have 
estimated again the regressions in table 2 taking this new result into account. We have not included them in 
this paper because there are no relevant changes.  
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TABLE 5. SUMMARY STATISTICS 

COUNTRY ARGENTINA SPAIN 

INFLATION REGIME 
LOW INFLATION  

NO TREND  
HIGH INFLATION 
POSITIVE TREND  

LOW INFLATION  
NO TREND  

HIGH INFLATION 
NEGATIVE TREND  

ANNUAL 

INFLATION         
       (Π) 

 

MEAN 
MIN. 
MAX. 

23% 
21% 
58% 

162% 
46% 
602% 

2.2% 
-0.7% 
6.4% 

14% 
7.9% 
20.1% 

MONTHLY 

INFLATION         
       (Π) 

 

MEAN 
MIN. 
MAX. 

1.95% 
-1.70% 
13.70% 

10.95% 
0.94% 

54.05% 

-0.17% 
-1% 
1.6% 

1.08% 
0.0% 
4.5% 

RPV 
MEAN 
MIN. 
MAX. 

0.36 
0.04 
4.16 

0.78 
0.06 
9.12 

0.73 
0.25 
3.67 

1.24 
0.37 
5.76 

SKEWNESS
(S) 

MEAN 
MIN. 
MAX. 

1.67 
-8.35 
8.72 

2.64 
-5.18 
8.12 

0.16 
-16.79 
18.57 

1.62 
-3.95 
9.22 

% RIGHT* 
% LEFT* 

75% 
25% 

89% 
11% 

60% 
40% 

89% 
11% 

PREDICTIONS OF THE 
MENU COSTS MODEL 

· Positive S-Π  relation 

· Positive RPV- Π relation 

· S-Π relation 

stronger than RPV- Π  
relation 

· Positive S-Π  relation 

· Positive RPV-Π  

relation 

· RPV- π relation 

stronger than S- Π  
relation 

 

· Positive S-Π  relation 

· Positive  RPV-Π  

relation 

· S-Π relation stronger 

than RPV-Π  relation 
 

· Negative RPV-Π  

relation 

· No prediction for S-Π  

relation 

· Weak RPV-Π  relation, 

it can be balanced by S 

* Percentage of months in which the distribution of price changes is skewed to the right or to the left 

The next step is to check if the predictions of the model hold in both periods. This 

leads us to estimate equations [4] to [7] for the low and high inflation regimes. Table 6 and 

7 presents the results. 

TABLE 6. LOW INFLATION REGIME 

 ARGENTINA (1960:01-1975:01) SPAIN (1986:01-2002:12) 

Equations (4) (5) (6) (‡) (7) (4) (5) (6) (7) 

Constant 0.90 
(0.00) 

0.59 
(0.00) 

0.85 
(0.00) 

0.36 
(0.06) 

0.09 
(0.00) 

0.11 
(0.03) 

0.08 
(0.00) 

0.12 
(0.01) 

Πt-1 0.54 
(0.00) 

0.51 
(0.00) 

0.30 
(0.00) 

0.42 
(0.00) 

0.46 
(0.00) 

0.46 
(0.00) 

0.47 
(0.00) 

0.47 
(0.00) 

RPVt  1.00 
(0.02) 

 0.75 
(0.09) 

 -0.02 
(0.72) 

 -0.04 
(0.50) 

St   0.30 
(0.00) 

0.29 
(0.00) 

  0.02 
(0.00) 

0.02 
(0.00) 

Adjusted R
2 

0.28 0.31 0.50 0.51 0.21 0.21 0.28 0.28 

BG p-value 0.83 0.45 0.43 0.07 0.14 0.21 0.06 0.06 

(‡) Estimate including a MA(1) term  



 

 14 

 

TABLE 7. HIGH INFLATION REGIME 

 ARGENTINA (1975:02-1989:03)* SPAIN (1975:02-1985:12)* 

Equations (4) (5) (‡) (6) (7) (4) (5) (6) (7) 

Constant 3.86 
(0.02) 

6.25 
(0.02) 

4.83 
(0.02) 

3.31 
(0.08) 

0.91 
(0.00) 

0.25 
(0.04) 

0.79 
(0.00) 

0.30 
(0.01) 

Πt-1 0.61 
(0.00) 

-0.15 
(0.35) 

0.61 
(0.00) 

0.46 
(0.00) 

0.31 
(0.00) 

0.17 
(0.01) 

0.03 
(0.00) 

0.17 
(0.00) 

RPVt  2.33 
(0.03) 

 2.45 
(0.02) 

 0.55 
(0.00) 

 0.58 
(0.00) 

St   -0.24 
(0.40) 

-0.46 
(0.17) 

  0.06 
(0.04) 

-0.04 
(0.07) 

Adjusted R
2 

0.36 0.49 0.36 0.44 0.12 0.62 0.14 0.63 

BG p-value 0.55  0.85 0.52 0.06 0.39 0.08 0.99 0.05 

*A deterministic trend has been included for all regressions 
(‡) Estimate including a MA(3) structure 

  

Table 6 shows that in both cases results change drastically in comparison to those 

in table 2. According to the adjusted R2, S seems to be much more relevant than RPV, and 

when both variables are included in the regressions RPV is not significant at 5% level. 

Thus, BM (1995) approach holds for low and stable inflation periods. In turn, the threshold 

under which menu costs model is suitable differs according to the inflationary history of 

each country.  

Table 7 shows that in both cases the inflation-RPV relationship seems to be 

stronger than the inflation-skewness one. The contribution of RPV  to the adjusted R2 is 

larger than the contribution of S. In turn, in Spain the latter is not significant when both of 

them are included in the regression, meanwhile in Argentina only RPV is significant at a 

level of confidence of 5%. On one hand, results for Argentina do not corroborate the 

predictions obtained by BM(1994): although the inflation-RPV relationship is stronger than 

the inflation-skewness relation11, skewness is not significant to explain the inflation rate. 

Results for Spain do not support menu costs predictions either. RPV coefficients were 

expected to be negative but they are positive; and RPV-inflation relation was expected to 

weaken once skewness were included, while table 7 shows that the coefficient is positive 

and RPV is still significant when skewness is included. The intuition is that nominal 

rigidities tend to disappear in higher inflation periods.  

                                                 
11

 To check these results in another high inflation country, we have done a similar analysis for Peru. We used 
168 individual prices from the CPI for the January 1980-April 1994 period. By applying the criterion used for 
Argentina, the Peruvian inflation presents two periods of high inflation with a mean monthly inflation rate 
around 5%, and a very high inflation period with a mean monthly inflation rate of 44%. RPV is significant to 
explain inflation for the total period, and the adjusted R

2
 increases from 0.18 to 0.91 when such variable is 

included in the regression, while S is not significant. In turn, BM approach is not suitable in the high inflation 
period (1991-1994), even tough this is the lower inflation period in Peru: RPV is significant, but the contribution 
to the adjusted R

2
 is smaller and S is not significant. Hence, these results point out that there is also a limit 

from which BM approach doesn’t work. In particular, it is not suitable beyond certain thresholds of inflation.  
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 To sum up, the menu costs model holds for low inflation in Argentina when annual 

inflation is around 20%, while it is not suitable for the Spanish higher inflation period, even 

though the average inflation rate was only around 14%. These results are favourable to 

our hypothesis: it seems that there is a threshold of inflation under which the predictions of  

menu costs model hold, and such limit depends on the inflationary history of each 

economy. In particular, menu costs approach is suitable in the low inflation periods of two 

countries with very different inflationary experiences, even though their inflation rates in 

such periods were substantially different. 

 

4.3 Alternative measures of skewness 

 This section test the relevance of skewness in low inflation regimes defining 

alternative measures of skewness. BM(1995) relate inflation with the size of the tails of the 

price changes distribution; therefore, it seems more accurate to define a variable to 

measure the tails and also to capture the magnifying effect of RPV on skewness. 

Specifically, for a cut-off X chosen arbitrarily, SXt is defined as: 









m

i

ititii

n

i

titit DwDwSX
11

)()(                                                              [10] 

where Di
- and Di

+ are dummy variables. The former term takes the value one when ith 

industry’s relative price change falls in the lower X per cent of the distribution and zero 

otherwise, and the latter term is one when ith industry’s relative price change falls in the 

upper X per cent of the distribution and zero otherwise. Therefore, SXt subtracts the mass 

in the upper tail of the distribution of prices changes from the mass in the lower tail. This 

variable is zero for a symmetrical distribution of relative price changes and positive 

(negative) when the right (left) tail is larger than the left (right) tail. Moreover, for a given 

skewness, the larger the RPV the larger the tails; thus the same variable combines the 

effects of skewness with its interaction with RPV. As the choice of X is arbitrary, we have 

chosen X=10 and X=25 in order to compare our results with those of BM (1995) and 

Amano and Macklem (1997). 

Finally, instead of giving full weight to the price changes above a cut-off and zero 

weight otherwise, as with SXt, BM(1995) define a new variable which increases the 

weights linearly with the size of the adjustment, as follows: 

  tit

i

titit wQ                                                                                         [11] 

Therefore, Qt is a weighted average of the product of each relative price change 

and its own absolute value, with the properties of SXt: it is zero for a symmetrical 
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distribution and positive (negative) for a right (left) skewed distribution. In turn, its value is 

magnified with a larger RPV. 

We estimate the following equations: 

tttt S    10411                                                                         [12] 

tttt S    25511                                                                        [13] 

tttt Q    611                                                                            [14] 

 Again, we carry out the estimations for the total period and test the stability of the 

parameters. Finally, we estimate equations [12] to [14] for the two inflation regimes. Tables 

8 and 9 show the results for Argentina and Spain, respectively,  

 

TABLE 8. ALTERNATIVE MEASURES OF SKEWNESS. ARGENTINA* 

 TOTAL PERIOD LOW INFLATION PERIOD HIGH INFLATION PERIOD 

Equations (10) (11) (12) (10) (‡) (11) (12) (10) (11) (12) 

Constant 2.12 
(0.00) 

2.29 
(0.00) 

2.41 
(0.00) 

1.17 
(0.00) 

0.98 
(0.00) 

0.85 
(0.00) 

3.33 
(0.06) 

3.61 
(0.02) 

3.75 
(0.02) 

Πt-1 1.62 
(0.00) 

0.65 
(0.00) 

0.62 
(0.00) 

0.29 
(0.00) 

0.51 
(0.00) 

0.50 
(0.00) 

0.60 
(0.00) 

0.63 
(0.00) 

0.60 
(0.00) 

S10t 0.02 
0.08 

  0.01 
(0.00) 

  0.02 
(0.17) 

  

S25t  0.01 
(0.23) 

  0.01 
(0.03) 

  0.01 
(0.17) 

 

Qt   0.11 
(0.39) 

  1.18 
(0.00) 

  0.05 
(0.67) 

Adjusted R
2 

0.58 0.57 0.56 0.38 0.31 0.37 0.38 0.38 0.36 

BG p-value 0.12 0.39 0.61 0.96 0.87 0.07 0.23 0.35 0.54 

*A positive deterministic trend for the high inflation period has been included for all regressions 
(‡) Estimate including a MA(1) term  

  

TABLE 9. ALTERNATIVE MEASURES OF SKEWNESS. SPAIN* 

 TOTAL PERIOD LOW INFLATION PERIOD HIGH INFLATION PERIOD 

Equations (10) (11) (12) (10) (11) (12) (10) (11) (12) 

Constant 0.58 
(0.00) 

0.64 
(0.00) 

0.56 
(0.00) 

0.09 
(0.00) 

0.03 
(0.35) 

0.09 
(0.00) 

0.83 
(0.00) 

0.90 
(0.00) 

0.80 
(0.00) 

Πt-1 0,39 
(0.00) 

0,46 
(0.00) 

0.44 
(0.00) 

0.42 
(0.00) 

0.41 
(0.00) 

0.47 
(0.00) 

0.20 
(0.02) 

0.31 
(0.00) 

0.29 
(0.00) 

S10t 1.83 
(0.00 

  0.97 
(0.04) 

  2.19 
(0.00) 

  

S25t  -0.03 
(0.88) 

  0.34 
(0.00) 

  -0.68 
(0.40) 

 

Qt   1.36 
(0.00) 

  3.91 
(0.03) 

  1.47 
(0.00) 

Adjusted R
2 

0.56 0.49 0.55 0.25 0.26 0.27 0.30 0.13 0.25 

BG p-value 0.73 0.39 0.52 0.13 0.11 0.10 0.64 0.73 0.42 

* A negative deterministic trend for the high inflation period has been included for all regressions  

 

In general the results boost the conclusions obtained previously. On one hand, 

results shown in tables 8 and 9 show that the three alternatives measures of skewness are 

significant in the low inflation period for both countries. This implies that skewness is 
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significant in low inflation and its effect is magnified by RPV. In turn, for the Argentinean 

high inflation periods none of the variables is significant, which implies that menu costs 

model is not suitable.  

On the other hand, no clear conclusions arise for total and high inflation periods in 

Spain. The fact that for those two periods S10t is significant and S25t is negative and non-

significant is implying that the choice of the cut-off may be relevant in order to explain 

inflation, against conclusions obtained by Ball and Mankiw (1995) and Amano and 

Macklem (1997).  

 

5. Conclusions  

This paper analyses the relevance of menu costs models, performed by BM 

(1994,1995), in two countries with very different inflationary experiences: Argentina and 

Spain. For low and stable inflation periods, BM (1995) approach predicts a strong positive 

relation between inflation and skewness, which can be magnified by RPV. Our results 

show that such relation holds in the lower inflation periods of both countries, even though 

their inflation rates are very different. Therefore, these results seem to verify our 

hypothesis: the limit of low inflation differs in order to apply BM framework. For Spain, that 

barrier could be 4%-5% of annual inflation rate, whereas for Argentina it reaches 20%. The 

intuition is that such limit depends on the inflationary experience of the economy. 

For high inflation periods both countries present a deterministic trend. In this context 

BM (1994) assert that both RPV and skewness are significant but RPV is more significant 

than skewness in order to explain inflation. Our results show that the inflation-RPV 

relationship is stronger than the inflation-skewness one in both countries, but  skewness is 

not significant in any of them. Such results suggest the relevance of inflation regime in 

explaining both relationships and state that nominal rigidities disappear at high inflation. In 

short, beyond an upper threshold menu costs model is not suitable, and that limit seems to 

be endogenous to the inflationary history of the economy.   

Finally, a natural extension of this paper is to take a higher number of countries, 

with different inflationary experiences, in order to determine if our results hold in an 

expanded sample of cases.  
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APPENDIX I. THEORETICAL FRAMEWORK 
FIGURE  1. NO TREND INFLATION 

 
FIGURE 1.b: SKEWED TO RIGHT 

 

FIGURE 1.c: SKEWED TO LEFT 
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FIGURE 1.a: SYMMETRIC DISTRIBUTION 
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FIGURE 2 . POSITIVE TREND INFLATION. SYMMETRIC DISTRIBUTION 
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FIGURE 3 . NEGATIVE TREND INFLATION. SYMMETRIC DISTRIBUTION 
 
 
FIGURE  3.a 

 

 
FIGURE  3.b: EFFECTS OF AN INCREASE IN RPV 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

RANGE OF INACTION Firms 
raise 
prices 

Firms 
lower 
prices 

U’ L’  

RANGE OF INACTION 

 Firms 
raise 
prices 

Firms 
lower 
prices 

U’ L’ 



 

 21 

 
 
 

FIGURE 4. POSITIVE TREND INFLATION. RIGHT SKEWED DISTRIBUTION 
 
FIGURE 4.a 

 

 

 
 
 
FIGURE 4.b: EFFECT OF AN INCREASE IN RPV 
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FIGURE 5. NEGATIVE TREND INFLATION. RIGHT SKEWED DISTRIBUTION 
 
FIGURE 5.a 

 

 

 

 

 

 
FIGURE 5.b: EFFECT OF AN INCREASE IN RPV 

 

 

 

 

 

Firms 
raise 
prices 

Firms 
lower 
prices 

RANGE OF INACTION 

 U’ L’ 

Firms 
raise 
prices 

Firms 
lower 
prices 

RANGE OF INACTION 

 

 U’ L’ 



 

 23 

APPENDIX II. UNIT ROOT TEST 

The specific testing procedure adopted is the Augmented Dickey-Fuller test with 

Akaike Information criterion used for selecting the number of lags included in the ADF 

regressions. Moreover, results have been checked using Schwartz criterion. By default, 

the maximum number of lags allowed in the tests is 12. For both countries a deterministic 

trend appears for the total period, but when the inflation series is divided by periods the 

deterministic trend disappears for the low inflation period. We show the results for the total 

period (results for each period are disposable from the authors upon request). 

Unit root test. Spain. Total period. 

Variable Number of lags Constant Trend ADF statistic p-value 

Πt 6 yes yes -4.14 0.00 

RPVt 9 yes yes -3.69 0.02 

St 2 yes yes -8.25 0.00 

S10t 2 yes yes -6.59 0.00 

S25t 2 no yes -3.12 0.01 

Qt 0 yes yes -6.43 0.00 

Unit root test. Argentina. Total period 

Variable Number of lags Constant Trend ADF statistic p-value 

Πt 11 no yes -3.73 0.02 

RPVt 6 yes no -3.74 0.03 

St 12 yes no -3.53 0.00 

S10t 2 yes no -9.32 0.00 

S25t 11 no no -4.42 0.00 

Qt 4 no no -4.32 0.00 

 

APPENDIX III 

CORRELATION COEFFICIENTS BETWEEN RPVt AND St 

 TOTAL PERIOD HIGH INFLATION PERIOD LOW INFLATION PERIOD 

ARGENTINA 0,12 0,19 0,03 

SPAIN 0,20 0,30 0,08 

 
APPENDIX IV. TEST OF STRUCTURAL CHANGE. 

 

We present the results for recursive residuals for estimations of equation (7), for 

Argentina and Spain respectively. Residuals outside the standard error bands suggest 

instability in the parameters of the equation. 
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FIGURE 1. RECURSIVE RESIDUAL 
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FIGURE 2. RECURSIVE COEFFICIENTS. RPVt 
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FIGURE 3. RECURSIVE COEFFICIENTS. St 
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SPAIN 
 

FIGURE 4. RECURSIVE RESIDUALS 
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FIGURE 5. RECURSIVE COEFFICIENTS. RPVt 
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FIGURE 6. RECURSIVE COEFFICIENTS. St 
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        ANEXO I .1 . ESTADÍSTICA DESCRIPTIVA DE LOS DATOS DE LAS COMUNIDADES AUTÓNOMAS

 jt
S jt SG jt DS jt DSN jt A jt AG jt DA jt DAN jt K jt U jt IPI jt

CASTILLA-LA MANCHA

Media 0,243 0,769 0,777 0,008 0,003 1,356 1,325 -0,031 0,399 49,258 -0,511 0,814

Mediana 0,200 0,679 0,694 0,001 0,001 1,348 1,650 0,000 0,261 30,238 -0,384 0,956

Desv. típica 0,244 0,357 0,357 0,015 0,130 5,121 5,030 0,444 1,852 49,022 2,911 11,986

Varianza 0,059 0,127 0,127 0,000 0,016 26,229 25,305 0,197 3,432 2403,201 8,475 143,660

Curtosis -0,186 2,205 2,197 9,456 2,861 0,154 0,103 0,092 1,913 1,854 0,103 1,770

Asimetría 0,125 1,364 1,374 2,863 -0,426 -0,140 -0,084 0,333 0,756 1,474 0,250 0,231

Mínimo -0,400 0,218 0,282 -0,004 -0,528 -11,083 -10,294 -0,899 -3,681 1,911 -6,361 -26,946

Máximo 0,800 2,087 2,087 0,077 0,370 13,643 13,554 1,233 6,114 213,392 8,092 35,752

CASTILLA Y LEÓN

Media 0,246 0,842 0,848 0,005 0,076 1,158 1,095 -0,063 0,201 42,450 -0,442 2,084

Mediana 0,200 0,782 0,786 0,000 0,055 1,551 1,479 0,000 0,336 33,762 -0,847 2,717

Desv. típica 0,247 0,404 0,401 0,011 0,086 4,951 4,976 0,433 1,478 36,110 3,026 19,970

Varianza 0,061 0,163 0,161 0,000 0,007 24,517 24,765 0,187 2,184 1303,954 9,155 398,807

Curtosis 0,918 3,397 3,488 11,310 2,170 -0,131 -0,149 4,484 0,468 0,099 -0,298 2,145

Asimetría 0,277 1,450 1,472 3,004 1,283 -0,446 -0,445 -1,350 -0,319 0,966 -0,017 0,633

Mínimo -0,400 0,262 0,271 -0,008 -0,098 -10,687 -10,687 -2,018 -3,792 1,891 -8,761 -41,529

Máximo 1,000 2,638 2,638 0,066 0,377 11,124 11,124 0,886 3,596 138,223 6,045 59,414

CATALUÑA

Media 0,266 0,895 0,898 0,002 0,128 1,301 1,355 0,053 0,344 36,535 -0,721 2,611

Mediana 0,300 0,803 0,804 0,000 0,117 1,143 1,414 0,000 0,392 35,894 -0,931 1,587

Desv. típica 0,225 0,468 0,466 0,006 0,103 4,735 4,761 0,360 1,179 26,535 2,301 23,077

Varianza 0,050 0,219 0,217 0,000 0,010 22,423 22,667 0,130 1,391 704,125 5,293 532,565

Curtosis 1,099 5,404 5,470 1,677 3,352 -0,645 -0,596 0,519 -0,632 -1,058 0,116 3,161

Asimetría 0,482 1,775 1,784 0,960 1,011 -0,458 -0,490 -0,193 -0,234 0,376 0,498 1,124

Mínimo -0,300 0,281 0,281 -0,013 -0,088 -8,759 -8,870 -0,928 -2,337 2,120 -5,558 -44,633

Máximo 1,000 3,206 3,202 0,021 0,590 9,053 9,099 0,972 2,797 91,961 6,416 76,683

CEUTA Y MELILLA

Media 0,245 0,969 1,003 0,034 0,202 0,832 0,689 -0,143 -0,125 35,520 -0,522

Mediana 0,200 0,908 0,927 0,014 0,100 1,738 1,563 0,000 0,053 20,641 0,000

Desv. típica 0,339 0,480 0,474 0,048 0,334 4,414 4,420 0,824 2,844 34,238 4,545

Varianza 0,115 0,230 0,225 0,002 0,111 19,489 19,536 0,680 8,089 1172,251 20,654

Curtosis 0,831 2,058 2,072 4,131 3,293 0,399 0,301 8,027 0,928 0,533 1,178

Asimetría 0,406 1,432 1,427 2,073 1,372 -0,593 -0,534 -2,294 -0,319 1,264 -0,183

Mínimo -0,500 0,246 0,246 -0,007 -0,610 -10,482 -10,482 -4,349 -8,384 2,200 -12,948

Máximo 1,300 2,615 2,611 0,216 1,401 10,589 10,751 0,965 7,026 131,403 13,091

EXTREMADURA

Media 0,246 0,772 0,785 0,013 0,006 1,168 1,067 -0,101 0,211 50,629 -0,536 0,579

Mediana 0,200 0,721 0,736 0,005 0,006 1,450 1,337 0,000 0,268 31,488 -1,063 1,756

Desv. típica 0,234 0,356 0,353 0,021 0,150 5,294 5,124 0,681 2,195 49,575 2,516 8,144

Varianza 0,054 0,126 0,124 0,000 0,022 28,031 26,258 0,463 4,819 2457,700 6,331 66,320

Curtosis -0,106 2,946 2,958 11,109 4,060 0,222 0,290 3,727 1,027 0,822 -0,009 -0,374

Asimetría 0,223 1,452 1,445 2,941 1,023 -0,325 -0,387 -0,865 -0,104 1,296 0,470 -0,471

Mínimo -0,300 0,217 0,217 -0,004 -0,415 -11,597 -11,275 -2,860 -6,209 1,719 -6,221 -20,185

Máximo 0,900 2,200 2,200 0,123 0,672 13,289 12,413 1,841 5,804 201,697 6,647 17,101

GALICIA

Media 0,256 0,775 0,782 0,006 0,008 1,112 1,092 -0,020 0,155 49,468 -0,370 1,381

Mediana 0,300 0,702 0,712 0,002 0,001 1,698 1,610 0,000 0,147 36,790 -0,321 1,526

Desv. típica 0,243 0,348 0,346 0,010 0,105 5,410 5,399 0,376 1,963 46,106 2,838 15,763

Varianza 0,059 0,121 0,120 0,000 0,011 29,276 29,156 0,141 3,853 2125,754 8,056 248,459

Curtosis 1,718 3,897 3,921 7,788 0,856 0,112 0,145 0,506 0,310 0,214 -0,414 1,627

Asimetría 0,593 1,609 1,618 2,347 0,590 -0,500 -0,519 -0,516 -0,172 1,114 0,134 0,541

Mínimo -0,400 0,260 0,276 -0,003 -0,262 -11,564 -11,648 -1,057 -4,656 2,068 -6,890 -32,813

Máximo 1,200 2,353 2,353 0,061 0,321 12,093 12,077 0,738 4,593 167,461 6,796 45,466

 

        ANEXO I .1 . ESTADÍSTICA DESCRIPTIVA DE LOS DATOS DE LAS COMUNIDADES AUTÓNOMAS

 jt
S jt SG jt DS jt DSN jt A jt AG jt DA jt DAN jt K jt U jt IPI jt

MADRID

Media 0,233 0,846 0,853 0,007 0,079 1,158 1,059 -0,098 -0,066 43,380 -0,778 2,379

Mediana 0,200 0,793 0,795 0,003 0,049 1,376 1,322 0,000 -0,130 32,549 -0,651 1,061

Desv. típica 0,242 0,398 0,398 0,013 0,117 5,027 4,882 0,480 1,864 38,548 2,107 22,090

Varianza 0,058 0,158 0,158 0,000 0,013 25,276 23,838 0,231 3,478 1485,981 4,438 487,957

Curtosis 2,372 2,993 3,045 16,691 1,281 -0,091 -0,075 0,669 0,847 0,118 0,620 3,219

Asimetría 0,743 1,407 1,419 3,495 1,096 -0,403 -0,393 0,106 0,331 0,988 -0,339 1,095

Mínimo -0,300 0,268 0,281 -0,012 -0,172 -10,880 -10,880 -1,305 -4,258 2,432 -7,312 -42,360

Máximo 1,200 2,534 2,546 0,083 0,503 11,556 11,476 1,309 6,531 149,522 4,252 76,846

MURCIA

Media 0,281 0,952 0,965 0,013 0,186 0,971 0,974 0,002 -0,253 34,363 -0,741 0,832

Mediana 0,300 0,895 0,911 0,004 0,147 1,840 1,834 0,000 0,159 23,096 -0,770 0,102

Desv. típica 0,279 0,402 0,402 0,025 0,171 4,334 4,341 0,458 2,740 28,917 2,760 12,843

Varianza 0,077 0,162 0,161 0,001 0,029 18,787 18,844 0,210 7,512 836,216 7,619 164,935

Curtosis 0,342 3,587 3,446 18,932 4,490 -0,129 -0,045 3,924 -0,425 0,711 0,974 1,619

Asimetría 0,226 1,501 1,459 3,861 1,408 -0,417 -0,445 -1,444 -0,336 1,228 0,337 0,721

Mínimo -0,500 0,372 0,376 -0,007 -0,265 -8,864 -9,167 -1,967 -7,125 2,101 -8,058 -26,193

Máximo 1,100 2,752 2,757 0,177 0,907 10,105 10,366 0,946 4,877 118,882 9,031 38,315

NAVARRA

Media 0,288 1,024 1,038 0,014 0,257 1,076 1,119 0,043 -0,148 31,724 -0,655 3,637

Mediana 0,300 0,919 0,919 0,002 0,229 1,042 1,540 0,000 -0,385 27,486 -0,612 1,773

Desv. típica 0,260 0,467 0,466 0,026 0,237 4,248 4,316 0,454 2,557 24,065 3,221 28,152

Varianza 0,067 0,218 0,217 0,001 0,056 18,047 18,631 0,206 6,541 579,145 10,376 792,527

Curtosis 0,039 4,679 4,554 9,390 7,685 -0,481 -0,418 2,283 0,516 -0,914 0,404 3,599

Asimetría 0,000 1,594 1,566 2,804 2,267 -0,402 -0,450 0,677 0,489 0,512 -0,115 1,446

Mínimo -0,400 0,280 0,280 -0,015 -0,179 -8,478 -8,672 -1,017 -4,982 2,157 -9,574 -48,016

Máximo 0,900 3,253 3,249 0,152 1,313 8,692 8,983 1,893 8,336 86,278 7,124 95,016

PAÍS VASCO

Media 0,279 0,838 0,843 0,005 0,071 1,196 1,300 0,103 -0,027 41,479 -0,714 3,523

Mediana 0,300 0,761 0,768 0,001 0,055 1,450 1,594 0,000 0,008 29,491 -0,666 2,310

Desv. típica 0,235 0,391 0,391 0,009 0,072 4,997 4,967 0,400 1,847 36,042 2,624 27,335

Varianza 0,055 0,153 0,152 0,000 0,005 24,970 24,673 0,160 3,411 1299,015 6,887 747,197

Curtosis 2,364 4,941 4,895 8,997 1,512 -0,150 -0,040 0,946 1,165 -0,392 -0,653 3,653

Asimetría 0,735 1,717 1,708 2,559 0,930 -0,451 -0,513 -0,054 -0,083 0,858 0,037 1,376

Mínimo -0,300 0,343 0,361 -0,003 -0,083 -9,784 -9,926 -0,877 -5,903 1,862 -6,539 -49,587

Máximo 1,200 2,722 2,722 0,054 0,318 10,638 10,638 1,269 5,668 127,562 5,242 90,997

LA RIOJA

Media 0,303 1,084 1,095 0,011 0,317 1,073 1,156 0,083 -0,151 29,605 -0,621 3,050

Mediana 0,300 1,027 1,038 0,004 0,303 1,408 1,414 0,149 0,285 21,672 -1,087 0,261

Desv. típica 0,269 0,474 0,474 0,017 0,221 3,968 4,036 0,416 3,410 23,086 3,762 26,469

Varianza 0,072 0,225 0,225 0,000 0,048 15,745 16,294 0,173 11,633 532,958 14,153 700,633

Curtosis 0,225 4,916 4,799 3,646 7,194 -0,329 -0,306 3,433 2,327 1,894 0,026 3,473

Asimetría -0,090 1,547 1,527 1,841 1,950 -0,391 -0,451 -0,588 -0,112 1,264 0,398 1,517

Mínimo -0,600 0,317 0,317 -0,011 -0,022 -7,902 -8,074 -1,736 -11,912 1,894 -9,122 -47,467

Máximo 0,900 3,384 3,383 0,084 1,451 8,540 8,668 1,230 11,225 124,381 10,959 90,059

VALENCIA

Media 0,247 0,753 0,757 0,003 -0,013 1,437 1,410 -0,026 0,212 50,922 -1,082 2,732

Mediana 0,200 0,671 0,681 0,000 -0,009 1,694 1,902 0,000 0,177 36,116 -1,223 2,115

Desv. típica 0,230 0,344 0,344 0,006 0,104 5,355 5,369 0,403 1,835 48,875 2,132 23,717

Varianza 0,053 0,118 0,118 0,000 0,010 28,683 28,836 0,162 3,368 2388,735 4,547 562,511

Curtosis 2,043 3,739 3,776 3,536 1,394 0,217 0,282 0,810 1,047 0,522 1,214 2,931

Asimetría 0,613 1,700 1,711 1,914 -0,427 -0,412 -0,420 -0,413 0,021 1,212 0,806 1,074

Mínimo -0,200 0,298 0,305 -0,004 -0,396 -12,220 -12,220 -1,246 -5,234 2,036 -5,369 -44,802

Máximo 1,200 2,219 2,219 0,029 0,231 12,872 13,086 0,880 5,832 189,774 6,429 75,418

 

        ANEXO I .1 . ESTADÍSTICA DESCRIPTIVA DE LOS DATOS DE LAS COMUNIDADES AUTÓNOMAS

 jt
S jt SG jt DS jt DSN jt A jt AG jt DA jt DAN jt K jt U jt IPI jt

ANDALUCÍA

Media 0,241 0,689 0,696 0,006 -0,076 1,258 1,158 -0,099 0,301 65,092 -0,677 1,043

Mediana 0,200 0,610 0,619 0,002 -0,066 1,737 1,590 0,000 0,151 36,778 -0,558 1,730

Desv. típica 0,253 0,335 0,333 0,012 0,159 6,251 6,147 0,584 2,782 68,935 1,993 13,995

Varianza 0,064 0,112 0,111 0,000 0,025 39,079 37,790 0,341 7,742 4752,037 3,973 195,868

Curtosis 2,209 2,821 2,860 16,826 1,854 0,479 0,655 2,180 1,618 0,896 -0,227 1,737

Asimetría 1,047 1,539 1,551 3,567 -0,582 -0,421 -0,470 -0,685 -0,303 1,388 0,019 0,341

Mínimo -0,200 0,243 0,243 -0,005 -0,690 -14,446 -14,446 -2,152 -7,667 2,070 -5,332 -32,798

Máximo 1,200 1,925 1,930 0,084 0,322 14,756 14,509 1,205 7,272 250,489 3,908 39,974

ARAGÓN

Media 0,248 0,977 0,988 0,011 0,211 1,098 1,061 -0,036 0,140 31,639 -0,638 3,203

Mediana 0,200 0,844 0,850 0,003 0,183 1,088 1,275 0,000 0,252 26,063 -0,698 1,604

Desv. típica 0,261 0,488 0,487 0,020 0,131 4,319 4,388 0,471 1,045 23,365 3,199 25,928

Varianza 0,068 0,238 0,237 0,000 0,017 18,654 19,261 0,222 1,092 545,928 10,237 672,246

Curtosis 0,235 4,888 4,844 5,211 2,079 -0,583 -0,712 1,305 0,015 -0,884 -0,073 3,358

Asimetría -0,270 1,740 1,746 2,291 1,057 -0,413 -0,313 -0,813 -0,235 0,547 -0,306 1,299

Mínimo -0,600 0,327 0,350 -0,014 -0,139 -8,311 -8,081 -1,589 -2,566 1,999 -9,456 -46,280

Máximo 0,900 3,323 3,319 0,095 0,707 8,658 8,879 0,923 2,901 84,580 5,882 85,095

ASTURIAS

Media 0,259 0,885 0,893 0,008 0,118 1,259 1,273 0,014 0,302 37,609 -0,365 0,572

Mediana 0,300 0,801 0,815 0,003 0,102 1,549 1,478 0,000 0,367 26,705 -0,526 0,136

Desv. típica 0,238 0,368 0,366 0,011 0,131 4,369 4,276 0,531 1,638 31,201 2,896 9,985

Varianza 0,056 0,135 0,134 0,000 0,017 19,096 18,287 0,282 2,683 973,532 8,385 99,704

Curtosis 1,435 4,365 4,343 8,871 5,611 0,072 0,177 8,498 0,231 1,081 -0,288 -0,030

Asimetría 0,525 1,556 1,564 2,373 0,588 -0,339 -0,338 -1,533 -0,452 1,300 0,061 0,236

Mínimo -0,300 0,260 0,333 -0,007 -0,414 -8,881 -9,040 -2,896 -4,295 3,042 -7,197 -20,056

Máximo 1,100 2,621 2,621 0,073 0,689 10,921 10,921 1,141 3,437 135,791 6,853 26,467

BALEARES

Media 0,280 0,889 0,902 0,013 0,122 1,096 1,119 0,022 0,139 40,491 0,729 0,729

Mediana 0,200 0,834 0,835 0,005 0,064 1,605 1,547 0,000 0,186 26,695 -1,852 1,359

Desv. típica 0,247 0,363 0,363 0,020 0,249 4,667 4,701 0,494 2,153 39,639 17,666 10,565

Varianza 0,061 0,132 0,131 0,000 0,062 21,786 22,106 0,244 4,633 1571,220 312,079 111,619

Curtosis 0,301 1,939 1,842 6,689 7,725 0,434 0,470 2,410 2,600 2,036 2,810 1,001

Asimetría 0,392 1,145 1,132 2,500 2,432 -0,393 -0,457 -0,757 0,182 1,563 1,429 -0,368

Mínimo -0,400 0,273 0,273 -0,001 -0,291 -10,271 -10,584 -2,003 -7,641 2,226 -29,464 -26,053

Máximo 1,000 2,324 2,324 0,100 1,234 12,101 12,101 1,079 7,742 169,803 61,170 26,065

CANARIAS

Media 0,265 0,936 0,962 0,025 0,170 1,162 1,131 -0,031 0,205 36,244 -0,669 0,596

Mediana 0,200 0,879 0,910 0,009 0,151 1,223 1,601 0,000 0,144 26,558 -0,569 -0,096

Desv. típica 0,297 0,424 0,424 0,039 0,221 4,643 4,551 0,579 2,196 30,789 1,898 9,435

Varianza 0,088 0,180 0,179 0,001 0,049 21,561 20,715 0,335 4,822 947,977 3,601 89,013

Curtosis 1,285 4,088 3,938 5,791 5,646 -0,221 -0,173 0,091 3,734 -0,614 2,502 -0,001

Asimetría 0,361 1,412 1,401 2,311 1,174 -0,517 -0,564 -0,288 -0,169 0,755 0,649 0,066

Mínimo -0,600 0,260 0,336 -0,001 -0,501 -8,885 -8,748 -1,562 -9,029 1,675 -4,366 -22,312

Máximo 1,100 2,929 2,937 0,205 1,171 9,750 9,689 1,203 7,611 108,838 7,402 22,381

CANTABRIA

Media 0,256 0,883 0,894 0,011 0,116 1,220 1,217 -0,003 0,263 40,613 -0,557 1,726

Mediana 0,200 0,803 0,822 0,004 0,101 1,506 1,807 0,000 0,157 28,810 -0,858 1,082

Desv. típica 0,266 0,401 0,399 0,022 0,135 4,726 4,748 0,469 1,935 37,385 3,850 18,396

Varianza 0,072 0,161 0,159 0,000 0,018 22,343 22,548 0,220 3,743 1397,649 14,822 338,399

Curtosis 0,861 3,861 3,781 13,936 1,505 -0,091 -0,139 3,288 3,453 4,111 -0,590 2,365

Asimetría 0,459 1,423 1,401 3,416 0,428 -0,436 -0,425 -1,035 1,011 1,638 0,190 0,839

Mínimo -0,300 0,233 0,244 -0,005 -0,345 -9,350 -9,659 -2,075 -4,045 1,851 -9,046 -36,132

Máximo 1,200 2,718 2,715 0,136 0,515 10,545 10,623 1,141 8,878 216,754 7,722 58,884

 


