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A computer simulation study of the phase behavior of the dipolar Gay—Berne liquid crystal model

is presented. The phase transitions are determined with isothermal—is@@iiic Monte Carlo
simulations, utilizing the reaction field method. The electrostatic forces are found to have a
considerable effect on the nature of the observed phases, but the density at which the isotropic fluid
becomes unstable with respect to partially ordered phases is seen to be remarkably insensitive to the
strength of the dipole. We pay particular attention to the structure of the mesophases, combining
information from several singlet and pair distribution functions to build up an accurate picture of the
molecular arrangement of the systems. 1898 American Institute of Physics.
[S0021-960608)51544-9

I. INTRODUCTION molecular size and shape. These findings reinforce the ideas
of Onsagef;’ that the anisotropic shape of the molecules is
the principal driving force behind mesophase formation. The
attractive forcegvan der Waals, multipolar, dispersion, etc.
sre of secondary importance. Despite their lesser role, an
. ) - . hvestigation of the influence of such attractive forces is nec-
ognized that the simplest liquid crystéhe nematig could essary if a full understanding of liquid crystalline phase be-

result from excluded volume effects only. In more recent__ .~ ~. . : ) ) .
years, other, more complex, liquid crystalline phases hanfaV'Or s to be achieved. Proba}bly the simplest |deaI|zeq lig-
been reported for model molecules interacting only via an-UId crystal (LC) model which incorporates both repulsive

isotropic repulsive potentials. Both smeé&tand columnar and attractive terms, and consequently the most widely stud-

phases have been observed for these simple models. Evgﬁj' is the Gay—Bern€GB) potential. Depending upon the

the spontaneous polarity of the tilted chiral smectfciibase ¢ oice of parametgrs this modgl may be either obldisc-
has been rationalized purely in terms of packing effects of k&) OF prolate(rodiike). The majority of real mesogens are
the repulsive cores. rod shaped, thus we focus in this study on the prolate Gay—

Of course, it is only in these idealized theoretical modelsB€Me model. Both the shape- and energetic anisotropy are
that the attractive and repulsive elements of the intermoleci2diustable. A minimum elongation is required before orien-
lar interaction can be considered in isolation. In any reaf@tionally ordered fluid phases become thermodynamically
system, both forces will be present. There are, however, cofftable. Similarly, there is a minimum energetic-anisotropy,
loidal systemge.g., tobacco mosaic virysn which the non- below which no spatially inhomogeneous fluid phases are
spherical molecules have a negligible attraction for eactpPserved. These two minimum values are partially coupled.
other and the phase transitions are thought to be almost en- Obviously there is a vast parameter space to explore; it is
tirely driven by excluded volume effects. True to theoreticalnecessary, therefore, to limit our investigation to a single
prediction, such systems do indeed exhibit a number of meenergetic anisotropx’=5 («' is the ratio of the potential
sophases at appropriate concentrations and temperatures. B!l depths of side-by-side and end-to-end configurajioms
these systems are exceptional; in all thermotropic mesogen¥alue which yields a rich phase diagram for elongations of
attractive forces are not only present, but frequently cominterest.
prise complicated components such as multipolar forces and  Studies of the Gay—Berne potential wik=3 (« is the
m-electron interactions, in addition to the usual London dis-molecular elongation, and is defined as the ratio of the two
persion effects. It is important, therefore, that the role of theprincipal axes of the ellipsoidal corand«’ =5 have proven
attractive forces in stabilizing the mesophases is investithat the isotropic(l), nematic(N), smectic-B(SmB), and
gated. crystalline phases can be formed along different isothérins.

Frenkel and co-workers have shown that hard prolatéJpon increasing the elongation of the GB parti¢ie., «
and oblate ellipsoids of revolutibnand hard sphero- >3), the smectic-ASmA) phase appears between the nem-
cylinders have a rich phase diagram with nematic, and inatic and smectic-B phases, for certain temperatures. For hard
some cases smectic and columnar phases, depending on #lépsoids with an elongatiora/b=3 (with a and b the

It is becoming increasingly evident that the liquid crys-
talline phase behavior of complex molecules is dictated
principally, by the nonsphericity of the inflexible regions of
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lengths of the two principal molecular ajeshe isotropic  position. This study focused primarily on the smectic phases,
and crystalline phases are separated only by a nematic rand as such large system sizes were emplghed1000 and
gion. Thus we can confidently state that the existence of th8000. Three temperatures were selected at a fixed density
smectic phases is directly related to the attractive forces ip* =p08=0.3, corresponding, in the absence of dipolar in-
the GB model(the softness of the repulsion is unlikely to teractions, to isotropic, nematic, and smectic-A phases, re-
cause a qualitative difference in phase behavior spectively. The addition of point dipoles wigh* =2 is seen
Studies of dipolar liquid crystal models have also beerto have no influence on the overall nature of the observed
reported in recent years. Weis, Levesque, and Zarragoichghase, at least at the three chosen temperatures. In both LC
echea, in a series of papéfs'3studied how the presence of phases, the presence of the dipole in either position is seen to
point dipoles influenced the structure of the LC phases of éncrease the orientational order slightly. For central dipoles,
variety of hard-core models. Selected state points, represethe smectic has the usual monolayer structure, but a charac-
tative of various mesophases, were simulated with Montéeristic split of the second peak in the radial pair distribution
Carlo, employing the computationally expensive Ewald sum{function leads Berardiet al. to describe this phase as
mation method, principally in the canonical ensemble. Twasmectic-B. Shifting the dipole toward one end of the mol-
major conclusions were drawn: central dipoles promote layecule eliminates this hexagonal order within the plane, but
ered structures and terminal dipoles have little effect on theseveral new features are noted. The projection of the pair
structure of the phase. Little could be concluded as to thelistribution function shows a splitting in the first peak, which
stability of the various phases, since only a very limitedis indicative of a bilayer structure. The first peak is at a
number of state points were investigated. McGrotbeal.  distance which suggests significant interdigitation. Particles
constructed full isotherms for several spherocylinder plus diin each layer are locally ferroelectrig.e., the dipoles all
pole models. For central dipolé$short-ranged order in the point in the same directionand the direction of polarization
isotropic phase made the I-LC phase transition difficult toalternates between successive layers. These findings suggest
pinpoint; indeed, for sufficiently strong dipoles, compressionthat the phase is a bilayered antiferroelectric smectic phase.
led only to metastable glassy phases and no true LC phasékwever, simulation of huge systemd £ 8000), and visu-
were observed. A much greater degree of hysteresis is notedization of the phase, shows that the situation is somewhat
at the I-N transition than in the hard spherocylinder systemmore complex. In each of the smectic layers, there is a no-
The presence of the central dipaleoth longitudinal® and  ticeable dislocation, at which the center of the layer shifts by
transvers®) unambiguously stabilizes the smectic-A phase.around a molecular lengttdue to the toroidal boundaries,
This layered phase is seen to be stable at pressures and démere is second dislocation in each layer, which cancels the
sities corresponding to less ordered phases in the nonpoleffect of the first. Even starting in a perfect smectic-A
system. When the dipole resides in the terminal positfon, phase, the system was seen to relax into the eloquently
different behavior is noted. Again hysteresis is seen at theamed modulated antiferroelectric bilayer stripe domains.
I-N transition, but now the smectic-A phase is destabilized, ~Gwozdz et al?® used molecular dynami¢#D) to study
and the N—SmaA transition is postponed to higher density anthe influence of transverse central dipoles on the phase dia-
pressure as a result of the electrostatic interaction. In aljram. These authors take a slightly different approach: rather
cases no ferroelectric phases were noted. than cooling along an isochore, they compress along an iso-
For the Gay—Berne model, some numerical results fotherm, for only one value of the dipole momeni*
dipolar systems have been offered. Principally Satoh=0.5). They find that the I-SmA transition occurs at the
et al}"*8 have used the reaction field method to create sevsame density with or without the dipolar forces present. The
eral isochores for such systems. For GB moleclles 3 only distinctions between the polar and nonpolar case are the
and «' =5) with central longitudinal dipole¥’ the I-N tran-  higher degree of pretransitional order in the dipolar system,
sition is again seen to be insensitive to the dipole strengthand better defined positional order in the smectic phase. The
On the other hand, the N—SmA transition temperature is seeauthors report smectic-C order in the dipolar case, but the tilt
to increase with the dipole moment, i.e., the smectic-A phasangle is small and the tilt disappears as the density is in-
is stabilized. The temperature at which crystallization occurgreased still further.
does not vary much with the strength of the multipole. In  Most recently Houssat al?® studied a GB model deco-
terms of structure, the layering in the smectic-A phase igated with a central longitudinal dipole. These authors report
observed to be much sharper in the dipolar system, at lowhe complete suppression of the nematic phase for suffi-
temperatures; near the N—SmA transition, the effect is lessiently strong dipoles. The phase sequence for the nonpolar
pronounced. When the longitudinal dipole is placed in thesystem isl-N-SmB, but with the inclusion of a dipole of
terminal position'® the I-N transition temperatur&, in- reduced moment* = 2.5, the isotropic phase spontaneously
creases with increasing dipole momemt =(,u2/8008)1’2 orders directly to the smectic-B phase upon compression.
where o is the contact distance, ang is the energy(ig- Thus from earlier studies of dipolar LC models we can
noring the dipol¢ of a pair of GB molecules in the side-by- conclude that the dipole causes only a mild perturbation to
side arrangementlys exhibits similar . dependence. The the initial I-LC transition, which appears to be almost en-
structure of the resultant smectic phase is seen to be bilayirely dependent upon the short—range repulsive forces acting
ered, with a notable degree of interdigitation. between anisotropic molecules. Depending on the position
Interesting phases were found by Beraedlial!® when and orientation of the dipole in the molecular frame, the
the longitudinal dipole is in either the central or terminal nematic or smectic phases can be promoted at the expense of
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the other. The most evident feature of all previous studies igll. SIMULATION DETAILS
that the fine detail of the smectic structure is sensitive to the

dipole. Interdigitation, bilayers, striped domains, and eve . : :
tited phases are reported for various systems. r'![he isothermal—isobaric ensembiliee., constant number of

In the next section we describe the potential model, am%nor:ifl’l'gei\l’tﬁ rzss; rel;, ’\aﬂln(rj]ttegpﬁraturélf) W':]h iﬂ];\gia ?
in Sec. Ill we give details of the simulation methodologies ?S Iaiemeitsoa-ndar(;orie?ltaetzionas ?)fc}[/ﬁeeé% fnf)leculzs and
that have been employed. The results of the simulation stucp- P

ies are presented and discussed in Sec. IV, and we draw oft airé)r)r(ll(rar;iterlc)){cz;inoen tr:rl]l dv\?éTlTnfec:r?:r?eé Zrheearl?jr)((al;n?omeglssdre
conclusions in the final section. p ’ ’ 9

that around 40% of each type of move is accepted; this value
should lead to the most efficient sampling of phase space.
The reaction field is a simple but accurate method for ac-
counting, in an average way, for the long range of the dipolar
In our simulations, the interaction energy of two mol- interaction. The technique is much faster than the Ewald
eculesi andj is given by summation method, but yields results which are essentially
A~ A A A A indistinguishable. For comparison of these two methods see
Uij=Uas(Fij Ui, Up) +U (T . i, ), (D Refs. 9, 24, and 25.
whereUgg(f; ,0; ,0;) is the GB potentig! In order to analyze the orientational order and the pos-
sible polarization of the mesophases, we have calculated two
order parameterS and P, ; the former(the nematic order
oo 12 parameteris obtained as the largest positive eigenvalue of
) the Q tensor® the elements of which are defined as

The simulations were performed using Monte Carlo in

Il. POTENTIAL MODEL

UGB(Fij 1C|i aaj):43(Fij ,Gi ,l]j)

X

rij—O'(Fij !Gi ,l]j)+00
N

1 .
@ Qup=p 2, 2(3U,Us~ 8ap) ®)

6

e
rij_O'(Fij ,ﬁi ,aj)+0'0
where {i; is the axial vector of moleculé and r;; is the (U is thekth component of the axial orientatian of theith
distance between the centers of mass of m0|edumxjj, mOleCUle, with the nematic directon belng the Correspond-
fi;=ri;/rij is a unit vector along the intermolecular vector iNg eigenvector. The polarity, is obtained as

rij=|ri—rj|, wherer; andr; are the positions of the centers 1| N

of mass of molecules i and j, respectively. Het@;; ,U; ,U;) P,=— > G-n|. (6)
ande(r;; ,0;,0;) are the range and strength parameters, re- N|=

spectively (see Ref. 21 for explicit expressionsr ande  The nematic order paramete® is zero in the isotropic
depend on the anisotropy parameterémolecular elonga- phase, and has a value of one in a perfectly aligned phase; it
tion) and«’ (energetic anisotropyo, ande, (the range and  provides no information as to positional order within the
energy values in the side-by-side arrangemené used to  system. In real systems attains values around 0.4 at the

define the pressure and temperature scales in our simulations. transition, whereas in simulation, higher values are fre-
Thus P*=Poy/eq and T* =kT/eq. The dipole—dipole in-  quently encountered due to finite size effects. The polarity

teraction is given by P, is also zero in the isotropic phase, can only attain its
[ —3( i T (i - Ti) ] maximum valuelong in a perfectly aligned state, and simi-
Ugq(rij Ui Up) = J 3 1 i 3 larly gives no information on the positional order within the

i system. The functions are distinct becaiselacks “head—

where u; = uU; and ;uj:,uﬁj denote the dipole moments of tail” symmetry, and is only nonzero when more of the di-
molecules andj, respectively. The dipoles are longitudinal, poles “point” in one direction than another. As such;
i.e., parallel to the unit vectors which represent the principameasures the spontaneous polarization of the phase.
molecular axes); or ﬁ,— . We calculate various pair distribution functions, e.g., the
While the GB potential gg(F;; ,U; ,U;) can be truncated first-rank orientational correlation function defined by
and shifted at some distanag,, less thar_/2, L being the _ AA
length of the simulation bg::c, the same is not trugfor the 91(M=(Puly,Ux))=(cos b1, @
dipolar interaction. The long-ranged nature of the dipolarand the second-rank orientational correlation function,
potential is taken into account with the reaction field method. 3 1
This schem®& assumes that particles beyond a cutoff dis- gz(r)=(P2(Gl,02))=<§ cos 15— §>, ®)
tance,r., act as a dielectric continuum of dielectric constant
ere. 2> The interaction energy for a pair of dipoles can thenwhere 0., is the angle between the principal molecular axes
be written of molecules 1 and 2. In addition, we also determine the
_ orientationally averaged pair correlation functions for two
2(erp—1) mim : -
— molecules whose centers lie on a line paratig(r,), or on a
2epetl g line perpendicularg, (r,), to the director. Here the dis-
4) tancesr;, andr, are measured parallel and perpendicular to
for rij<rcandU,,(F;; ,0;,U;)=0 for rij>r,. the director, respectively.

U uu(Fij Ui, Uj) =Ugg(Fij,0;,Up) —
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FIG. 1. Phase diagram at =1.25, of a system of 256 Gay—Berne partides= 3, ' =5) with embedded central, longitudinal point dipoles. The reduced

pressureP*=Pcr8/ao is plotted as a function of the reduced number densl"ty=pcrg. Each plot depicts a different reduced dipole momerit

=(u?leqod)Y? (@) u*=0.5, (b) u*=1.0,(c) u*=1.5, and(d) u*=2.0. Error bars denote one standard error in the density. Horizontal lines denote the
position of the phase transitions.

These functions alone cannot unequivocally determinén a cuboidal cell. Dipole moments ranging frqmt =0.5 to
the nature of certain smectic phases. To verify the structur.5 (in steps of 0.bwere considered. For the smaller system,
of these liquid crystals, we calculate the bond-orientationaht each value oft*, simulations were initiated from a face-
order within the smectic layers. This function is defined as centered-cubicfcc) lattice with five layers perpendicular to

1 6 the z-axis, which is expanded to a low densw:pog
B= — < > exq6i¢ij)>' (99 =0.08 (P*=0.5) and quickly loses positional and orienta-
6N \ =1 tional order. The system was then slowly compressed in re-

where ¢;; is the angle between the bond linking particles duced pressure steps of 0.5 or less. For the larger system,
andj and a fixed reference axis. The sum is over onlystates in the isotropic, nematic, and smectic-A phase were
nearest-neighbor bonds. We define nearest-neighbor bonds@§nerated with nonpolar GB systems. The dipole is intro-
be those withinr,~1.20. This order parameter takes val- duced and the system allowed to equilibrate once more.
ues close to zero when no in-plane bond order exists and@iypically, between 3 and 810> cycles were performed for
close to one in the presence of perfect hexatic in-plane bon@ach state point, increasing to®1€ycles in the vicinity of
order. Principally this parameter is used to distinguish thePhase transitions.
smectic-A phase from the more ordered smectic-B structure. By modern standards these system sizes are moderate;
For GB molecules withk=3, we have simulatedN however, we performed several simulations with larger sys-
=256 molecules with longitudinal point dipoles located attem sizes and noted no systematic difference in the results.
the center of the molecules, with dipole momesit. In or-  Furthermore, simulating small systems allows us to explore
der to minimize the effect of the simulation cell on the ob- phase space much more thoroughly. At the liquid crystalline
served phases, a cubic simulation box was employed witpphase transitions, large molecular reorganizations must occur
periodic boundary conditions. For more elongated particlesnd lengthy runs are crucial. We are confident that system
(k=4) we are forced to examine larger systems<500), sizes are sufficient to determine the nature of the phases and
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FIG. 2. Variation of the nematic order parameSftriangles and polarityP, (circles, as a function of density for the dipolar Gay—Berne fluid. The four
figures correspond to the same dipole moments as Fig. 1. Error bars denote one standard error in the order parameters.

accurately predict the thermodynamic properties of the syssultant phase is nematic, can be confirmed by inspection of
tem. This belief is given credence by the excellent agreemenhe projections of the pair distribution functions parallel
noted between our simulations and those of Bratal 28 g,(r,) and perpendiculag, (r,) to the director(Figs. 3 and

In this paper we present the results of a seriedNBT  4). These figures show that the structure is liquidlike and that
Monte Carlo(MC) simulations on a system of molecules there is no significant layering at the lower of the two indi-

interacting via the Gay—Berne dipolar potential witks3 or  cated pressures. The second transition is from moderate val-

4 andk’=5. ues ofS, up to saturatiors~0.94. This high density phase is
best characterized ty;(r,) (Fig. 3): the sinusoidal variation
IV. SIMULATIONS RESULTS of this function indicates that there is one-dimensional lay-

ering of particles, which is the trademark of the smectic lig-
uid crystals. The wavelength of this periodic function is in-
1. T%=1.25 dicative of the layer spacing of the smectic strata and the
At this temperature we have constructed isotherms foamplitude is related to how well defined the layers are. It is
various dipolar strengths. For each valuewdt, the lowest  clear that the strength of the dipole does not significantly
pressure simulated corresponds to an isotropic fluid, and iraffect either the wavelength or the amplitude of this function
creasing the pressure eventually leads to at least one phagkthe nematic—smectic transition. This result is quite surpris-
transition, indicated by a small discontinuity in the densitying; previous simulation studies have indicated the signifi-
and a marked increase in orientational order. cant impact of the dipole upon the details of the structure,
Focusing our attention on weaker dipole momentsparticularly of the ordered phases. The striking similarity of
u*<2.0, the numerical phase diagrams are presented in Fighese figures shows that the structure of the smectic liquid
1, with the pressure dependence of the orientational ordesrystal is dependent principally on the GB interactions. The
parameterS and polarity P; given in Fig. 2. From these layer spacingsee Fig. 3is slightly less than one molecular
figures we can perceive two distinct transitions. The firsiength, which is a common feature of such phases when the
transition is fromS values around zer@sotropic phaseup  constituent molecules have an ellipsoidal core: the tapering
to nonzero values typical of the nematic phase. That the resf the molecule permits a degree of interdigitation and this

A. k=3
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FIG. 3. The projection of the radial pair distribution function parallel to the diregi@m,) for states on either side of the nematic—smectic transition for the
same systems as Fig. 1.

structure has the most efficient packing of particles. Fronorientational correlation function for states in the isotropic
Fig. 4 the N—Sm transition is also accompanied by an inmematic and smectic-B phases for these four dipole mo-
crease in the perpendicular order. Significantly, a peak dements. Negative values indicate that particles are antiparallel.
velops at less than one diameter, corresponding to neareshe figures are qualitatively equivalent; each shows that:
neighbors in the next smectic stratum. The long-ranged nNanearest neighbors are antiparallel; next nearest neighbors are
ture of this function in the smectic phase indicates that thgyriented parallel to the selected particle; the minima and
phase is more highly structured than a simple smectic-Ayaxima increase in magnitude as one moves from isotropic
phase. In Fig. 5 we shgw a snapshot of fie=1.5 systtm 1 nematic to smectic phases; the order dies out within the
at a reduced pressufé® =9.0, in this smectic phase. The g jation cell, indicating no globally polar phases.

smectic layers are clear from Fig(&h, and the positional Both of the transition€I—N and N—SmB are seen to be

order within those layers is evident from Fig(bh The weakly first order. Neither phase change affects the polarity

N-Sm transition is accompanied by a distinct increase in th% which remains essentially zero, over the entire pressure
bond-orientational order. Thus we conclude that the phase is®’ y ' b

smectic-B. Interestingly, as the strength of the dipole is in-2nge. Overall, these systems have the phase seqlieNee

creased, the number of peaks perpendicular to the director EmB on compressing from low density at this temperature

. o .
seen to diminish. The orientationally averaged pair distribu{ T~ —1:25). This is true for nonpolar GB particles and those

tion function, Fig. 6, exhibits the expected oscillatory behay-With weak, central, longitudinal dipoles. .

ior and high value at long distances, of the layered smectic A natural question is why the saturation valueso$ less
phases. From Fig. 6 we see that there is significant shorthan one. A perfectly aligned state is never achieved in simu-
range orientational order in the isotropic phase near to théations as a result of several particles becoming trapped at
I-N transition. This order is seen to increase slightly withright angles to the director. These particles are particularly
increasing dipole moment. After the I-N transition these ori-noticeable in the smectic phases, where they prefer to posi-
entational correlations no longer fade to zero within thetion themselves in the interlayer region. This fact is the
simulation cell. The orientational correlation at contact is ansource of the characteristic minimum in the orientational pair

increasing function ofx. In Fig. 7 we display the first-rank distribution function of simulated smectic liquid crystals.
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FIG. 4. The projection of the radial pair distribution function perpendicular to the dirgctar, ) for the same states as Fig. 3.

The behavior of these molecules has been studied in detdibr decreasing the pressure. A limited number of expansion
for related system&’ runs have been performed to gauge the level of hysteresis at
In Table | we report our estimates of the I-N and N- the transitions. For these weak dipoles‘(=2.0), we see no
SmB transition pressures and coexisting densities for the difevidence of hysteresis at the I-N transition; however, at the
ferent dipolar strengths. From this table, it is clear that theN—SmB phase change, the transition pressure is very differ-
introduction of the longitudinal dipole into the model has ent depending on the direction from which the transition is
some impact on the I-N transition pressure, but the strengthpproached. The same is true of the N—SmB transition den-
of the dipole has little effect upon the density of the isotropicsity, but since the phase diagram is very steep in this region
phase at the transition. The density of the nematic phase théte., large changes in pressure correspond to only small

coexists with the isotropic fluid is also unchanging with changes in densitythe effect is less obvious.
variations in dipole moment. The I-N transition pressure = The natural consequence of the trends noted for the
(Piy) is seen to fall with increasing dipole moment. The weaker dipoles in Table | is that the nematic phase will dis-
consistency of the I-N transition densitieg , which are,to  appear at a triple point as the strength of the dipole moment
within experimental error, identical for each of the dipole is increased. This is due to the increasing stabilization of the
strengths which lead to an I-N transition{<2.0), is strik-  smectic-B phase by the dipole, leading eventually to the lay-
ing. At the layering transitiolN—-SmB), we now see that the ered phase preempting the nematic phase when the multipole
densities at coexistence decrease as the strength of the mid-sufficiently strong.
tipolar interaction is increased. The transition pressure shows Figure 8 is the phase diagram fa* =2.5. A strongly
a very clear trend, moving to lower values as the dipol€first-order phase transition, directly from the isotropic fluid
moment is increased. This is in accordance with expectatiorto the smectic-B phase, is observed. The nature of the tran-
longitudinal dipoles are well known to promote layered sition is made clear by a jump in the bond orientational order
structures in both numerical and experimental studies, thuat the |-LC transition. Alignment of the molecules is accom-
the stabilization of the smectic phase is to be expected. Inpanied not only by layering, but also the development of
creasing the dipole makes the smectic-B phase stable &ing-ranged bond order within these layers. The bond-order
lower pressures. parameter takes a value &=0.55 at the transition. For
Configurations aP* =7.0 were used as starting points these highly polar GB molecules, the I-SmB transition oc-
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FIG. 5. Snapshot of the dipolar Gay—Berne fluidTat=1.25,P* =9.0, u* = 1.5, in the smectic-B phase. The same configuration is shown from different
perspectives(a) from the side to show the smectic layering gbfiexhibiting the strong positional correlation between successive layers. The colors indicate
the direction of the dipole. The size of the particles is reduced for clarity.
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FIG. 6. Second-rank orientational correlation functgy{r) for dipolar Gay—Berne fluids at the I-N and N—-SmB transitions. The four figures represent
different dipole momentgas for Fig. J.
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FIG. 7. First-rank orientational correlation functiogn(r) for dipolar Gay—Berne fluids in the isotropic, nematic, and smectic-B phases. The four figures
represent different dipole momeriss for Fig. 1.

curs at a significantly lower pressure than the I-N transitiorand polarityP; as a function of densityFig. 9). The varia-

for the weaker dipolar systems. Once again, though, we notiéon of the order parameters also provides information as to

from Table | that the density at which the isotropic phasethe nature of the resultant phases. The first nonzero value of

ceases to be stable is unaffecjgt~0.305.
The position of the phase transition is inferred from the

Soccurs afp* ~0.348, but now we can see notable pretran-

pressure versus density phase diagram, Fig. 8. Even more 20 '
compelling evidence for the location of the phase transition
is provided by the behavior of the nematic order param@ter 100 - ”s .
Ap'=2.
8.0 i
TABLE |. Transition pressures and densities for dipolar GB fluid at a re- N
duced temperature of*=1.25 as obtained by MEPT simulation. GB P A
parameters arex=3, k' =5. u* is the reduced dipole momerR,, is the 8o r “ |
isotropic to nematic transition pressuf®ysmg is the same property for the sSmB A
nematic to smectic-B transitiom,y are the densities of the coexisting iso- 40t A |
tropic and nematic phases, apdsng are the same values for the layering A
transition. Note that the strongest dipole has a direct isotropic to smectic-B | A‘
transition. The system size = 256. 20 N A 1
A
T Pin PIN Pnsme PNSmB 00 il ,
0.10 0.20 0.30 0.40
0.5 4.99 0.304, 0.319 9.49 0.368, 0.380 p*
1.0 5.00 0.305, 0.320 9.00 0.364, 0.379
15 5.00 0.307, 0.322 7.00 0.346, 0.361 FIG. 8. Phase diagram &t = 1.25, of a system of 256 Gay—Berne particles
2.0 4.49 0.305, 0.321 4.99 0.321, 0.339 (k=3, k'=5) with embedded central, longitudinal point dipoles. The re-
Pisme PismB duced pressurB* =Po?/s, is plotted as a function of the reduced number
25 3.70 0.300, 0.348 density p* =po3. The reduced dipole moment j&* = (u?/gq03)Y?=2.5.

Error bars represent one standard error in the density.
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FIG. 9. Variation of the nematic order parameftriangles and polarity 1. 17, The first-rank orientational correlation functigi(r) as a function

Py (circles, as a function of density for the dipolar Gay—Berne fluid. The ot separation, for the dipolar Gay—Berne fluid, on either side of the I-Sm
reduced dipole moment jg* =2.5. Error bars denote one standard error in transition.x=3, k' =5, T* =1.25, andu* =2.5.
the order parameters. ’ ’ ’

the phase transitions, but all the values are consistent with

sitional flyctuations(a featgre whi_c'h was .absent for the nonpolar phases. Polar phases are most likely in the highly
weaker dipolar systemsThis transition is directly to very ordered smectic-B phase of the strongly polar system; we

high valuesS~0.85, consistent with a smectic liquid crystal. oy, i Fig. 11 the variation of the first-rank orientational

Figure 10 is the projection of the radial pair distribution ¢, e|ation functiong,(r). As expected, the dipole induces
function along the director on both sides of this transition. 4 alel order in nearest neighbors, and parallel order in
The sinusoidal variation of this function confirms that thethe next coordination shell, but this function is not long
liquid crystal phase is a smectic. As mentioned above, the, o4 \we confidently repudiate polar phases for this sys-
bond-orientational order becomes nonzero at the same preg;,
sure. We thus conclude that the transition is directly from the

. . . As for the weaker dipolar models, we have performed
isotropic to the smectic-B phase.

Foul : hat th | )  th simulations from high pressure to monitor the hysteresis as-
It should be pointed out that the exact location of t €sociated with the phase transitions. For these stronger di-

type of triple point(I-N-SmB suggested by our results, by 565 \ve note a significant degree of hysteresis, particularly
simulation is extremely difficult, since three phases coexist\ 1he pressure

Our best estimate is that for this model at this temperature
(T*=1.25), thel-N-SmBtriple point is very close tqu*
=2.0.

From Fig. 9 we again reiterate many previous findings: ~ For the same GB model, we have investigated the influ-
such systems show absolutely no evidence of spontaneog§ice of temperature on the phase diagram for fixed dipole
polar order. The functiof; shows some fluctuations around

2. High temperature, p*=2.5
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FIG. 12. Phase diagrams for a system of 256 Gay—Berne partictes,
FIG. 10. The projection of the radial pair distribution function parallel to the ' =5) with embedded central, longitudinal point dipoles with dipole mo-
directorg,(r,) for states on either side of the isotropic—smectic transition for mentu* = (,uzlsofrg) 2=2 5, Triangles ard* = 1.25, circlesT* = 1.5, and
the dipolar Gay—Berne fluide=3, k' =5, T* =1.25, andu* =2.5. diamondsT* =2.0. Error bars represent one standard error in the density.
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TABLE II. Transition pressures and densities for dipolar GB fluid at a
reduced dipole moment @f* =2.5 as obtained by MEP T simulation. GB
parameters arex=3, «'=5. The reduced temperature 7§, P,y is the
isotropic to nematic transition pressuf®ysmg is the same property for the
nematic to smectic-B transitiom,y are the densities of the coexisting iso-
tropic and nematic phases, apgsng are the same values for the layering
transition. Note that the coldest system exhibits a direct isotropic to
smectic-B transition. The system sizeNs=256.

T Py PIN Pnsms PNSmB

2.00 8.50 0.332, 0.339 12.50 0.371, 0.383

1.50 5.49 0.312, 0.334 7.99 0.358, 0.373
Pisme PismB

1.25 3.70 0.300, 0.348

moment. Several isotherms have been constructed for a re-
duced dipole moment g&* =2.5. This strong dipole yields
only an isotropic and smectic-B phase at the temperature
discussed aboveTf =1.25). Compression isotherms at two

. . . A
higher temperatures” = 1.5 and 2.0, are depicted in Fig. 12 FIG. 13. Snapshot of a system of 500 GB molecules 4, ' =5) with

and the transitions are detailed in Table II. central longitudinal point dipoles. In this cagé =2.0,P* =2.5. The colors

At T*=1.5 a nematic phase is observed between thedicate the orientation of the dipole. The size of the particles is reduced for
isotropic and smectic-B phases. The range of densities ovefarity.
which this phase is stable is seen to increase at the higher
temperaturer* = 2.0.

The transition pressures are clearly very sensitive to th?ectly to the smectic-B phase upon compression. This
temperature. The pressure at which the isotropic phase béjgiand” of smectic-A stability is an unusual feature.
comes unstable decreases as the temperature is lowered. The \we have performed isothermal—isobaric simulations at
transition density is again less sensitive to the changes. Thgx — 1 o5 for a system oN=500 particles in a cuboidal
maximum density at which the isotropic phase may be obgjmyiation cell, at three pressurB$ =1.5, 2.0, and 2.5. At
served increases slightly with increasing temperature, but ks temperature, in the absence of dipolar forces these pres-
Fhe same time, t_he biphasic_ region narrows. Thus little can bgreg correspond to isotropic, nematic, and smectic-A
inferred from this observation. phases, respectively. The addition of longitudinal point di-
poles at the center of the molecule is seen to have very little
effect on the thermodynamic state of the system, for all di-
pole momentsu*<1.5 (see Table Ill. For such dipole

Systems with a larger value of, i.e., more elongated strengths, the density and internal energy both increase
molecules, are known to have a wider range of stability ofslightly with dipole moment, as does the nematic order pa-
the liquid crystal phases. The density at which the 1-N trantameter in the liquid crystalline phases. No globally polar
sition occurs is lower fok=4 (p;~0.19, py~0.20?® than  order is noted, and the structure of the phases remains unaf-
for k=3 (p;~0.315,p5~0.32,%° at T* =1.25. The stability ~fected by the presence of these weak multipoles.

B. k=4

of the smectic phase is similarly affected: far=4, py Far more drastic effects are noted for stronger dipoles.
~0.21, pgn~0.2228 whereas for k=3, py=~0.37, psm With u*=2.0, the lowest pressure state is a smectic-A
~0.375%° phase. The system evolves to a smectic-B phase by the high-

From the work of Browr’ we know that fork=4, atthe  est pressure studiedf =2.5), see Fig. 13. From this snap-
temperatureT* =1.25, the low density isotropic phase is shot, the layering is seen to be very distinct, with few par-
separated from the high density smectic-B phase by not onlicles diffusing between layers. The highly ordered nature of
a nematic phaséas is the case fok=3) but also by a this phase is confirmed by inspection of the various pair
smectic-A phase. Alleret al3! suggest that the smectic-A distribution functions in Fig. 14. The first-rank orientational
phase is stable only for=3.4. The phase diagram of Brown correlation functiorfFig. 14a)] has more structure than pre-
et al?8is very interesting, with the nematic region ending atviously observed. The short-range antiferroelectric order is
higher temperatures than the smectic-A phase, i.e., at an Irow seen to persist over at least four coordination shells. The
N—-SmaA triple point. At lower temperatures, compression ofsecond-rank orientational correlation functiphig. 14b)]
the isotropic fluid leads directly to a smectic-A phase. Theindicates the very high orientational order present in the sys-
region of stability of the smectic-A phase is also bounded atem. The projections of the radial pair distribution functions
low temperatures by a triple poift—-SmA—-SmB, but very  along[Fig. 14(c)] and perpendiculafFig. 14d)] to the di-
interestingly the phase also becomes unstable at high temector show that the phase has strong positional correlations,
peratures. Consequently, at temperatures above this Nindicative of a highly ordered smectic-B phase. It should be
SmA-SmB triple point, the nematic phase transforms dinoted that Allenet al3! argued that there is no distinction
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TABLE Ill. MC NPT results obtained for GB dipolar fluids with=4, «'=5 atT* =1.25, u* is the reduced
dipole momentp* the reduced densitP* the corresponding reduced pressiBehe bond orientational order
parameter,S the orientational order parameter, aRd is the first-order parameter. The system sizeNis

=500.
w* p* u* S P, B Phase
p*=15
0.0 0.17959106) —2.535 893472 0.210 981999 0.00511) I
0.5 0.178 79144)  —2.409 394313  0.138 874777 —0.014 462677  0.00710) I
1.0 0.178 99140  —2.503 174394 0.111 162577  —0.001 822390  0.00810) I
15 0.181 28128  —2.896 715596 0.125 363607 0.003412389  0.00411) I
2.0 0.209 69171 —5.710 7014786  0.878 241041  —0.016 29301 0.01133) SmA
2.5 0.222 76146) —8.662 3310273  0.930 89484 —0.007 7898) 0.02854) SmA
P*=2.0
0.0 0.207 66141)  —3.219 325801 0.754 361950 0.02411) N
0.5 0.20907127) —3.270475783  0.767 041630 0.00294397)  0.00515) N
1.0 0.209 97166)  —3.494 791161)  0.777 162049 0.016 37653 0.00215) N
15 0.210 78143  —4.073 789640 0.815471531) —0.012 43364 0.00122) N
2.0 0.226 84155  —6.724 6%14783  0.919 18750 0.000 9270) 0.02544) SmA
25 0.239 48149  —9.058 408815 0.950 24326) —0.031 3370 0.44751) SmB
p*=25
0.0 0.226 18141) —4.0235712319  0.877 361272 0.07223) SmA
0.5 0.22527122 —4.016 2310572 0.867 041027 —0.01181175  0.00730) Sm A
1.0 0.226 46121)  —4.042 289379 0.882 22937) —0.001 06244 0.01233) SmA
15 0.23048131)  —5.021 4@8804 0.906 7Q715 —0.003 83136) 0.01857) SmA
2.0 0.243 64194  —7.408 7§1332)  0.947 33617) 0.000 5944) 0.55953) SmB
25 0.249 04115  —9.250 477155 0.958 65259 —0.003 9356) 0.31894 SmB

between the smectic-B and crystalline phases for the nonpd-.25. In both cases the system evolves to an isotropic phase.
lar k=3 GB model. Thus, we conclude that there is no stable nematic phase for
A similar phase sequence is noted fof =2.5, but the  this system at this temperature. Of course at higher tempera-
smectic-B phase is now stable for pressures as low*as tures, where the influence of the dipole diminishes, the nem-
=2.0. Hence, the smectic phases are strongly stabilized batic phase may again become stable.
the dipole for this value ok. It is of interest to know if the We perform a sequence of simulations for the strongest
stabilization of the smectic phases is at the expense of thdipole u* =2.5, at an intermediate pressupé =1.5, vary-
nematic or isotropic phase. For spherocylinders with a simiing the temperature. As noted above, these parameters cor-
lar I-N—SmA phase sequence, the incorporation of strongespond to a smectic-A phase®t=1.25. Cooling the sys-
dipole moments led to a complete suppression of the nemattem (T* =1.0) results in the evolution of in-plane bond
phase, and a direct I-SmA transitithls the same true of order, and the phase may be identified as smectic-B. Warm-
GB systems? ing the system increases the symmetry of the phase, with the
We explored the low pressure region of the phase diapositional order being lost by a temperatureldf=1.5, and
gram for these two dipole strengths. Fail* =2, stepping the orientational order coming to an end at a higher tempera-
down in pressure, the orientational and positional order aréure T* =1.75. The phase sequence for this elongation and
both seen to terminate at a pressée=0.75. This would dipole strength can be identified BSN-SmA—-SmB as the
appear to indicate that the nematic phase does not exist foemperature is loweretbee Table V.
this combination of elongation, temperature, and dipole mo-  These results are in accordance with expectation. The
ment. However, the quite large hysteresis that can be olstrong affinity for dipolar molecules promotes layered
served at the LC transitions often masks thermodynamicallphases. Stabilization of the smectic phases is noted. For suf-
stable states. In order to investigate this possibility, we comficiently strong dipoles, the nematic phase can be preempted
mence simulations from nematic phasesRift=1.0 and by an I-Sm transition. However, raising the temperature sta-

TABLE IV. MCNPT results obtained for dipolar GB fluids with=4, ' =5 at reduced pressu& =1.5.T*

is the reduced temperature aptl the reduced density. The value of the reduced dipole momeurt is2.5,B
the bond orientational order paramet8tthe orientational order parameter, aRdis the first-order parameter.
The system size i8l=500.

T* p* u* S P, B Phase
pP*=15

1.00 0.24364147 —9.987 566312 0.962 99264 —0.007 9%51) 0.452500 SmB

1.25 0.222 76146 —8.6623310273 0.93089484  —0.007 7898) 0.02854) SmA

1.50 0.2001®59 —6.6045824526 0.843672462 —0.010 90476 0.01327) N

1.75 0.16356129 —3.582 568168 0.090 242865  —0.004 5%1711)  0.00410) |
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FIG. 14. Distribution functions for the dipolar GB in the smectic-B phase. The same state point as Fig. 13 is dépidtkd. first-rank orientational
correlation functiorg,(r) as a function of separatioft)) second-rank orientational correlation functigs(r) as a function of separatioft) projection of the
radial pair distribution function parallel to the directy(r,); (d) projection of the radial pair distribution function perpendicular to the diregtdr ).

bilizes the positionally disordered LC phase once more. Glodipole is increased, the density of the transition to the smec-
bally, therefore, increasing the dipole moment elevates théc phase(from either the isotropic or the nematic phase
I-N-Smtriple point. Note that we do not definitively say decreases. For a GB model which displays both nematic and
which smectic phase the isotropic and nematic phases coe¥mectic phases without multipolar forces, the nematic phase
ist with, although presumably since for nonpolkar=4 GB  eventually becomes unstable and the system aligns directly
systems the smectic-A phase is stable at lower temperatur@gm the isotropic to the smectic phase. Thus a kind of triple

than is the nematic phase, it will be the SmA phase that willyoint may be envisaged: at a certain dipolar strength all three
coexist with the isotropic phase just below this triple point. phases can coexist.

A remarkable feature of all the simulations is the insen-
V. CONCLUSIONS sitivity of the initial I-LC transition to the strength of the
multipole. For a given temperature, the maximum density of

The rich and well-documented phase behavior of theh isotropic oh es by | than 19 th duced
Gay—Berne fluid makes a system of such molecules an ideél_e Isotropic phase varies by 1ess than 17 as he reduce

candidate for use in the study of the effect of perturbation |p0|§.moment varies from.* =0 to 2.5. The effect on Fhe
(such as dipolar force®n the observed phase diagram. transition pressure is larger, but only becomes significant
As in many previous studies, we note the complete apWhen the dipole is strong enough to |r_1fluence the nature of
sence of polar phases. Around the phase transitions, soni resultant mesophase. For strong dipoles, a direct |-SmB
fluctuations inP; can be seen, but these do not persistiransition is noted£=3) and the transition pressure is much
Phases withP;=0 may still be antiferroelectric, but the lower than the I-N transition pressure associated with the
first-rank orientational correlation function remains shortmore weakly dipolar systems. This constancy of the I1-LC
ranged for all the simulations performed here, hence thigransition density is different from the behavior noted for
type of polar order is also absent. The most significant imhard-core mesogens such as the spherocylinder. For such
pact that central longitudinal dipoles have is the increasedystems, the inclusion of the dipole postpones the transition
stability of the layered smectic phases. As the strength of theignificantly (although hysteresis at the transition means that
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the LC phase persists down at least as far as the original Additionally, the efficacy of the reaction field method
transition density This qualitative difference presumably has once again been demonstrated. This technique is many
stems from the fact that there is a strong side-by-side attra¢imes faster than the Ewald summation method, and thus
tion already present in the GB system, prior to incorporatiorallows much greater regions of the phase diagram to be
of the dipole. In purely repulsive systems, the inclusion ofprobed. Recent studi#¥"?® have conclusively shown that,
dipoles creates totally new interactions, whereas in the GRrovided system sizes are adequate, the reaction field method
system the dipole reinforces the already existing attractionss no less accurate than the Ewald scheme.

A noteworthy result is the stabilization of the highly or-
dered smectic-B phase, at the expense of the smectic-A lig-
uid crystal. The two phases are distinguishable due to the
long-ranged, in-plane bond order which is present in theACKNOWLEDGMENTS
former, but absent in the latter. This, of course, begs the
qguestion, why should this bond order be enhanced by th%

resence of a central dipole? Careful analysis of the results. " T .
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is a very real difference in structure depending on the
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