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#### Abstract

The existence and limiting behavior of the solutions of stochastic parabolic problems with thermal memory are investigate in the cases that the nonlinear term satisfies subcritical and critical growth conditions. The existence, uniqueness and continuity of solutions is proved by a semigroup method and the Lax-Milgram theorem, then the dynamics of solutions is analyzed by a priori estimates. In particular, the existence of pullback random attractors for the random dynamical system associated to the problem is established and the upper semi-continuity of the pullback random attractors is verified.
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## 1. Introduction

A large class of physical phenomena in which delay effects occur, such as viscoelasticity, population dynamics or heat flow in real conductors, is modelled by equations in materials with memory, where the dynamics is influenced by the past history of the state variables. This is because that materials with memory have the property that the mathematical-physical description of their state at a given point of time includes such states in which the materials have been at earlier points of time.

Here we consider the stochastic parabolic equation in materials with thermal memory with subcritical and critical nonlinearities

$$
\begin{align*}
\frac{\partial u}{\partial t}- & \frac{\partial}{\partial t} \int_{-\infty}^{t} \mu_{1}(t-s) u(x, s) d s-\lambda \Delta u-\int_{-\infty}^{t} \mu_{2}(t-s) \Delta u(x, s) d s+f(u)  \tag{1.1}\\
& =g(x, t)+\epsilon h(x) \frac{d W}{d t}, \quad x \in O, \quad t \geq \tau
\end{align*}
$$

with the initial and boundary values

$$
\begin{equation*}
u(x, \tau)=u_{\tau}(x), \quad x \in O, \quad u(x, t)=0, \quad x \in \partial O, t \geq \tau \tag{1.2}
\end{equation*}
$$

[^0]where $O \subset \mathbb{R}^{n}, n \geq 3$, be a bounded domain with smooth boundary, $\lambda>0$ and $\epsilon$ are constants. In addition, $u(x, t)$ is the unknown function, $\mu_{1}, \mu_{2}: \mathbb{R}^{+} \rightarrow \mathbb{R}$ are the heat flux memory kernels, $f$ is the nonlinear heat supply satisfying some dissipativeness and growth conditions, $g(x, t)$ is time-dependent forcing term, $h \in H^{2}(O) \cap W^{2, p}(O)$ ( $p$ will be specified later) and $W$ is real valued two-sided Wiener process on some probability space which will be specified later.

Equations with memory have received increasing interest in recent years. The authors of [5, 26, 28, 30,31] studied the existence of pullback attractor, global attractors, uniform attractors and exponential stability of heat equation (1.1) with $\mu_{1}=0$. Damped wave equations with memory were investigated in $[15,22,23,36,44]$, while hyperbolic phase-field systems with memory were considered in [25, 32]. Li [35] proved the existence of uniform attractors for parabolic problems with memory in the cases that the nonlinearities term is subcritical and critical. Nevertheless, as far as we know, most of those models are considered in deterministic case, namely they did not take into account white noise effects. But the authors of $[34,39]$ have demonstrated that, under certain circumstances, the noise can benefit the system in some way. This is an interesting phenomenon because noise is generally considered as a nuisance to systems. To the best of our knowledge, no work has been reported on the existence and uniqueness of mild solution and limit behavior of solutions for equation (1.1) with critical nonlinear term.

Motivated by the above considerations, we will analyze the dynamics of solutions to (1.1) when the nonlinear heat supply $f$ has a subcritical growth exponent and a critical growth exponent. More precisely, we will focus on (1.1) in three aspects: (i) Existence, uniqueness and continuity of mild solutions will be studied by a semigroup method (see [37]). (ii) The existence and uniqueness of pullback random attractor will be proved by a priori estimates and solution decomposition method. (iii) The upper semi-continuity of pullback random attractor will also be checked. We mention that Caraballo [3] considered the existence and asymptotic behavior for a stochastic heat equation with multiplicative noise in materials with memory, mean-square random attractors of stochastic delay differential equations with random delay were studied in [43]. Readers are referred to $[4,6,10,11,12]$ for more information about stochastic partial differential equations with memory or delay.

The framework of this paper is as follows. In the next section, we will recall some basic concepts about random dynamical system and basic theory of pullback random attractor. In Section 3, we prove the existence of solution by semigroup method and the Lax-Milgram theorem. We obtain the pullback random attractor in Section 4 and verify the upper semi-continuity of pullback random attractor in Section 5.

## 2. Preliminaries

We recall some notation that will be used in this paper and some basic concepts about random dynamical system as well as some theory of pullback random attractors, see [1, 8, 9, 20, 33, 41] for more information. We begin with the concepts of parametric dynamical system, see [2,17]. Let $X$ be a separable Banach space. To define a cocycle for a non-autonomous stochastic equation in $X$, we need to use two parametric spaces, say, $\Omega_{1}$ and $\Omega$, where $\Omega_{1}$ is responsible for non-autonomous deterministic external terms and $\Omega$ for stochastic terms. We may take $\Omega_{1}$ either as the collection of translations of deterministic time dependent terms [8,24] or simply as the collection of initial times [41]. In this paper, we choose $\Omega_{1}$ as the collection of initial times and write $\Omega_{1}=\mathbb{R}$. For random parameters, we will choose the standard probability space $(\Omega, \mathcal{F}, P)$ where $\Omega=\{\omega \in C(\mathbb{R}, \mathbb{R}): \omega(0)=0\}, \mathcal{F}$ is the Borel $\sigma$-algebra induced by the compact
open topology of $\Omega$, and $P$ is the Wiener measure on $(\Omega, \mathcal{F})$. There is a group $\left\{\theta_{t}\right\}_{t \in \mathbb{R}}$ of mappings acting on $(\Omega, \mathcal{F}, P)$ defined by

$$
\begin{equation*}
\theta_{t} \omega(\cdot)=\omega(\cdot+t)-\omega(t), \text { for all } \omega \in \Omega \text { and } t \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

In terms of (2.1), one may define a new group $\left\{\tilde{\theta}_{t}\right\}_{t \in \mathbb{R}}$ on the product space $\mathbb{R} \times \Omega:=\tilde{\Omega}$ given by

$$
\begin{equation*}
\tilde{\theta}_{t}(\tau, \omega)=\left(\tau+t, \theta_{t} \omega\right), \text { for all }(\tau, \omega) \in \tilde{\Omega}, t \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

Hereafter we write $\tilde{\omega}=(\tau, \omega)$ with $(\tau, \omega) \in \tilde{\Omega}$.
A cocycle of non-autonomous random dynamical systems is defined as
Definition 2.1. A mapping $\Phi: \mathbb{R}^{+} \times \tilde{\Omega} \times X \rightarrow X$ is called a continuous cocycle on $X$ over $\mathbb{R}$ and $\left(\Omega, \mathcal{F}, P,\left\{\theta_{t}\right\}_{t \in \mathbb{R}}\right)$ if for all $t, s \in \mathbb{R}^{+}$and $\tilde{\omega} \in \tilde{\Omega}$, the following conditions are satisfied:
(i) $\Phi(\cdot,(\tau, \cdot), \cdot): \mathbb{R}^{+} \times \Omega \times X \rightarrow X$ is $\left(\mathcal{B}\left(\mathbb{R}^{+}\right) \times \mathcal{F} \times \mathcal{B}(X), \mathcal{B}(X)\right)$-measurable;
(ii) $\Phi(0, \tilde{\omega}, \cdot)$ is the identity on $X$;
(iii) $\Phi(t+s, \tilde{\omega}, \cdot)=\Phi\left(t, \tilde{\theta}_{s} \tilde{\omega}, \cdot\right) \circ \Phi(s, \tilde{\omega}, \cdot)$;
(iv) $\Phi(t, \tilde{\omega}, \cdot): X \rightarrow X$ is continuous.

Definition 2.2. A family $D=\{D(\tilde{\omega}): \tilde{\omega} \in \tilde{\Omega}\}$ of nonempty bounded subsets of $X$ is said to be tempered if for any $c>0$

$$
\lim _{t \rightarrow+\infty} e^{-c t} \sup \left\{\|x\|_{X}: x \in D\left(\tilde{\theta}_{-t} \tilde{\omega}\right)\right\}=0
$$

From now on, we use $\mathcal{D}$ to denote the collection of all tempered families of nonempty bounded subsets of $X$.

Definition 2.3. Let $K=\{K(\tilde{\omega}): \tilde{\omega} \in \tilde{\Omega}\} \in \mathcal{D}$. Then $K$ is called a $\mathcal{D}$-pullback absorbing set for a cocycle $\Phi$ on $X$, if for every $B \in \mathcal{D}$ and all $\tilde{\omega} \in \tilde{\Omega}$, there exists $T=T(\tilde{\omega}, B)>0$ such that

$$
\Phi\left(t, \tilde{\theta}_{-t} \tilde{\omega}, B\left(\tilde{\theta}_{-t} \tilde{\omega}\right)\right) \subset K(\tilde{\omega}) \text { for all } t \geq T
$$

Definition 2.4. Let $B=\{B(\tilde{\omega}): \tilde{\omega} \in \tilde{\Omega}\} \in \mathcal{D}$. Then $\Phi$ is said to be $\mathcal{D}$-pullback asymptotically compact in $X$ iffor all $\tilde{\omega} \in \tilde{\Omega}$, the sequence

$$
\left\{\Phi\left(t_{n}, \tilde{\theta}_{-t_{n}} \tilde{\omega}, x_{n}\right): x_{n} \in B\left(\tilde{\theta}_{-t_{n}} \tilde{\omega}\right)\right\}_{n=1}^{\infty} \text { has a convergent subsequence in } X \text { when } t_{n} \rightarrow+\infty .
$$

Definition 2.5. A family $\mathcal{A}=\{\mathcal{A}(\tilde{\omega}): \tilde{\omega} \in \tilde{\Omega}\} \in \mathcal{D}$ is called a pullback random attractor for $\Phi$ in $X$ if the following conditions are fulfilled:
(i) For each $\tau \in \mathbb{R}, \mathcal{A}(\tau, \cdot)$ is measurable with respect to the $P$-completion of $\mathcal{F}$ in $\Omega$ and $\mathcal{A}(\tilde{\omega})$ is compact for all $\tilde{\omega} \in \tilde{\Omega}$.
(ii) $\mathcal{A}$ is invariant, that is, for every $\tilde{\omega} \in \tilde{\Omega}$,

$$
\Phi(t, \tilde{\omega}, \mathcal{A}(\tilde{\omega}))=\mathcal{A}\left(\tilde{\theta}_{t} \tilde{\omega}\right) \text { for all } t \geq 0
$$

(iii) $\mathcal{A}$ attracts every member of $\mathcal{D}$, that is, for every $B=\{B(\tilde{\omega}): \tilde{\omega} \in \tilde{\Omega}\} \in \mathcal{D}$, and for every, $\tilde{\omega} \in \tilde{\Omega}$,

$$
\lim _{t \rightarrow+\infty} \operatorname{dist}_{X}\left(\Phi\left(t, \tilde{\theta}_{-t} \tilde{\omega}, B\left(\tilde{\theta}_{-t} \tilde{\omega}\right)\right), \mathcal{A}(\tilde{\omega})\right)=0
$$

where dist $_{X}(\cdot, \cdot)$ denotes the Hausdorff semi-distance under the norm of $X$, i.e., for two nonempty sets $A, B \subset$ $X$,

$$
\operatorname{dist}_{X}(A, B):=\sup _{a \in A} \operatorname{dist}_{X}(a, B)=\sup _{a \in A} \inf _{b \in B}\|a-b\|_{X}
$$

Next we turn to introduce the definitions concerning u.s.c. for a family of sets.
Definition 2.6. ([9]) Let $Z$ and I be metric spaces. A family of sets $\left\{A_{\epsilon}\right\}_{\epsilon \in I}$ in $Z$ is said to be upper semicontinuous (u.s.c.) at $\epsilon_{0} \in I$ if

$$
\lim _{\epsilon \rightarrow \epsilon_{0}} \operatorname{dist}_{Z}\left(A_{\epsilon}, A_{\epsilon_{0}}\right)=0
$$

Let $A=-\Delta$ with domain $D(A)=H_{0}^{1}(O) \cap H^{2}(O)$. Denote by $(\cdot, \cdot)$ and $\|\cdot\|$ the $L^{2}(O)$ inner product and the norm, respectively. Consider the family of Hilbert spaces $D\left(A^{s / 2}\right), s \in \mathbb{R}$, whose inner products and norms are given by

$$
(\cdot, \cdot)_{D\left(A^{s / 2}\right)}=\left(A^{s / 2} \cdot, A^{s / 2} \cdot\right) \text { and }\|\cdot\|_{D\left(A^{s / 2}\right)}=\left\|A^{s / 2} \cdot\right\| .
$$

Then one has the compact and dense injections,

$$
D\left(A^{s / 2}\right) \hookrightarrow D\left(A^{r / 2}\right), \quad \forall s>r
$$

and the continuous embedding,

$$
D\left(A^{s / 2}\right) \hookrightarrow L^{2 n /(n-2 s)}(O), \quad \forall s \in\left[0, \frac{n}{2}\right)
$$

Recall the following interpolation results: let $\alpha \geq \beta$. For every $\vartheta, 0 \leq \vartheta \leq 1$, there is a constant $C=$ $C(\alpha, \beta, \vartheta)$ s.t.

$$
\left\|A^{v / 2} u\right\| \leq C\left\|A^{\alpha / 2} u\right\|^{\vartheta}\left\|A^{\beta / 2} u\right\|^{1-\vartheta}, \quad \forall u \in D\left(A^{\alpha / 2}\right),
$$

where $v=\vartheta \alpha+(1-\vartheta) \beta$. For convenience, denote by

$$
\mathcal{H}_{s}=D\left(A^{s / 2}\right) \text { with norm }\|\cdot\|_{\mathcal{H}_{s}}=\left\|A^{s / 2} \cdot\right\|
$$

Then, $\mathcal{H}_{0}=L^{2}(O), \mathcal{H}_{1}=H_{0}^{1}(O)$, and $\mathcal{H}_{2}=H_{0}^{1}(O) \cap H^{2}(O)$.
In order to deal with the memory term of (1.1), we introduce the family of weighted spaces. In view of (H1) and (H2), we consider the weighted Hilbert spaces $L_{v_{i}}^{2}\left(\mathbb{R}^{+} ; \mathcal{H}_{r}\right), i=1,2$, endowed with the inner products and norms, respectively,

$$
\left(\phi_{1}, \phi_{2}\right)_{v_{i}, \mathcal{H}_{r}}=\int_{0}^{\infty} v_{i}(s)\left(\phi_{1}(s), \phi_{2}(s)\right)_{\mathcal{H}_{r}} d s, \quad\|\phi\|_{v_{i}, \mathcal{H}_{r}}^{2}=\int_{0}^{\infty} v_{i}(s)\|\phi(s)\|_{\mathcal{H}_{r}}^{2} d s, i=1,2
$$

As in [27, 29], we introduce the Hilbert spaces,

$$
Q_{v_{1}, v_{2}}^{r}=L_{v_{1}}^{2}\left(\mathbb{R}^{+} ; \mathcal{H}_{r}\right) \cap L_{v_{2}}^{2}\left(\mathbb{R}^{+} ; \mathcal{H}_{r+1}\right)
$$

endowed with the inner products,

$$
\left(\eta_{1}, \eta_{2}\right)_{Q_{v_{1}, v_{2}}^{r}}=\int_{0}^{\infty} v_{1}(s)\left(A^{r / 2} \eta_{1}(s), A^{r / 2} \eta_{2}(s)\right) d s+\int_{0}^{\infty} v_{2}(s)\left(A^{(r+1) / 2} \eta_{1}(s), A^{(r+1) / 2} \eta_{2}(s)\right) d s
$$

and the norms

$$
\|\eta\|_{Q_{v_{1}, v_{2}}^{r}}^{2}=(\eta, \eta)_{Q_{v_{1}, v_{2}}^{r}}=\int_{0}^{\infty} v_{1}(s)\left\|A^{r / 2} \eta(s)\right\|^{2} d s+\int_{0}^{\infty} v_{2}(s)\left\|A^{(r+1) / 2} \eta(s)\right\|^{2} d s
$$

Finally, we define the product spaces,

$$
\mathcal{M}_{r}=\mathcal{H}_{r} \times \mathcal{Q}_{v_{1}, v_{2}}^{r}
$$

where

$$
\mathcal{H}_{r}=D\left(A^{\frac{r}{2}}\right), \quad Q_{v_{1}, v_{2}}^{r}=L_{v_{1}}^{2}\left(\mathbb{R}^{+} ; \mathcal{H}_{r}\right) \cap L_{v_{2}}^{2}\left(\mathbb{R}^{+} ; \mathcal{H}_{r+1}\right)
$$

that endowed with the norms,

$$
\|z\|_{\mathcal{M}_{r}}^{2}=\|(u, \eta)\|_{\mathcal{M}_{r}}^{2}=\|u\|_{\mathcal{H}_{r}}^{2}+\|\eta\|_{Q_{v_{1}, v_{2}}^{r}}^{2}, \quad z=(u, \eta) \in \mathcal{M}_{r}
$$

The following propositions can be found in $[9,16,18,19,41]$.
Proposition 2.7. Let $\Phi$ be a continuous $R D S$ on $X$ over $\mathbb{R}$ and $\left(\Omega, \mathcal{F}, P,\left\{\theta_{t}\right\}_{t \in \mathbb{R}}\right)$ according to Definition 2.1. If $\Phi$ has a compact measurable (w.r.t $\mathcal{F}) \mathcal{D}$-pullback attracting set $K$ in $\mathcal{D}$, then $\Phi$ has a unique $\mathcal{D}-$ pullback attractor $\mathcal{A}$ in $\mathcal{D}$ given by

$$
\mathcal{A}(\tilde{\omega})=\bigcap_{r \geq 0} \overline{\bigcup_{t \geq r} \Phi\left(t, \tilde{\theta}_{-t} \tilde{\omega}, K\left(\tilde{\theta}_{-t} \tilde{\omega}\right)\right)} \text { for each } \tilde{\omega} \in \tilde{\Omega}
$$

For the upper semi-continuity of a family of parameterized pullback attractors, we borrow the following results from [7, 13, 38, 40, 42].

Proposition 2.8. Let I be an interval of $\mathbb{R}$. Given $\epsilon \in I$, let $\left\{\Phi^{\epsilon}(t, \tilde{\omega})\right\}_{\epsilon \in I}$ be a family of continuous RDSs on X over $\mathbb{R}$ and $\left(\Omega, \mathcal{F}, P,\left\{\theta_{t}\right\}_{t \in \mathbb{R}}\right)$. Suppose that
(i) there exists a map $R_{\epsilon_{0}}: \tilde{\omega} \rightarrow \mathbb{R}$ such that $B=\left\{B(\tilde{\omega})=\left\{x \in X:\|x\|_{X} \leq R_{\epsilon_{0}}(\tilde{\omega})\right\}: \tilde{\omega} \in \tilde{\Omega}\right\} \in \mathcal{D}$,
(ii) for each $\epsilon \in I$, $\Phi^{\epsilon}$ has a pullback attractor $\mathcal{A}^{\epsilon}$ and a pullback absorbing set $D_{\epsilon}$ such that for all $\tilde{\omega} \in \tilde{\Omega}, \lim _{\epsilon \rightarrow \epsilon_{0}} \sup \left\|D_{\epsilon}(\tilde{\omega})\right\|_{X} \leq R_{\epsilon_{0}}(\tilde{\omega})$,
(iii) $\bigcup_{\epsilon \in I} \mathcal{A}^{\epsilon}(\tilde{\omega})$ is precompact in $X$ for each $\tilde{\omega} \in \tilde{\Omega}$,
(iv) there exists $\epsilon_{0} \in I$ such that $\lim _{n \rightarrow+\infty} \Phi^{\epsilon_{n}}\left(t, \tilde{\omega}, x_{n}\right)=\Phi^{\epsilon_{0}}(t, \tilde{\omega}, x)$ for every $t \in \mathbb{R}^{+}, \tilde{\omega} \in \tilde{\Omega}, \epsilon_{n}, \epsilon_{0}$ with $\epsilon_{n} \rightarrow \epsilon_{0}$, and $x_{n}, x$ with $x_{n} \rightarrow x$.

Then for each $\tilde{\omega} \in \tilde{\Omega}, d_{H}\left(\mathcal{A}^{\epsilon}(\tilde{\omega}), \mathcal{A}^{\epsilon_{0}}(\tilde{\omega})\right) \rightarrow 0$ as $\epsilon \rightarrow \epsilon_{0}$.
To this end, we recall the following lemma
Lemma 2.9. (See [36]). Let $\mu \in C^{1}\left(\mathbb{R}^{+}\right) \cap L^{1}\left(\mathbb{R}^{+}\right)$be a non-negative function, such that if $\mu\left(s_{0}\right)=0$ for some $s_{0} \in \mathbb{R}^{+}$, then $\mu(s)=0$ for every $s>s_{0}$. Let $B_{0}, B, B_{1}$ be three Banach spaces, where $B_{0}, B_{1}$ are reflexive, such that

$$
B_{0} \hookrightarrow B \hookrightarrow B_{1}
$$

where the first injection is compact. Let $C \subset L_{\mu}^{2}\left(\mathbb{R}^{+} ; B\right)$ satisfy
(i) $C$ is bounded in $L_{\mu}^{2}\left(\mathbb{R}^{+} ; B_{0}\right) \cap H_{\mu}^{1}\left(\mathbb{R}^{+} ; B_{1}\right)$,
(ii) $\sup _{\eta \in C}\|\eta(s)\|_{B}^{2} \leq h(s), \forall s \in \mathbb{R}^{+}$, for some $h(s) \in L_{\mu}^{1}\left(\mathbb{R}^{+}\right)$.

Then $C$ is relatively compact in $L_{\mu}^{2}\left(\mathbb{R}^{+} ; B\right)$.

## 3. Existence of solutions

Here we prove the existence of solutions by a semigroup method and the Lax-Milgram theorem. Before stating the problem in a suitable framework, we enumerate the assumptions on the term in which the delay is present. Hereafter, we suppose that the nonlinear heat supply $f(u)$ satisfies
(f1) $f \in C^{1}(\mathbb{R}), f(0)=0$;
(f2) $f(s) s \geq \alpha_{1}|s|^{p+1}-\alpha_{2}, s \in \mathbb{R}$;
(f3) $\left|f^{\prime}(s)\right| \leq \alpha_{3}\left(1+|s|^{p-1}\right), s \in \mathbb{R}$,
where $1<p \leq 1+\frac{4}{n}, \alpha_{i}, i=1,2,3$, are positive numbers. In order to study the dynamical behavior of (1.1) with critical nonlinearity, we also impose the assumption as in [14, 35],
(f4) $\lim _{|s| \rightarrow \infty} \frac{\left|f^{\prime}(s)\right|}{|s|^{\frac{4}{n}}}=0$,
which implies that for any given $v>0$, there is a positive constant $C_{v}$ such that

$$
\begin{equation*}
\left|f\left(s_{1}\right)-f\left(s_{2}\right)\right| \leq\left|s_{1}-s_{2}\right|\left(C_{v}+v\left|s_{1}\right|^{\frac{4}{n}}+v\left|s_{2}\right|^{\frac{4}{n}}\right) \tag{3.1}
\end{equation*}
$$

Remark 3.1. (i) From (f3), it is not difficult to check that $|f(s)| \leq \alpha_{4}+\alpha_{5}|s|^{p}$ holds for any $s \in \mathbb{R}$, where $\alpha_{4}, \alpha_{5}$ are positive constants.
(ii) As it is pointed out in [35], the lack of bound from below for $f^{\prime}$ is the reason for $1+\frac{4}{n}$ to be the critical exponent for the nonlinearity $f$. And in case of (3.1), we call $f$ is an almost critical nonlinearity.

Assume that $\mu_{1}^{\prime}(\infty)=\mu_{2}(\infty)=\mu_{1}(\infty)=0$. Let $v_{1}(s)=\mu_{1}^{\prime \prime}(s)$ and $v_{2}(s)=-\mu_{2}^{\prime}(s)$ satisfy
(H1) $v_{i} \in C^{1}\left(\mathbb{R}^{+}\right) \cap L^{1}\left(\mathbb{R}^{+}\right), v_{i}(s) \geq 0, v_{i}^{\prime}(s) \leq 0, i=1,2, \forall s \in \mathbb{R}^{+}$,
$(\mathrm{H} 2) v_{i}^{\prime}(s)+\delta_{i} v_{i}(s) \leq 0, i=1,2, \forall s \in \mathbb{R}^{+}$,
where $\delta_{i}$ are positive constants, $i=1,2$.
Denote $\mu_{1}(0)=\mu_{0}$. Then along the lines of the procedure suggested by Dafermos in his pioneering work [21], we introduce the new variable

$$
\eta^{t}(x, s)=\int_{0}^{s} u^{t}(x, r) d r=\int_{t-s}^{t} u(x, r) d r, \quad s \geq 0
$$

where

$$
u^{t}(x, s)=u(x, t-s), \quad s \geq 0
$$

Then the original equation (1.1)-(1.2) can be transformed into the following equivalent system:

$$
\begin{align*}
& \frac{\partial u}{\partial t}-\mu_{0} u-\lambda \Delta u+\int_{0}^{\infty} v_{1}(s) \eta^{t}(s) d s-\int_{0}^{\infty} v_{2}(s) \Delta \eta^{t}(s) d s+f(u)=g(x, t)+\epsilon h(x) \frac{d W}{d t}  \tag{3.2}\\
& \partial_{t} \eta^{t}(x, s)+\partial_{s} \eta^{t}(x, s)=u, \quad x \in O, \quad s>0, t \geq \tau
\end{align*}
$$

with the initial and boundary values

$$
\begin{equation*}
u(x, \tau)=u_{\tau}(x), \eta^{\tau}(x, s)=\eta_{\tau}(x, s), x \in O, \quad u(x, t)=0, \eta^{t}(x, s)=0 \quad x \in \partial O, s>0, t \geq \tau \tag{3.3}
\end{equation*}
$$

Note that Eq.(3.2) is stochastic equation, and we need to transfer (3.2) into a deterministic one only with random parameter. To this end, writing

$$
\begin{equation*}
z^{*}(\omega)=-\int_{-\infty}^{0} e^{s} \omega(s) d s \tag{3.4}
\end{equation*}
$$

it is easy to check that $\bar{z}(t, \omega)=z^{*}\left(\theta_{t} \omega\right)$ is an Ornstein-Uhlenbeck stationary process which solves the Itô equation

$$
d \bar{z}+\bar{z} d t=d W
$$

Therefore, if we denote $z(\omega)(x)=z^{*}(\omega) h(x)$, then the real-valued stochastic process $z\left(\theta_{t} \omega\right)(x)=z^{*}\left(\theta_{t} \omega\right) h(x)$ is a solution to

$$
d z+z d t=h(x) d W
$$

Set $v(t)=u(t)-\epsilon z\left(\theta_{t} \omega\right)$. Problem (3.2)-(3.3) can be transformed into a pathwiase deterministic problem

$$
\begin{align*}
& \frac{\partial v}{\partial t}-\mu_{0} v-\lambda \Delta v+\int_{0}^{\infty} v_{1}(s) \eta^{t}(s) d s-\int_{0}^{\infty} v_{2}(s) \Delta \eta^{t}(s) d s+f(u)=g(x, t)+\epsilon\left(\mu_{0}+1\right) z+\epsilon \lambda \Delta z  \tag{3.5}\\
& \partial_{t} \eta^{t}+\partial_{s} \eta^{t}=v+\epsilon z, \quad x \in O, t \geq \tau
\end{align*}
$$

with the initial and boundary values

$$
\begin{align*}
& v(x, \tau)=u(x, \tau)-\epsilon z\left(\theta_{\tau} \omega\right)=v_{\tau}(x), \eta^{\tau}(x, s)=\eta_{\tau}(x, s), x \in O, s \geq 0  \tag{3.6}\\
& v(x, t)=0, \quad \eta^{t}(x, s)=0, \quad x \in \partial O, s \geq 0, t \geq \tau
\end{align*}
$$

In order to present our results, we write the system (3.5)-(3.6) as a Cauchy problem

$$
\begin{equation*}
\frac{d \phi}{d t}=L \phi+F\left(\phi, \theta_{t} \omega, t\right) \tag{3.7}
\end{equation*}
$$

defined in the phase space

$$
\mathcal{M}_{0}=L^{2}(O) \times Q_{v_{1}, v_{2}}^{0}
$$

with norms

$$
\|\phi\|^{2}=\left\|\left(v, \eta^{t}\right)\right\|^{2}=\|v\|^{2}+\left\|\eta^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}=\|v\|^{2}+\left\|\eta^{t}\right\|_{L_{v_{1}}^{2}\left(\mathbb{R}^{+} ; L^{2}(O)\right)}^{2}+\left\|\eta^{t}\right\|_{L_{v_{2}}^{2}\left(\mathbb{R}^{+} ; H_{0}^{1}(O)\right)}^{2} .
$$

Also take $\phi=\left(v(t), \eta^{t}\right) \in \mathcal{M}_{0}$. Then system (3.5) is equivalent to the Cauchy problem (3.7) with

$$
L \phi=\left(\mu_{0} v+\lambda \Delta v-\int_{0}^{\infty} v_{1}(s) \eta^{t}(s) d s+\int_{0}^{\infty} v_{2}(s) \Delta \eta^{t}(s) d s, v-\partial_{s} \eta^{t}\right)
$$

and

$$
\begin{equation*}
F\left(\phi, \theta_{t} \omega, t\right)=\left(-f(v+\epsilon z)+g+\epsilon\left(\mu_{0}+1\right) z+\epsilon \lambda \Delta z, \epsilon z\right) . \tag{3.8}
\end{equation*}
$$

It is proved in [36] that

$$
\partial_{t} \eta^{t}=-\partial_{s} \eta^{t}+v+\epsilon z, \eta^{t}(0)=0
$$

can be considered as $\partial_{t} \eta^{t}=T \eta^{t}+v+\epsilon z$, where

$$
T \eta^{t}=-\partial_{s} \eta^{t}, \quad \eta^{t} \in D(T)
$$

is the generator of a translation semigroup with domain

$$
D(T)=\left\{\eta^{t} \in Q_{v_{1}, v_{2}}^{0} \mid \partial_{s} \eta^{t} \in Q_{v_{1}, v_{2}}^{0}, \eta^{t}(0)=0\right\}
$$

Since the domain of $L$ is defined by

$$
D(L)=\left\{\phi \in \mathcal{M}_{0} \mid L \phi \in \mathcal{M}_{0}\right\},
$$

we have

$$
D(L)=\left\{\left(v, \eta^{t}\right) \in \mathcal{M}_{0} \mid v \in H_{0}^{1}(O), \eta^{t} \in D(T), \mu_{0} v+\lambda \Delta v-\int_{0}^{\infty} v_{1}(s) \eta^{t}(s) d s+\int_{0}^{\infty} v_{2}(s) \Delta \eta^{t}(s) d s \in L^{2}(O)\right\} .
$$

For the coefficient $\lambda$ in (1.1), we assume that $\lambda \lambda_{1}-2 \mu_{0}>0$, where $\lambda_{1}$ is the first eigenvalue of $A$ in $H_{0}^{1}(O)$. From now on, we denote by $c$ a generic positive number which may change its value from line to line or even in the same line.

Theorem 3.2. (Well-posedness) Assume that hypotheses (f1)-(f2) are satisfied, $g \in L_{l o c}^{2}\left(\mathbb{R} ; L^{2}(O)\right)$ and the initial data $\left(v_{\tau}, \eta_{\tau}\right) \in \mathcal{M}_{0}$. Then, problem (3.7) possesses a unique mild solution with

$$
\begin{equation*}
v \in C\left([\tau, \infty) ; L^{2}(O)\right) \text { and } \eta^{t} \in C\left([\tau, \infty) ; Q_{v_{1}, v_{2}}^{0}\right) \text {. } \tag{3.9}
\end{equation*}
$$

If the initial data $\left(v_{\tau}, \eta_{\tau}\right) \in D(L)$, then the solution is regular, namely,

$$
v \in C\left([\tau, \infty) ; H_{0}^{1}(O)\right) \text { and } \eta^{t} \in C\left([\tau, \infty) ; Q_{v_{1}, v_{2}}^{1}\right) .
$$

In addition, if $\phi=\left(v, \eta^{t}\right), \bar{\phi}=\left(\bar{v}, \bar{\eta}^{t}\right)$ are two mild solutions of (3.7), then for any $T>\tau$,

$$
\begin{equation*}
\|\phi(t)-\bar{\phi}(t)\|_{\mathcal{M}_{0}}^{2} \leq e^{c_{0} T}\|\phi(\tau)-\bar{\phi}(\tau)\|_{\mathcal{M}_{0}}^{2}, \tau \leq t \leq T, \tag{3.10}
\end{equation*}
$$

where $c_{0}$ is a positive constant depending on the initial data.
Proof. The proof is split into three steps.
Step 1: We show that the operator $L$ is the infinitesimal generator of a $C^{0}$-semigroup of contraction $e^{L t}$ in $\mathcal{M}_{0}$, that is, $L$ is m-dissipative in $\mathcal{M}_{0}$. By the definition of $L \phi$,

$$
\begin{aligned}
(L \phi, \phi)_{\mathcal{M}_{0}} & =\left(\mu_{0} v+\lambda \Delta v-\int_{0}^{\infty} v_{1}(s) \eta^{t}(s) d s+\int_{0}^{\infty} v_{2}(s) \Delta \eta^{t}(s) d s, v\right)_{L^{2}(O)}+\left(v-\partial_{s} \eta^{t}, \eta^{t}\right)_{Q_{\nu_{1}}, v_{2}} \\
& =\mu_{0}\|v\|^{2}-\lambda\|\nabla v\|^{2}-\int_{0}^{\infty} v_{1}(s) \int_{0} \partial_{s} \eta^{t} \cdot \eta^{t} d x d s-\int_{0}^{\infty} v_{2}(s) \int_{O} \partial_{s} \nabla \eta^{t} \cdot \nabla \eta^{t} d x d s \\
& \leq \mu_{0}\|v\|^{2}-\lambda\|\nabla v\|^{2}-\frac{\delta_{1}}{2}\left\|\eta^{t}\right\|_{L_{\nu_{1}}^{2}}\left(\mathbb{R}^{+} ; L^{2}(O)\right)-\frac{\delta_{2}}{2}\left\|\eta^{t}\right\|_{L_{\nu_{2}}^{2}}\left(\mathbb{R}^{+} ; H_{0}^{1}(O)\right) \\
& \leq\left(\mu_{0}-\lambda_{1} \lambda\right)\|v\|^{2}-\frac{\delta_{1}}{2}\left\|\eta^{t}\right\|_{L_{\nu_{1}}^{2}\left(\mathbb{R}^{+} ; L^{2}(O)\right)}-\frac{\delta_{2}}{2}\left\|\eta^{t}\right\|_{L_{\nu_{2}}^{2}\left(\mathbb{R}^{+} ; H_{0}^{1}(O)\right)} \leq 0, \text { for all } \phi \in D(L),
\end{aligned}
$$

which shows that $L$ is dissipative in $\mathcal{M}_{0}$.
Now we show that $L$ is maximal, i.e., for each $F \in \mathcal{M}_{0}$, there exists a solution $\phi \in D(L)$ of

$$
(I-L) \phi=F .
$$

Equivalently, for each $F=\left(f_{1}, f_{2}\right) \in \mathcal{M}_{0}$, there exists $\phi=\left(v, \eta^{t}\right) \in D(L)$ such that

$$
\begin{align*}
& v-\mu_{0} v-\lambda \Delta v+\int_{0}^{\infty} v_{1}(s) \eta^{t}(s) d s-\int_{0}^{\infty} v_{2}(s) \Delta \eta^{t}(s) d s=f_{1},  \tag{3.11}\\
& \eta^{t}-v+\partial_{s} \eta^{t}=f_{2} .
\end{align*}
$$

To solve the above systems, we begin with multiplying $(3.11)_{2}$ by $e^{s}$ and then integrate over $(0, s)$,

$$
\begin{equation*}
\eta^{t}(s)=v\left(1-e^{-s}\right)+\int_{0}^{s} e^{\tau-s} f_{2}(\tau) d \tau \tag{3.12}
\end{equation*}
$$

Substituting (3.12) into (3.11) $)_{1}$ and denoting $k_{1}=\int_{0}^{\infty} v_{1}(s)\left(1-e^{-s}\right) d s, k_{2}=\int_{0}^{\infty} v_{2}(s)\left(1-e^{-s}\right) d s$, we obtain

$$
\begin{equation*}
\left(1+k_{1}-\mu_{0}\right) v-\left(\lambda+k_{2}\right) \Delta v=-\int_{0}^{\infty} v_{1}(s) \int_{0}^{s} e^{\tau-s} f_{2}(\tau) d \tau d s+\int_{0}^{\infty} v_{2}(s) \int_{0}^{s} e^{\tau-s} \Delta f_{2}(\tau) d \tau d s+f_{1} \tag{3.13}
\end{equation*}
$$

In order to solve (3.13), we define the bilinear form

$$
a\left(w_{1}, w_{2}\right)=\left(1+k_{1}-\mu_{0}\right) \int_{O} w_{1} w_{2} d x+\left(\lambda+k_{2}\right) \int_{O} \nabla w_{1} \nabla w_{2} d x, w_{1}, w_{2} \in H_{0}^{1}(O)
$$

It is easy to check that $a\left(w_{1}, w_{2}\right)$ is continuous and coercive in $H_{0}^{1}(O)$. Also we have

$$
H_{0}^{1}(O) \hookrightarrow L^{2}(O) \hookrightarrow H^{-1}(O) .
$$

We are going to apply the Lax-Milgram theorem. It suffices to prove that the right-hand side of (3.13) is an element of $H^{-1}(O)$. Obviously,

$$
f_{1} \in L^{2}(O) \hookrightarrow H^{-1}(O)
$$

Let $f^{*}=-\int_{0}^{\infty} v_{1}(s) \int_{0}^{s} e^{\tau-s} f_{2}(\tau) d \tau d s+\int_{0}^{\infty} v_{2}(s) \int_{0}^{s} e^{\tau-s} \Delta f_{2}(\tau) d \tau d s$. We only need to verify that $f^{*} \in$ $H^{-1}(O)$. We use similar arguments used by Giorgi et al. [27]. For $w \in H_{0}^{1}(O)$ with $\|\nabla w\| \leq 1$, it is not difficulty to check that

$$
\left|\left(f^{*}, w\right)_{H^{-1}, H_{0}^{1}}\right|=\left|-\int_{0}^{\infty} v_{1}(s) \int_{0}^{s} e^{\tau-s} \int_{0} f_{2}(\tau) w d x d \tau d s+\int_{0}^{\infty} v_{2}(s) \int_{0}^{s} e^{\tau-s} \int_{O} \nabla f_{2}(\tau) \nabla w d x d \tau d s\right|<\infty
$$

which implies that $f^{*} \in H^{-1}(O)$. Then, by the Lax-Milgram theorem, equation (3.13) has a weak solution

$$
\tilde{v} \in H_{0}^{1}(O) .
$$

In view of (3.12), we obtain

$$
\tilde{\eta}^{t}(s)=\tilde{v}\left(1-e^{-s}\right)+\int_{0}^{s} f_{2}(\tau) e^{\tau-s} d \tau
$$

and need to show that $\tilde{\eta}^{t} \in Q_{\mu_{1}, \mu_{2}}^{0}$. From (3.12) and the fact that $\tilde{v} \in H_{0}^{1}(O)$, we find

$$
\left\|\nabla \tilde{\eta}^{t}\right\|^{2} \leq\|\nabla \tilde{v}\|^{2}+\int_{0}^{s} e^{\tau-s}\left\|\nabla f_{2}(\tau)\right\|^{2} d \tau, \quad\left\|\tilde{\eta}^{t}\right\|^{2} \leq\|\tilde{v}\|^{2}+\int_{0}^{s} e^{\tau-s}\left\|f_{2}(\tau)\right\|^{2} d \tau
$$

Then

$$
\begin{aligned}
\int_{0}^{\infty} v_{1}(s)\left\|\tilde{\eta}^{t}(s)\right\|^{2} d s+\int_{0}^{\infty} v_{2}(s)\left\|\nabla \tilde{\eta}^{t}(s)\right\|^{2} d s \leq & k_{1}\|\tilde{v}\|^{2}+k_{2}\|\nabla \tilde{v}\|^{2} \\
& +\int_{0}^{\infty} v_{2}(\tau)\left\|\nabla f_{2}(\tau)\right\|^{2} d \tau<\infty
\end{aligned}
$$

and hence $\tilde{\eta}^{t} \in Q_{v_{1}, v_{2}}^{0}$. It follows that

$$
\tilde{\phi}=\left(\tilde{v}, \tilde{\eta}^{t}\right) \in \mathcal{M}_{0}
$$

is a weak solution of (3.11).
To complete the proof of the maximality of $L$, we still need to show that $\tilde{\phi} \in D(L)$. Indeed, from $(3.11)_{2}$, we see that

$$
\partial_{s} \tilde{\eta}^{t}=f_{2}+\tilde{v}-\tilde{\eta}^{t} \in Q_{v_{1}, v_{2}}^{0}
$$

Since $\tilde{\eta}^{t}(0)=0$, we conclude that $\tilde{\eta}^{t} \in D(T)$. By inspection (3.11) $)_{1}$, we find that

$$
-\mu_{0} \tilde{v}-\lambda \Delta \tilde{v}+\int_{0}^{\infty} v_{1}(s) \tilde{\eta}^{t}(s) d s-\int_{0}^{\infty} v_{2}(s) \Delta \tilde{\eta}^{t}(s) d s=-\tilde{v}+f_{1} \in L^{2}(O)
$$

Therefore $\left(\tilde{v}, \tilde{\eta}^{t}\right) \in D(L)$.
Step 2: We are going to prove that the operator $F\left(\phi, \theta_{t} \omega, t\right)$ defined in (3.8) is locally Lipschitz with respect to $\phi$ from $\mathcal{M}_{0}$ into $\mathcal{M}_{0}$ for $\omega \in \Omega$, and that $F\left(\phi, \theta_{t} \omega, t\right)$ is continuous in $(\phi, t)$ and measurable in $\omega$ w.r.t. $\mathcal{F}$. Let $B$ be a bounded set in $\mathcal{M}_{0}$ and $\phi, \bar{\phi} \in B$. Writing $\phi=\left(v, \eta^{t}\right), \bar{\phi}=\left(\bar{v}, \bar{\eta}^{t}\right)$, then

$$
\begin{equation*}
\left\|F\left(\phi, \theta_{t} \omega, t\right)-F\left(\bar{\phi}, \theta_{t} \omega, t\right)\right\|_{\mathcal{M}_{0}}^{2}=\int_{O}|f(\bar{u})-f(u)|^{2} d x \tag{3.14}
\end{equation*}
$$

Since $f \in C^{1}(\mathbb{R})$, for any $N>0$, there exists $L_{f}(N)>0$ such that for all $\left|s_{1}\right| \leq N,\left|s_{2}\right| \leq N$, we have

$$
\left|f\left(s_{1}\right)-f\left(s_{2}\right)\right| \leq L_{f}(N)\left|s_{1}-s_{2}\right|
$$

which along with (3.14) yields

$$
\left\|F\left(\phi, \theta_{t} \omega, t\right)-F\left(\bar{\phi}, \theta_{t} \omega, t\right)\right\|_{\mathcal{M}_{0}}^{2}=\int_{O}|f(\bar{u})-f(u)|^{2} d x \leq L_{f}^{2}(B)\|v-\bar{v}\|^{2} \leq L_{f}^{2}(B)\|v-\bar{v}\|_{\mathcal{M}_{0}}^{2}
$$

From Step 1, Step 2 and the Lumer-Phillip theorem (see for instance [37, Theorem 6.1.4 and 6.1.5]), problem (3.7) has a unique local mild solution

$$
\begin{equation*}
\phi\left(t, \tau, \omega, \phi_{\tau}\right)=e^{L t} \phi_{\tau}(\omega)+\int_{\tau}^{t} e^{L(t-r)} F\left(\phi\left(r, \tau, \omega, \phi_{\tau}\right), \theta_{r} \omega, r\right) d r \tag{3.15}
\end{equation*}
$$

defined on $[\tau, T]$. Next, in Step 3, we will prove that the local mild solution, in fact, is global solution, i.e., $T=+\infty$.

Step 3: Set $\delta_{0}=\min \left\{\delta_{1}, \delta_{2}\right\}$. Taking the inner product of (3.7) ${ }_{1}$ with $v$ in $L^{2}(O)$, and (3.7) 2 with $\eta^{t}$ in $Q_{\nu_{1}, v_{2}}^{0}$, then adding the two results gives

$$
\frac{d}{d t}\left(\|v\|^{2}+\left\|\eta^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)+\left(\lambda \lambda_{1}-2 \mu_{0}\right)\|v\|^{2}+\delta_{0}\left\|\eta^{t}\right\|^{2}+\alpha_{1}\|u\|_{p+1}^{p+1} \leq c+c\|g\|^{2}+c \epsilon\left(\|z\|^{2}+\|z\|_{p+1}^{p+1}+\|\nabla z\|^{2}\right)
$$

Hence with $\delta=\min \left\{\lambda \lambda_{1}-2 \mu_{0}, \frac{\delta_{0}}{2}\right\}$ we have

$$
\begin{equation*}
\frac{d}{d t}\left(\|v\|^{2}+\left\|\eta^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)+\delta\left(\|v\|^{2}+\left\|\eta^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right) \leq c+c\|g\|^{2}+c \epsilon\left(\|z\|^{2}+\|z\|_{p+1}^{p+1}+\|\nabla z\|^{2}\right) \tag{3.16}
\end{equation*}
$$

By the Gronwall Lemma, we obtain, for any $t \in[\tau, T]$,

$$
\begin{aligned}
\|v\|^{2}+\left\|\eta^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2} \leq & e^{-\delta(t-\tau)}\left(\left\|v_{\tau}\right\|^{2}+\left\|\eta_{\tau}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)+c \int_{\tau}^{t} e^{\delta(s-t)} d s+c \int_{\tau}^{t} e^{\delta(s-t)}\|g(s)\|^{2} d s \\
& +c \epsilon \int_{\tau}^{t} e^{\delta(s-t)}\left(\left\|z\left(\theta_{s} \omega\right)\right\|^{2}+\left\|z\left(\theta_{s} \omega\right)\right\|_{p+1}^{p+1}+\left\|\nabla z\left(\theta_{s} \omega\right)\right\|^{2}\right) d s<\infty
\end{aligned}
$$

where we use the fact that $z\left(\theta_{t} \omega\right)$ is continuous in $t$, for any fixed $T>\tau$ and $t \in[\tau, T]$. Then,

$$
\left\|\phi\left(t, \tau, \omega, \phi_{\tau}(\omega)\right)\right\|_{\mathcal{M}_{0}}^{2}=\|v\|^{2}+\left\|\eta^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}<\infty
$$

which means that the local mild solution we obtained above cannot blow up in finite time, i.e., $T=\infty$. Hence, problem (3.7) has a unique global mild solution $\phi \in C\left([\tau, \infty) ; \mathcal{M}_{0}\right)$ for all $t \geq \tau$, so (3.9) holds. Moreover, the continuity with respect to initial data, namely, (3.10), follows from the representation formula and the locally Lipschitz property of $F$.

## 4. Existence of a pullback attractor in $\mathcal{M}_{\mathbf{0}}$

We now establish the existence of a pullback attractor in phase space $\mathcal{M}_{0}$. From Theorem 3.2, we know that $\phi=\left(v, \eta^{t}\right)$ is a global solution to problem (3.7), define $\left(\Omega, \mathcal{F}, P,\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$ :

$$
\Phi: \mathbb{R}^{+} \times \tilde{\Omega} \times \mathcal{M}_{0} \rightarrow \mathcal{M}_{0}, \quad\left(t, \tilde{\omega}, \phi_{\tau}\right) \rightarrow \Phi\left(t, \tilde{\omega}, \phi_{\tau}\right)
$$

for the stochastic problem (3.7). Given $t \in \mathbb{R}^{+},(\tau, \omega) \in \tilde{\Omega}$ and $\phi_{\tau} \in \mathcal{M}_{0}$, set

$$
\begin{equation*}
\Phi\left(t,(\tau, \omega), \phi_{\tau}\right)=\phi\left(t+\tau, \tau, \theta_{-\tau} \omega, \phi_{\tau}\left(\theta_{-\tau} \omega\right)\right)=\left(v\left(t+\tau, \tau, \theta_{-\tau} \omega, v_{\tau}\left(\theta_{-\tau} \omega\right)\right), \eta^{t}\left(t+\tau, \tau, \theta_{-\tau} \omega, \eta_{\tau}\left(\theta_{-\tau} \omega\right)\right)(s)\right) \tag{4.1}
\end{equation*}
$$

where $\eta^{t}\left(t+\tau, \tau, \theta_{-\tau} \omega, \eta_{\tau}\left(\theta_{-\tau} \omega\right)\right)(s)=\int_{0}^{s} u\left(t+\tau-r, \tau, \theta_{r-\tau} \omega, u_{\tau}\left(\theta_{r-\tau} \omega\right)\right) d r$.
Hence, $\psi=\left(u, \eta^{t}\right)$ is a global solution to problem (1.1). Then the solution $\psi=\left(u, \eta^{t}\right) \in C\left([\tau, \infty) ; \mathcal{M}_{0}\right)$ defines a continuous random dynamical system over $\mathbb{R}$ and $\left(\Omega, \mathcal{F}, P,\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$ :

$$
\Psi: \mathbb{R}^{+} \times \tilde{\Omega} \times \mathcal{M}_{0} \rightarrow \mathcal{M}_{0}, \quad\left(t, \tilde{\omega}, \psi_{\tau}\right) \rightarrow \Psi\left(t, \tilde{\omega}, \psi_{\tau}\right)
$$

Given $t \in \mathbb{R}^{+},(\tau, \omega) \in \tilde{\Omega}$ and $\psi_{\tau} \in \mathcal{M}_{0}$, set

$$
\begin{equation*}
\Psi\left(t,(\tau, \omega), \psi_{\tau}\right)=\psi\left(t+\tau, \tau, \theta_{-\tau} \omega, \psi_{\tau}\left(\theta_{-\tau} \omega\right)\right)=\phi\left(t+\tau, \tau, \theta_{-\tau} \omega, \phi_{\tau}\left(\theta_{-\tau} \omega\right)\right)+\left(\epsilon z\left(\theta_{t} \omega\right), 0\right) \tag{4.2}
\end{equation*}
$$

Obviously, $\Phi$ and $\Psi$ defined by (4.1) and (4.2), respectively, satisfy all conditions (i)-(iii) in Definition 2.1. On the other hand, we can see that

$$
\Psi\left(t,(\tau, \omega), \psi_{\tau}\right)=T\left(\theta_{t} \omega\right) \Phi\left(t,(\tau, \omega), \phi_{\tau}\right)
$$

where $T(\omega)(a, b)^{\top}=(a+\epsilon z(\omega), 0)^{\top}$ is an homeomorphism of $\mathcal{M}_{0}$. Hence, $\Phi$ and $\Psi$ are equivalent. In what follows, we establish uniform estimates for the solutions to problem (3.7) and prove the existence and upper semi-continuity of a pullback random attractor for RDS $\Phi$ based on Proposition 2.7 and Proposition 2.8. To this end, we specify a collection $\mathcal{D}_{\delta}$ of families of subsets of $\mathcal{M}_{0}$.

Suppose $D=\{D(\tilde{\omega}): \tilde{\omega} \in \tilde{\Omega}\}$ is a family of bounded nonempty subsets of $\mathcal{M}_{0}$ satisfying, for every $\tilde{\omega} \in \tilde{\Omega}$,

$$
\begin{equation*}
\lim _{s \rightarrow-\infty} e^{\delta s}\left\|D\left(\tilde{\theta}_{s} \tilde{\omega}\right)\right\|_{\mathcal{M}_{0}}^{2}=0 \tag{4.3}
\end{equation*}
$$

where the positive number $\delta=\min \left\{\lambda \lambda_{1}-2 \mu_{0}\right\}$. Denote by $\mathcal{D}_{\delta}$ the collection of all tempered families of tempered nonempty subsets of $\mathcal{M}_{0}$ which fulfil condition (4.3), i.e.,

$$
\begin{equation*}
\mathcal{D}_{\delta}=\{D=\{D(\tilde{\omega}): \tilde{\omega} \in \tilde{\Omega}\}: D \text { satisfies (4.3) }\} \tag{4.4}
\end{equation*}
$$

### 4.1. Existence of pullback absorbing set in $\mathcal{M}_{0}$

This subsection is devoted to obtaining a pullback absorbing set for the cocycle $\Phi$ in $\mathcal{M}_{0}$. Henceforth we assume that $g \in C_{b}\left(\mathbb{R}, L^{2}(O)\right)$, where $C_{b}\left(\mathbb{R}, L^{2}(O)\right)$ denotes the set of continuous bounded functions from $\mathbb{R}$ into $L^{2}(O)$. We begin with the following lemma.

Lemma 4.1. Assume that (f1)-(f3) and (H1)-(H2) hold. Let $B=\{B(\tau, \omega):(\tau, \omega) \in \tilde{\Omega}\} \in \mathcal{D}_{\delta}$. Then

$$
\begin{equation*}
\left\|v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+\left\|\eta^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{\tau-t}\right)\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2} \leq R(\omega) \tag{4.5}
\end{equation*}
$$

for any $\phi_{\tau-t}=\left(v_{\tau-t}, \eta_{\tau-t}\right) \in B\left(\tilde{\theta}_{-t}(\tau, \omega)\right)$, where $R(\omega)=\gamma_{1}+\gamma_{1}\left(\epsilon^{2}+\epsilon^{p+1}\right) r(\omega)$.
Proof. By a similar procedure as to Step 3 in Section 3, we have

$$
\begin{align*}
\frac{d}{d t} & \left(\|v\|^{2}+\left\|\eta^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)+\delta\left(\|v\|^{2}+\left\|\eta^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)+\alpha_{1}\|u\|_{p+1}^{p+1} \\
& \leq \epsilon^{2}\left(1+\frac{4 \lambda_{1}\left(\mu_{0}+1\right)^{2}}{\lambda}+\frac{2 k_{0}}{\delta_{0}}\right)\|z\|^{2}+\left(\frac{\epsilon \alpha_{4}}{2(p+1)}\right)^{p+1}\left(\frac{\alpha_{1}}{p}\right)^{-p}\|z\|_{p+1}^{p+1}  \tag{4.6}\\
& +\epsilon^{2}\left(2 \lambda+\frac{2 k_{0}}{\delta_{0}}\right)\|\nabla z\|^{2}+\frac{4 \lambda_{1}}{\lambda}\|g\|^{2}+2 \alpha_{3}|O|
\end{align*}
$$

Multiplying (4.6) by $e^{\delta t}$ and then integrating over $[\tau-t, \tau]$ with $t \geq 0$, we obtain for every $\omega \in \Omega$,

$$
\begin{align*}
&\left\|v\left(\tau, \tau-t, \omega, v_{\tau-t}\right)\right\|^{2}+\left\|\eta^{t}\left(\tau, \tau-t, \omega, \eta_{\tau-t}\right)\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2} \\
& \leq e^{-\delta t}\left(\left\|v_{\tau-t}\right\|^{2}+\left\|\eta_{\tau-t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)+\gamma_{0} \int_{\tau-t}^{\tau} e^{\delta(s-\tau)}\left(1+\|g\|^{2}\right) d s  \tag{4.7}\\
&+\gamma_{0} \epsilon^{2} \int_{\tau-t}^{\tau} e^{\delta(s-\tau)}\left(\left\|z\left(\theta_{s} \omega\right)\right\|^{2}+\left\|\nabla z\left(\theta_{s} \omega\right)\right\|^{2}\right) d s+\gamma_{0} \epsilon^{p+1} \int_{\tau-t}^{\tau} e^{\delta(s-\tau)}\left\|z\left(\theta_{s} \omega\right)\right\|_{p+1}^{p+1} d s,
\end{align*}
$$

where $\gamma_{0}=\max \left\{\frac{4 \lambda_{1}}{\lambda}, 2 \alpha_{3}|O|, 1+\frac{4 \lambda_{1}\left(\mu_{0}+1\right)^{2}}{\lambda}+\frac{2 k_{0}}{\delta_{0}},\left(\frac{\alpha_{4}}{2(p+1)}\right)^{p+1}\left(\frac{\alpha_{1}}{p}\right)^{-p}, 2 \lambda+\frac{2 k_{0}}{\delta_{0}}\right\}$.
Recall that $z\left(\theta_{t} \omega\right)=h z^{*}\left(\theta_{t} \omega\right)$. Then we have

$$
\left\|z\left(\theta_{t} \omega\right)\right\|^{2}+\left\|z\left(\theta_{t} \omega\right)\right\|_{p+1}^{p+1}+\left\|\nabla z\left(\theta_{t} \omega\right)\right\|^{2} \leq r\left(\theta_{t} \omega\right)
$$

where $r\left(\theta_{t} \omega\right)$ satisfies

$$
r\left(\theta_{t} \omega\right) \leq e^{\frac{\delta}{2}|t|} r(\omega), \quad t \in \mathbb{R}
$$

Replacing $\omega$ by $\theta_{-\tau} \omega$ in (4.7), we obtain

$$
\begin{align*}
&\left\|v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+\left\|\eta^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{\tau-t}\right)\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2} \\
& \leq e^{-\delta t}\left(\left\|v_{\tau-t}\right\|^{2}+\left\|\eta_{\tau-t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)+\gamma_{0} \int_{\tau-t}^{\tau} e^{\delta(s-\tau)}\|g\|^{2} d s+\gamma_{0} \int_{\tau-t}^{\tau} e^{\delta(s-\tau)} d s \\
& \quad+\gamma_{0} \epsilon^{2} \int_{\tau-t}^{\tau} e^{\delta(s-\tau)}\left(\left\|z\left(\theta_{s-\tau} \omega\right)\right\|^{2}+\left\|\nabla z\left(\theta_{s-\tau} \omega\right)\right\|^{2}\right) d s+\gamma_{0} \epsilon^{p+1} \int_{\tau-t}^{\tau} e^{\delta(s-\tau)}\left\|z\left(\theta_{s-\tau} \omega\right)\right\|_{p+1}^{p+1} d s  \tag{4.8}\\
& \leq e^{-\delta t}\left(\left\|v_{\tau-t}\right\|^{2}+\left\|\eta_{\tau-t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)+\gamma_{0} \int_{-t}^{0} e^{\delta s}\left(1+\|g\|^{2}\right) d s+\gamma_{0}\left(\epsilon^{2}+\epsilon^{p+1}\right) \int_{-t}^{0} e^{\frac{\delta}{2} s} r(\omega) d s
\end{align*}
$$

Since $\left(v_{\tau-t}, \eta_{\tau-t}\right) \in B\left(\tilde{\theta}_{-t}(\tau, \omega)\right)$, there exists $T(\tau, \omega, B)>0$ such that for all $t>T(\tau, \omega, B)$,

$$
e^{-\delta t}\left(\left\|v_{\tau-t}\right\|^{2}+\left\|\eta_{\tau-t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right) \leq \frac{\gamma_{0}\left(1+\|g\|^{2}\right)}{\delta}
$$

Therefore, for all $t>T(\tau, \omega, B)$,

$$
\begin{aligned}
& \left\|v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+\left\|\eta^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{\tau-t}\right)\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2} \\
& \quad \leq \gamma_{1}+\gamma_{1}\left(\epsilon^{2}+\epsilon^{p+1}\right) r(\omega):=R(\omega),
\end{aligned}
$$

where $\gamma_{1}=\max \left\{\frac{2 \gamma_{0}\left(1+\|g\|^{2}\right)}{\delta}, \gamma_{0}\right\}$ and $\|g\|^{2}=\sup _{r \in \mathbb{R}}\|g(\cdot, r)\|^{2}<\infty$. The proof is finished.
Remark 4.2. Denote $v(r)=v\left(r, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)$ and $\eta^{t}(r)=\eta^{t}\left(r, \tau-t, \theta_{-\tau} \omega, \eta_{\tau-t}\right)(s)$, we can prove that there exist a positive constant $\rho_{0}$ and a tempered variable $r(\omega)$ such that

$$
\left\|v\left(r, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+\left\|\eta\left(r, \tau-t, \theta_{-\tau} \omega, \eta_{\tau-t}\right)\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2} \leq \rho_{0}+\rho_{0}\left(\epsilon^{2}+\epsilon^{p+1}\right) e^{-\frac{\delta}{2}(r-\tau)} r(\omega)
$$

Define

$$
\begin{equation*}
D(\tau, \omega):=D_{\omega}=\left\{\phi \in \mathcal{M}_{0}:\left\|\phi\left(\tau, \tau-t, \theta_{-\tau} \omega, \phi_{\tau-t}\left(\theta_{-\tau} \omega\right)\right)\right\|_{\mathcal{M}_{0}}^{2} \leq R(\omega)\right\} \tag{4.9}
\end{equation*}
$$

Let $D$ be the family consisting of these sets given by (4.9), i.e.,

$$
\begin{equation*}
D=\{D(\tau, \omega): D(\tau, \omega) \text { is defined by }(4.9),(\tau, \omega) \in \tilde{\Omega}\} \tag{4.10}
\end{equation*}
$$

It is clear that $D$ given by (4.10) belongs to $\mathcal{D}_{\delta}$.
Next, we prove that the random dynamical system $\Phi$ associated to problem (3.7) has a compact measurable pullback attracting set.

### 4.2. Decomposition of solutions

In this subsection, we decompose the solution of (3.7) into a sum of two parts, of which, one part decays exponentially and the other one is bounded in a "higher regular" space by using the method in [10, 30], and obtain some a priori estimates for the solutions, which are the basis for constructing a compact measurable attracting set for RDS $\Phi$.

For any $(\tau, \omega) \in \tilde{\Omega}$, set

$$
\begin{equation*}
D_{1}(\tau, \omega)=\bigcup_{t \geq T(\tau, \omega, D)} \phi\left(\tau, \tau-t, \theta_{-\tau} \omega, D\left(\tau-t, \theta_{-t} \omega\right)\right) \subset D(\tau, \omega) \tag{4.11}
\end{equation*}
$$

then by (4.9),

$$
\begin{equation*}
\Phi\left(t, \tau-t, \theta_{-t} \omega, D_{1}\left(\tau-t, \theta_{-t} \omega\right)\right)=\phi\left(\tau, \tau-t, \theta_{-\tau} \omega, D_{1}\left(\tau-t, \theta_{-t} \omega\right)\right) \subset D_{1}(\tau, \omega) \subset D(\tau, \omega), \quad t \geq 0 \tag{4.12}
\end{equation*}
$$

For any $(\tau, \omega) \in \tilde{\Omega}$ and $t \geq 0$, let $\phi(r)=\phi\left(r, \tau-t, \theta_{-\tau} \omega, \phi_{\tau-t}\left(\theta_{-\tau} \omega\right)\right)(r \geq \tau-t)$ be a mild solution of system (3.7) with the initial value $\phi_{\tau-t}\left(\theta_{-\tau} \omega\right)=\left(v_{\tau-t}, \eta_{\tau-t}\right) \in D_{1}\left(\tau-t, \theta_{-t} \omega\right) \subset D\left(\tau-t, \theta_{-t} \omega\right)$, then it follows from (4.12) that $\phi(r) \in D\left(r-\tau, \theta_{r-\tau} \omega\right)$ for all $r \geq \tau-t$. We decompose $\phi(r)$ into $\phi(r)=\phi_{L}(r)+\phi_{N}(r)$, where $\phi_{L}(r)=\left(v_{L}(r), \eta_{L}^{t}(r)\right)$ and $\phi_{N}(r)=\left(v_{N}(r), \eta_{N}^{t}(r)\right)$ satisfying, respectively,

$$
\begin{align*}
& \partial_{t} v_{L}-\mu_{0} v_{L}-\lambda \Delta v_{L}+\int_{0}^{\infty} v_{1}(s) \eta_{L}^{t}(s) d s+\int_{0}^{\infty} v_{2}(s) \Delta \eta_{L}^{t}(s) d s+f\left(v_{L}\right)+K v_{L}=0  \tag{4.13}\\
& \partial_{t} \eta_{L}^{t}+\partial_{s} \eta_{L}^{t}=v_{L}, \quad x \in O, s>0, r \geq \tau-t
\end{align*}
$$

with the initial and boundary values

$$
\begin{equation*}
v_{L}(x, t)=0, \eta_{L}^{t}(x, s)=0, x \in O, v_{L}(x, \tau)=v_{\tau}(x), \eta_{L}^{\tau}(x, s)=\eta_{\tau}(x, s), x \in \partial O, s>0, r<\tau-t \tag{4.14}
\end{equation*}
$$

and

$$
\begin{align*}
& \partial_{t} v_{N}-\mu_{0} v_{N}-\lambda \Delta v_{N}+\int_{0}^{\infty} v_{1}(s) \eta_{N}^{t}(s) d s+\int_{0}^{\infty} v_{2}(s) \Delta \eta_{N}^{t}(s) d s+f(u)-f\left(v_{L}\right) \\
& \quad=K v_{L}+g+\epsilon\left(\mu_{0}+1\right) z+\epsilon \lambda \Delta z  \tag{4.15}\\
& \partial_{t} \eta_{N}^{t}+\partial_{s} \eta_{N}^{t}=v_{N}+\epsilon z, \quad x \in O, s>0, r \geq \tau-t
\end{align*}
$$

with then initial and boundary values

$$
\begin{equation*}
v_{L}(x, t)=0, \eta_{L}^{t}(x, s)=0, x \in O, v_{L}(x, \tau)=0, \eta_{L}^{\tau}(x, s)=0, x \in \partial O, s>0, r<\tau-t \tag{4.16}
\end{equation*}
$$

Obviously, system (4.13) is a deterministic (non-random) non-autonomous system independent of $\omega$. Notice that assumption ( $f 2$ ) implies that there exists $K_{0}>0$ such that $f(u) u \geq-K_{0}|u|^{2}$. Set $K>K_{0}$. In order to estimate the component of $\phi_{L}$, we start with the estimate of $v_{L}$.

Lemma 4.3. Suppose that assumptions of Lemma 4.1 hold. Then the solution of (4.13) satisfies

$$
\left\|v_{L}\left(\tau, \tau-t, v_{L, \tau-t}\right)\right\|^{2}+\left\|\eta_{L}^{t}\left(\tau, \tau-t, \eta_{L, \tau-t}\right)\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2} \leq e^{-\delta t} R_{0}(\omega)
$$

Proof. Multiplying (4.13) ${ }_{1}$ by $v_{L}$ and integrating over $O$ in $L^{2}(O)$, multiplying (4.13) ${ }_{2}$ by $\eta_{L}^{t}$ and integrating over $O$ in $Q_{\nu_{1}, \nu_{2}}^{0}$, then adding the results, we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left\|v_{L}\right\|^{2}+\left\|\eta_{L}^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)-\mu_{0}\left\|v_{L}\right\|^{2}+\lambda\left\|\nabla v_{L}\right\|^{2}+\int_{0}^{\infty} v_{1}(s) \int_{O} \partial_{s} \eta_{L}^{t} \cdot \eta_{L}^{t} d x d s \\
& +\int_{0}^{\infty} v_{2}(s) \int_{O} \partial_{s} \nabla \eta_{L}^{t} \cdot \nabla \eta_{L}^{t} d x d s+\int_{O} f\left(v_{L}\right) v_{L} d x=0 \tag{4.17}
\end{align*}
$$

Some computations then yield

$$
\begin{equation*}
\frac{d}{d t}\left(\left\|v_{L}\right\|^{2}+\left\|\eta_{L}^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)+\delta\left(\left\|v_{L}\right\|^{2}+\left\|\eta_{L}^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)+\left(K-K_{0}\right)\left\|v_{L}\right\|^{2} \leq 0 . \tag{4.18}
\end{equation*}
$$

By the Gronwall Lemma, we conclude that there exits a tempered variable $R_{0}(\omega)>0$ such that

$$
\begin{equation*}
\left\|v_{L}\left(\tau, \tau-t, v_{L, \tau-t}\right)\right\|^{2}+\left\|\eta_{L}^{t}\left(\tau, \tau-t, \eta_{L, \tau-t}\right)\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2} \leq e^{-\delta t}\left(\left\|v_{\tau-t}\right\|^{2}+\left\|\eta_{\tau-t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right) \leq e^{-\delta t} R_{0}(\omega) \tag{4.19}
\end{equation*}
$$

This finishes the proof.
Hereafter, denote $R_{i}(\xi, \tau, \omega)=\rho_{i}+\rho_{i}\left(\epsilon^{2}+\epsilon^{p}\right)^{l_{i}} e^{-\beta_{i}(\xi-\tau)} r(\omega)^{n_{i}}, R_{i}(\omega):=R(\tau, \tau, \omega)=\rho_{i}+\rho_{i}\left(\epsilon^{2}+\epsilon^{p}\right)^{l_{i}} r(\omega)^{n_{i}}$ for $\rho_{i}, l_{i}, \beta_{i}, n_{i}>0, i=1,2,3, \cdots$, and $\xi \geq \tau-t$.

Lemma 4.4. Assume that $(f 1)-(f 3)$ hold with $1<p<1+4 / n$, or $(f 1)-(f 2)$ and $(f 4)$ hold with $p=1+4 / n$, then the solution of $(4.15)$ satisfies the inequality

$$
\left\|v_{N}\left(\tau, \tau-t, \theta_{-\tau} \omega, 0\right)\right\|_{\sigma}^{2}+\left\|\eta_{N}^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, 0\right)\right\|_{Q_{v_{1}, v_{2}}^{\sigma}}^{2} \leq R_{4}(\omega)
$$

where $0<\sigma<\min \left\{1, \frac{2 p-n p+2}{2}\right\}$.

Proof. Taking the inner product of (4.15) ${ }_{1}$ with $A^{\sigma} v_{N}$ in $L^{2}(O),(4.15)_{2}$ with $A^{\sigma} \eta_{N}^{t}$ in $Q_{v_{1}, v_{2}}^{0}$, we obtain

$$
\begin{align*}
\frac{1}{2} & \frac{d}{d t}\left(\left\|A^{\frac{\sigma}{2}} v_{N}\right\|^{2}+\left\|\eta_{N}^{t}\right\|_{Q_{v_{1}, v_{2}}^{2}}^{2}\right)-\mu_{0}\left\|A^{\frac{\sigma}{2}} v_{N}\right\|^{2}+\lambda\left\|A^{\frac{1+\sigma}{2}} v_{N}\right\|^{2}+\frac{\delta_{0}}{2}\left\|\eta^{t}\right\|_{Q_{v_{1}, v_{2}}^{\sigma}}^{2}+\int_{O}\left(f(u)-f\left(v_{L}\right)\right) A^{\sigma} v_{N} d x \\
\leq & \int_{O} g \cdot A^{\sigma} v_{N} d x+\int_{O} K v_{L} \cdot A^{\sigma} v_{N} d x+\epsilon\left(\mu_{0}+1\right) \int_{O} z \cdot A^{\sigma} v_{N} d x+\epsilon \lambda \int_{O} \Delta z \cdot A^{\sigma} v_{N} d x  \tag{4.20}\\
& +\int_{0}^{\infty} v_{1}(s) \int_{O} A^{\frac{\sigma}{2}}\left(v_{N}+\epsilon z\right) \cdot A^{\frac{\sigma}{2}} \eta_{N}^{t} d x d s+\int_{0}^{\infty} v_{2}(s) \int_{O} A^{\frac{1+\sigma}{2}}\left(v_{N}+\epsilon z\right) \cdot A^{\frac{1+\sigma}{2}} \eta_{N}^{t} d x d s .
\end{align*}
$$

By the Young's inequality, we have

$$
\begin{align*}
& \int_{O} g \cdot A^{\sigma} v_{N} d x+\int_{O} K v_{L} \cdot A^{\sigma} v_{N} d x+\epsilon\left(\mu_{0}+1\right) \int_{O} z \cdot A^{\sigma} v_{N} d x+\epsilon \lambda \int_{O} \Delta z \cdot A^{\sigma} v_{N} d x  \tag{4.2}\\
& \leq \frac{\lambda \lambda_{1}}{4}\left\|A^{\sigma} v_{N}\right\|^{2}+c\left(\|g\|^{2}+\left\|v_{L}\right\|^{2}\right)+c \epsilon^{2}\left(\|z\|^{2}+\|\Delta z\|^{2}\right) .
\end{align*}
$$

Note that if $p<1+4 / n$, then $\frac{p-1}{4} n-\frac{1-\sigma}{2}<\frac{1+\sigma}{2}$, and by Lemma 4.1 we know that

$$
\begin{align*}
& \left|\int_{O}\left(f(u)-f\left(v_{L}\right)\right) A^{\sigma} v_{N} d x\right| \\
& \leq c \int_{O}\left(1+|u|^{p-1}+\left|v_{L}\right|^{p-1}\right)\left|v_{N}+\epsilon z \|\left|\left|A^{\sigma} v_{N}\right| d x\right.\right. \\
& \leq c \int_{O}\left(1+|u|^{p-1}+\left|v_{L}\right|^{p-1}\right)\left|v_{N}\right|\left|A^{\sigma} v_{N}\right| d x+c \epsilon \int_{O}\left(1+|u|^{p-1}+\left|v_{L}\right|^{p-1}\right)|z|\left|A^{\sigma} v_{N}\right| d x \\
& \leq c\left(1+\left(\int_{O}|u|^{2} d x\right)^{(p-1) / 2}+\left(\int_{O}\left|v_{L}\right|^{2} d x\right)^{(p-1) / 2}\right)\left(\int_{O}\left|v_{N}\right|^{2 n /(2 n-n p+2(1-\sigma))} d x\right)^{(2 n-n p+2(1-\sigma)) / 2 n} \\
& \times\left(\int_{O}\left|A^{\sigma} v_{N}\right|^{2 n /(n-2(1-\sigma))} d x\right)^{(n-2(1-\sigma)) / 2 n}+c \epsilon\left(1+\left(\int_{O}|u|^{2} d x\right)^{(p-1) / 2}+\left(\int_{O}\left|v_{L}\right|^{2} d x\right)^{(p-1) / 2}\right) \\
& \times\left(\int_{0}|z|^{2 n /(2 n-n p+2(1-\sigma))} d x\right)^{(2 n-n p+2(1-\sigma)) / 2 n}\left(\int_{O}\left|A^{\sigma} v_{N}\right|^{2 n /(n-2(1-\sigma))} d x\right)^{(n-2(1-\sigma)) / 2 n}  \tag{4.22}\\
& \leq c\left\|A^{(1+\sigma) / 2} v_{N}\right\| \cdot\left\|v_{N}\right\|_{L^{2 n \|\left(n-2\left(\frac{p-1}{2}\right) n-(1-\sigma)\right]}}\left(1+\|u\|^{p-1}+\left\|v_{L}\right\|^{p-1}\right) \\
& +c \epsilon\left\|A^{(1+\sigma) / 2} v_{N}\right\| \cdot\|z\|_{L^{2 n /\left[\left.n-2\left(\frac{p-1}{2}\right) n-(1-\sigma) \right\rvert\,\right.}}\left(1+\|u\|^{p-1}+\left\|v_{L}\right\|^{p-1}\right) \\
& \leq c\left\|A^{(1+\sigma) / 2} v_{N}\right\| \cdot\left\|A^{\frac{p-1}{4} n-\frac{1-\sigma}{2}} v_{N}\right\|\left(1+\|u\|^{p-1}+\left\|v_{L}\right\|^{p-1}\right)
\end{align*}
$$

$$
\begin{aligned}
& \leq c\left\|A^{(1+\sigma) / 2} v_{N}\right\| \cdot\left\|v_{N}\right\|^{1-\vartheta}\left\|A^{(1+\sigma) / 2} v_{N}\right\|^{\vartheta}\left(1+\|u\|^{p-1}+\left\|v_{L}\right\|^{p-1}\right) \\
& +c \epsilon\left\|A^{(1+\sigma) / 2} v_{N}\right\| \cdot\left\|A^{(1+\sigma) / 2} z\right\|\left(1+\|u\|^{p-1}+\left\|v_{L}\right\|^{p-1}\right) \\
& \leq \frac{\lambda}{4}\left\|A^{(1+\sigma) / 2} v_{N}\right\|^{2}+c\left(1+\|u\|^{p-1}+\left\|v_{L}\right\|^{p-1}\right)^{\frac{2}{1-v}}\left\|v_{N}\right\|^{2}+c \epsilon^{2}\left(1+\|u\|^{p-1}+\left\|v_{L}\right\|^{p-1}\right)^{2}\left\|A^{\frac{1+\sigma}{2}} z\right\|^{2} .
\end{aligned}
$$

On the other hand, if $p=1+4 / n$, then

$$
\begin{align*}
& \left|\int_{O}\left(f(u)-f\left(v_{L}\right)\right) A^{\sigma} v_{N} d x\right| \\
& \leq \int_{0}\left(C_{v}+v|u|^{\frac{4}{n}}+v\left|v_{L}\right|^{\frac{4}{n}}\right)\left|v_{N}+\epsilon z\right| \cdot\left|A^{\sigma} v_{N}\right| d x \\
& \leq \int_{O}\left(C_{v}+v|u|^{\frac{4}{n}}+v\left|v_{L}\right|^{\frac{4}{n}}\right)\left|v_{N}\right| \cdot\left|A^{\sigma} v_{N}\right| d x+\epsilon \int_{O}\left(C_{v}+v|u|^{\frac{4}{n}}+v\left|v_{L}\right|^{\frac{4}{n}}\right)|z| \cdot\left|A^{\sigma} v_{N}\right| d x \\
& \leq C_{v}\left(\int_{O}\left|v_{N}\right|^{2 n /(n+2(1-\sigma))} d x\right)^{(n+2(1-\sigma)) / 2 n}\left(\int_{O}\left|A^{\sigma} v_{N}\right|^{2 n /(n-2(1-\sigma))} d x\right)^{(n-2(1-\sigma)) / 2 n}+v\left(\left(\int_{O}|u|^{2} d x\right)^{2 / n}+\left(\int_{O}\left|v_{L}\right|^{2} d x\right)^{2 / n}\right) \\
& \times\left(\int_{0}\left|v_{N}\right|^{2 n /[n-2(1+\sigma)]} d x\right)^{[n-2(1+\sigma)] / 2 n}\left(\int_{0}\left|A^{\sigma} v_{N}\right|^{2 n /[n-2(1-\sigma)]} d x\right)^{[n-2(1-\sigma)] / 2 n} \\
& +C_{\nu} \epsilon\left(\int_{O}|z|^{2 n /(n+2(1-\sigma))} d x\right)^{(n+2(1-\sigma)) / 2 n}\left(\int_{O}\left|A^{\sigma} v_{N}\right|^{2 n /(n-2(1-\sigma))} d x\right)^{(n-2(1-\sigma)) / 2 n}+v \epsilon\left(\left(\int_{O}|u|^{2} d x\right)^{2 / n}+\left(\int_{O}\left|v_{L}\right|^{2} d x\right)^{2 / n}\right) \\
& \times\left(\int_{0}|z|^{2 n /[n-2(1+\sigma)]} d x\right)^{[n-2(1+\sigma)] / 2 n}\left(\int_{O}\left|A^{\sigma} v_{N}\right|^{2 n /[n-2(1-\sigma)]} d x\right)^{[n-2(1-\sigma)] / 2 n} \\
& \leq C_{V}\left\|v_{N}\right\|_{L^{2 n /(n+2(1-\sigma)}}\left\|A^{\sigma} v_{N}\right\|_{L^{2 n /(n-2(1-\sigma)}}+v C\left(\|u\|^{4 / n}+\left\|v_{L}\right\|^{4 / n}\right)\left\|v_{N}\right\|_{L^{2 n / n-2(1+\sigma)}}\left\|A^{\sigma} v_{N}\right\|_{L^{n-2(1-\sigma)}} \\
& +C_{\nu} \epsilon\|z\|_{\left.L^{2 n /(n+2(1-\sigma)}\right)}\left\|A^{\sigma} v_{N}\right\|_{L^{2 n /(n-2(1-\sigma))}}+v \epsilon C\left(\|u\|^{4 / n}+\left\|v_{L}\right\|^{4 / n}\right)\|z\|_{L^{2 n / n-2(1+\sigma)}}\left\|A^{\sigma} v_{N}\right\|_{L^{n-2}(1-\sigma)} \\
& \leq \frac{\lambda}{4}\left\|A^{\frac{1+\sigma}{2}} v_{N}\right\|^{2}+c C_{v}\left\|v_{N}\right\|^{2}+v C_{v}\left(\|u\|^{\frac{4}{n}}+\left\|v_{L}\right\|^{\frac{4}{n}}\right)\left\|A^{\frac{1+\sigma}{2}} v_{N}\right\|^{2} \\
& +c C_{\nu}^{2} \epsilon^{2}\|z\|^{2}+c v^{2} \epsilon^{2}\left(\|u\|^{\frac{4}{n}}+\left\|v_{L}\right\|^{\frac{4}{n}}\right)^{2} \| A^{\frac{1+\sigma}{2} z \|^{2} .} \tag{4.23}
\end{align*}
$$

If $p=1+\frac{4}{n}$, then by Lemmas 4.1 and 4.3 , we can choose $v$ small enough such that, for every $(\tau, \omega) \in \tilde{\Omega}$,

$$
\begin{equation*}
v C_{v}\left(\|u\|^{\frac{4}{n}}+\left\|v_{L}\right\|^{\frac{4}{n}}\right)\left\|A^{\frac{1+\sigma}{2}} v_{N}\right\|^{2} \leq \frac{\lambda}{4}\left\|A^{\frac{1+\sigma}{2}} v_{N}\right\|^{2}, c v^{2} \epsilon^{2}\left(\|u\|^{\frac{4}{n}}+\left\|v_{L}\right\|^{\frac{4}{n}}\right)^{2}\left\|A^{\frac{1+\sigma}{2}} z\right\|^{2} \leq c \epsilon^{2}\left\|A^{\frac{1+\sigma}{2}} z\right\|^{2} \tag{4.24}
\end{equation*}
$$

From (4.20)-(4.24), we have

$$
\begin{align*}
& \frac{d}{d t}\left(\left\|A^{\frac{\sigma}{2}} v_{N}\right\|^{2}+\left\|\eta_{N}^{t}\right\|_{Q_{V_{1}, v_{2}}}^{2}\right)+\delta\left(\left\|A^{\frac{\sigma}{2}} v_{N}\right\|^{2}+\left\|\eta_{N}^{t}\right\|_{Q_{1, v}^{\sigma}}^{\sigma}\right) \\
& \leq c\left(1+\|u\|^{p-1}+\left\|v_{L}\right\|^{p-1}\right)^{\frac{2}{1-\epsilon}}\left\|v_{N}\right\|^{2}+c \epsilon^{2}\left(1+\|u\|^{p-1}+\left\|v_{L}\right\|^{p-1}\right)^{2}\left\|A^{\frac{1+\sigma}{2}} z\right\|^{2} \\
& \quad+c \epsilon^{2}\left(\|z\|^{2}+\|\Delta z\|^{2}\right)+c\left(\|g\|^{2}+e^{-\delta(r-\tau+t)} R_{0}(\omega)\right)  \tag{4.25}\\
& \leq R_{1}(r, \tau, \omega)+c \epsilon^{2}\left(1+R_{2}(r, \tau, \omega)\right)\left(\left\|z\left(\theta_{r-\tau} \omega\right)\right\|^{2}+\left\|A^{\frac{1+\sigma}{2}} z\left(\theta_{r-\tau} \omega\right)\right\|^{2}+\left\|\Delta z\left(\theta_{r-\tau} \omega\right)\right\|^{2}\right) \\
& \quad+c\left(1+e^{-\delta(r-\tau+t)} R_{0}(\omega)\right) .
\end{align*}
$$

Applying the Gronwall lemma to (4.25)c, it follows that for $t$ large enough,

$$
\left\|A^{\frac{\sigma}{2}} v_{N}\left(\tau, \tau-t, \theta_{-\tau} \omega, 0\right)\right\|^{2}+\left\|\eta_{N}^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, 0\right)\right\|_{Q_{v_{1}, v_{2}}^{\sigma}}^{2} \leq R_{3}(\omega) .
$$

This completes the proof.
Lemma 4.5. Let the assumption of Lemma 4.4 hold. Then for any $B=\{B(\tau, \omega):(\tau, \omega) \in \tilde{\Omega}\}\left(\in \mathcal{D}_{\delta}\right) \subset \mathcal{M}_{\sigma}$ and for any $\left(v_{\tau-t}, \eta_{\tau-t}\right) \in B\left(\tilde{\theta}_{-t}(\tau, \omega)\right)$,

$$
\left\|v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{\sigma}^{2}+\left\|\eta^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{\tau-t}\right)\right\|_{Q_{v_{1}, v_{2}}^{\sigma}}^{2} \leq R_{4}(\omega)
$$

Proof. Taking the inner product of (3.5) $)_{1}$ with $A^{\sigma} v$ in $L^{2}(O)$ and (3.5) $)_{2}$ with $A^{\sigma} \eta^{t}$ in $Q_{\mu_{1}, \mu_{2}}^{0}$. Then we can finish the proof similarly to the proof of Lemma 4.1.

On the basis of the above lemmas, we have the following results.
Lemma 4.6. For $0<\sigma<\frac{1}{2}$ and $\sigma \leq s \leq 1$, we have

$$
\left\|A^{\frac{s}{2}} v_{N}\left(\tau, \tau-t, \theta_{-\tau} \omega, 0\right)\right\|^{2}+\left\|\eta_{N}^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, 0\right)\right\|_{Q_{v_{1}, v_{2}}^{s}}^{2} \leq R_{5}(\omega) .
$$

Proof. Multiplying (4.15) $)_{1}$ by $A^{s} v_{N}$, and (4.15) $)_{2}$ by $A^{s} \eta_{N}^{t}$, then sum the results to obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left\|A^{\frac{s}{2}} v_{N}\right\|^{2}+\left\|\eta_{N}^{t}\right\|_{Q_{v_{1}, v_{2}}}^{2}\right)+\frac{\delta_{0}}{2}\left\|\eta_{N}^{t}\right\|_{Q_{\mu_{1}, \mu_{2}}^{s}}^{2}-\mu_{0}\left\|A^{\frac{s}{2}} v_{N}\right\|^{2}+\lambda\left\|A^{\frac{1+s}{2}} v_{N}\right\|^{2}+\int_{O}\left(f(u)-f\left(v_{L}\right)\right) A^{s} v_{N} d x \\
& \leq \int_{O} g \cdot A^{s} v_{N} d x+\int_{O} K v_{L} \cdot A^{s} v_{N} d x+\epsilon \int_{O}\left(\left(\mu_{0}+1\right) z+\lambda \Delta z\right) \cdot A^{s} v_{N} d x+\epsilon \int_{0}^{\infty} v_{1}(s) \int_{O} z \cdot A^{s} \eta_{N}^{t} d x d s \\
& \quad+\epsilon \int_{0}^{\infty} v_{2}(s) \int_{O} A^{\frac{1+s}{2}} z \cdot A^{\frac{1+s}{2}} \eta_{N}^{t} d x d s \tag{4.26}
\end{align*}
$$

If $n \geq 4$, by straightforward computations we have

$$
\begin{equation*}
2 n>(n-2 \sigma) p+2(s+\sigma-1) \tag{4.27}
\end{equation*}
$$

and if $n=3$, we can choose $\sigma$ close to $1 / 2$ such that (4.27) holds. Hence,

$$
\begin{align*}
\mid & \int_{O}\left(f(u)-f\left(v_{L}\right)\right) A^{s} v_{N} d x \mid \\
\leq & c \int_{O}\left(1+|u|^{p-1}+\left|v_{L}\right|^{p-1}\right)\left|v_{N}+\epsilon z\right| \cdot\left|A^{s} v_{N}\right| d x \\
\leq & c \int_{O}\left(1+|u|^{p-1}+\left|v_{L}\right|^{p-1}\right)\left|v_{N}\right| \cdot\left|A^{s} v_{N}\right| d x+c \epsilon \int_{O}\left(1+|u|^{p-1}+\left|v_{L}\right|^{p-1}\right)|z| \cdot\left|A^{s} v_{N}\right| d x \\
\leq & c\left\{1+\left(\int_{O}|u|^{\frac{2 n}{n-2 \sigma}} d x\right)^{\frac{n-2 \sigma}{2 n}(p-1)}+\left(\int_{O} \left\lvert\, v_{L} \frac{2 n}{n^{n-2 \sigma}} d x\right.\right)^{\frac{n-2 \sigma}{2 n}(p-1)}\right\}\left(\int_{O}\left|v_{N}\right|^{\frac{2 n}{n}} d x\right)^{\frac{\tilde{n}}{2 n}}  \tag{4.28}\\
& \cdot\left(\int_{O}\left|A^{s} v_{N}\right|^{\frac{2 n}{n-2(1-s)}} d x\right)^{\frac{n-2(1-s)}{2 n}}+c \epsilon\left\{1+\left(\int_{O}|u|^{\frac{2 n}{n-2 \sigma}} d x\right)^{\frac{n-2 \sigma}{2 n}(p-1)}+\left(\int_{O}\left|v_{L}\right|^{\frac{2 n}{n-2 \sigma}} d x\right)^{\frac{n-2 \sigma}{2 n}(p-1)}\right\} \\
& \left(\int_{O}|z|^{\frac{2 n}{n}} d x\right)^{\frac{\tilde{n}}{2 n}} \cdot\left(\int_{O}\left|A^{s} v_{N}\right|^{\frac{2 n}{n-2(1-s)}} d x\right)^{\frac{n-2(1-s)}{2 n}} \\
\leq & c\left\{1+\left\|A^{\frac{\sigma}{2}} u\right\|^{p-1}+\left\|A^{\frac{\sigma}{2}} v_{L}\right\|^{p-1}\right\}\left\|v_{N}\right\|_{L^{\frac{2 n}{n}}}\left\|A^{\frac{1+s}{2}} v_{N}\right\| \\
& +c \epsilon\left\{1+\left\|A^{\frac{\sigma}{2}} u\right\|^{p-1}+\left\|A^{\frac{\sigma}{2}} v_{L}\right\|^{p-1}\right\}\|z\|_{L^{\frac{2 n}{n}} \| A^{\frac{1+s}{2}}}^{v_{N} \|},
\end{align*}
$$

where $\tilde{n}=2 n-[(n-2 \sigma) p+2(s+\sigma-1)]$.
Let $s^{\prime}=[-n+(n-2 \sigma) p+2(s+\sigma-1)] / 2$. Since $p \leq 1+\frac{4}{n}$, we can choose $p>0$ such that $s^{\prime}>0$. By calculation, we get that $0<s^{\prime}<1+s$. Thus, using interpolation inequality, we obtain

$$
\left\|v_{N}\right\|_{L^{\frac{2 n}{n}}}=\left\|v_{N}\right\|_{\frac{2 n}{n-2[-n+(n-2 \sigma) p+2(s+\sigma-1)] / 2}}=\left\|v_{N}\right\|_{L^{\frac{2 n}{n-2 s^{\prime}}}} \leq c\left\|A^{\frac{s^{\prime}}{2}} v_{N}\right\| \leq c\left\|v_{N}\right\|^{1-\vartheta}\left\|A^{\frac{1+s}{2}} v_{N}\right\|^{\vartheta}, 0<\vartheta<1
$$

which together with (4.28) implies that

$$
\begin{align*}
\left|\int_{O}\left(f(u)-f\left(v_{L}\right)\right) A^{s} v_{N} d x\right| \leq & \frac{\lambda}{4}\left\|A^{\frac{1+s}{2}} v_{N}\right\|^{2}+c\left(1+\left\|A^{\frac{\sigma}{2}} u\right\|^{p-1}+\left\|A^{\frac{\sigma}{2}} v_{L}\right\|^{p-1}\right)^{\frac{2}{1-\vartheta}}\left\|v_{N}\right\|^{2}  \tag{4.29}\\
& +c \epsilon^{2}\left(1+\left\|A^{\frac{\sigma}{2}} u\right\|^{p-1}+\left\|A^{\frac{\sigma}{2}} v_{L}\right\|^{p-1}\right)^{\frac{2}{1-\vartheta}}\left\|A^{\frac{s^{\prime}}{2}} z\right\|^{2}
\end{align*}
$$

On the other hand, thanks to the Young inequality,

$$
\begin{align*}
& \int_{O} g \cdot A^{s} v_{N} d x+\int_{O} L v_{L} \cdot A^{s} v_{N} d x+c \epsilon \int_{O}(z+\Delta z) \cdot A^{s} v_{N} d x  \tag{4.30}\\
& \leq \frac{\lambda}{4}\left\|A^{\frac{1+s}{2}} v_{N}\right\|^{2}+c\left(\|g\|^{2}+\left\|v_{L}\right\|^{2}\right)+c \epsilon^{2}\left(\|z\|^{2}+\left\|A^{\frac{1+s}{2}} z\right\|^{2}\right) .
\end{align*}
$$

and

$$
\begin{equation*}
\epsilon \int_{0}^{\infty} v_{1}(s) \int_{O} z A^{s} \eta_{N}^{t} d x d s+\epsilon \int_{0}^{\infty} v_{2}(s) \int_{O} A^{\frac{1+s}{2}} z A^{\frac{1+s}{2}} \eta_{N}^{t} d x d s \leq \frac{\delta_{0}}{4}\left\|\eta_{N}^{t}\right\|_{Q_{v_{1}, v_{2}}^{s}}^{2}+c \epsilon^{2}\left(\left\|A^{\frac{s}{2}} z\right\|^{2}+\left\|A^{\frac{1+s}{2}} z\right\|^{2}\right) \tag{4.31}
\end{equation*}
$$

Therefore, it follows from (4.26) and (4.29)-(4.31) that

$$
\begin{aligned}
& \frac{d}{d t}\left(\left\|A^{\frac{s}{2}} v_{N}\right\|^{2}+\left\|\eta_{N}^{t}\right\|_{Q_{v_{1}, v_{2}}^{s}}^{2}\right)+\delta\left(\left\|A^{\frac{s}{2}} v_{N}\right\|^{2}+\left\|\eta_{N}^{t}\right\|_{Q_{v_{1}, v_{2}}^{s}}^{2}\right) \\
& \quad \leq c\left(1+\|g\|^{2}\right)+c\left(1+\left\|A^{\frac{\sigma}{2}} u\right\|^{p-1}+\left\|A^{\frac{\sigma}{2}} v_{L}\right\|^{p-1}\right)^{\frac{2}{1-\vartheta}}\left\|v_{N}\right\|^{2} \\
& \quad+c \epsilon^{2}\left(1+\left\|A^{\frac{\sigma}{2}} u\right\|^{p-1}+\left\|A^{\frac{\sigma}{2}} v_{L}\right\|^{p-1}\right)^{\frac{2}{1-\vartheta}}\left\|A^{\frac{s}{2}} z\right\|^{2}+c \epsilon^{2}\left(\|z\|^{2}+\left\|A^{\frac{1+\sigma}{2}} z\right\|^{2}\right)
\end{aligned}
$$

Applying Lemma 4.5 and the Gronwall lemma to the above inequality gives the desired result.

### 4.3. Existence of the pullback random attractor

Now, we prove the compactness of the memory term. Note that for any $(\tau, \omega) \in \tilde{\Omega}, t \geq 0$,

$$
\eta_{N}^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{N, \tau-t}\left(\theta_{-\tau} \omega\right)\right)(s)= \begin{cases}\int_{0}^{s} u_{N}\left(\tau-r, \tau-t, \theta_{r-\tau} \omega, u_{N, \tau-t}\left(\theta_{r-\tau} \omega\right)\right) d r, & 0<s \leq t  \tag{4.32}\\ \int_{0}^{t} u_{N}\left(\tau-r, \tau-t, \theta_{r-\tau} \omega, u_{N, \tau-t}\left(\theta_{r-\tau} \omega\right)\right) d r, & s>t\end{cases}
$$

Lemma 4.7. Under the assumption of Lemma 4.6. For every given $(\tau, \omega) \in \tilde{\Omega}$, let

$$
E(\tau, \omega):=E(\tau, \omega)(s)=\overline{\bigcup_{\left(v_{\tau-t}, \eta_{\tau-t}\right) \in D_{1}\left(\tau-t, \theta_{-t} \omega\right)} \bigcup_{t \geq 0} \eta_{N}^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{N, \tau-t}\left(\theta_{-\tau} \omega\right)\right)(s) \subset Q_{v_{1}, v_{2}}^{0}, ~}
$$

where $\phi=\left(v, \eta^{t}\right)$ is the solution of (3.7). Then $E(\tau, \omega)$ is relatively compact in $Q_{v_{1}, v_{2}}^{0}$.
Proof. By Lemma 2.9, we need to verify two conditions:
(i) $E(\tau, \omega)$ is bounded in $L_{\nu_{1}}^{2}\left(\mathbb{R}^{+} ; \mathcal{H}_{1}\right) \cap H_{\nu_{1}}^{1}\left(\mathbb{R}^{+} ; \mathcal{H}_{0}\right)$ and $L_{v_{2}}^{2}\left(\mathbb{R}^{+} ; \mathcal{H}_{2}\right) \cap H_{\nu_{2}}^{1}\left(\mathbb{R}^{+} ; \mathcal{H}_{1}\right)$;
(ii) $\sup _{\eta^{t} \in E(\tau, \omega)}\left(\left\|\eta^{t}\right\|_{\mathcal{H}_{0}}^{2}+\left\|\eta^{t}\right\|_{\mathcal{H}_{1}}^{2}\right) \leq h(s)$.

From Lemma 4.6, we know that $E(\tau, \omega)$ is bounded in $L_{v_{1}}^{2}\left(\mathbb{R}^{+} ; \mathcal{H}_{1}\right) \cap L_{v_{2}}^{2}\left(\mathbb{R}^{+} ; \mathcal{H}_{2}\right)$. By (4.32), we have

$$
\partial_{s} \eta_{N}^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{N, \tau-t}\left(\theta_{-\tau} \omega\right)\right)(s)=\left\{\begin{array}{l}
u_{N}\left(\tau-s, \tau-t, \theta_{s-\tau} \omega, u_{N, \tau-t}\left(\theta_{s-\tau} \omega\right)\right), 0<s \leq t  \tag{4.33}\\
0, \quad s>t
\end{array}\right.
$$

By (H1), we know that $v_{1}, v_{2} \in C^{1}\left(\mathbb{R}^{+}\right) \cap L^{1}\left(\mathbb{R}^{+}\right)$, which along with Lemma 4.6 we find that $E(\tau, \omega)$ is bounded in $H_{v_{1}}^{1}\left(\mathbb{R}^{+} ; \mathcal{H}_{0}\right) \cap H_{v_{2}}^{1}\left(\mathbb{R}^{+} ; \mathcal{H}_{1}\right)$. Indeed, we have

$$
\begin{aligned}
& \int_{0}^{\infty} v_{1}(s)\left\|\partial_{s} \eta_{N}^{t}\right\|^{2} d s+\int_{0}^{\infty} v_{2}(s)\left\|\nabla \partial_{s} \eta_{N}^{t}\right\|^{2} d s \\
& =\int_{0}^{t} v_{1}(s)\left\|u_{N}(\tau-s)\right\|^{2} d s+\int_{0}^{t} v_{2}(s)\left\|\nabla u_{N}(\tau-s)\right\|^{2} d s \\
& =\int_{0}^{t} v_{1}(\tau-s)\left\|u_{N}(s)\right\|^{2} d s+\int_{0}^{t} v_{2}(\tau-s)\left\|\nabla u_{N}(s)\right\|^{2} d s<\infty,
\end{aligned}
$$

which implies (i) holds.
On the other hand, by (4.32) and using Lemma 4.6 again, we obtain that

$$
\begin{aligned}
& \sup _{\eta^{t} \in E(\tau, \omega), s \in \mathbb{R}^{+}}\left(\left\|\eta^{t}(s)\right\|_{\mathcal{H}_{0}}+\left\|\eta^{t}(s)\right\|_{\mathcal{H}_{1}}\right) \\
& \left.=\sup _{t \geq 0} \sup _{\left(v_{\tau-t}, \eta_{\tau-t}\right) \in D_{1}(\tau-t, \theta-t} \omega\right), s \in \mathbb{R}^{+} \\
& \leq s^{2}\left(R(\omega)+R_{5}(\omega)\right):=h(s) .
\end{aligned}
$$

By (H2), we know that $v_{1}$ and $v_{2}$ decay exponentially, so it is easy to check that $h(s) \in L_{v_{1}}^{1} \cap L_{\nu_{2}}^{1}$. Then (ii) holds. By Lemma 2.9, the proof is complete.

We can now state our main result about the existence of pullback random attractor for the RDS $\Phi$.
Theorem 4.8. Assume that either $(f 1)-(f 3)$ hold with $1<p<1+\frac{4}{n}$, or $(f 1)$, $(f 2)$ and $(f 4)$ hold with $p=1+\frac{4}{n}$. Let $(H 1)-(H 2)$ hold and $g \in C_{b}\left(\mathbb{R} ; L^{2}(O)\right)$. Then the RDS $\Phi$ associated with (3.7) possesses a compact measurable $\mathcal{D}$-pullback attracting set $\Lambda(\tau, \omega) \subset \mathcal{M}_{0}$ and possesses a $\mathcal{D}_{\delta}$-pullback random attractor $\mathcal{A}(\tau, \omega) \subseteq \Lambda(\tau, \omega) \cap D(\tau, \omega)$ for any $(\tau, \omega) \in \tilde{\Omega}$.

Proof. For any $(\tau, \omega) \in \tilde{\Omega}$, in view of Lemma 4.6, let $B_{s}(\tau, \omega)$ be the closed ball of $\mathcal{H}_{s}$ of radius $R_{5}(\omega)$, where $0<s \leq 1$. Setting

$$
\begin{equation*}
\Lambda(\tau, \omega)=B_{s}(\tau, \omega) \times E(\tau, \omega) \tag{4.34}
\end{equation*}
$$

then $\Lambda(\tau, \omega) \in \mathcal{D}_{\delta}\left(\mathcal{M}_{0}\right)$. Since the embedding $\mathcal{H}_{s} \hookrightarrow L^{2}(O)$ is compact, $B_{s}(\tau, \omega)$ is compact in $L^{2}(O)$. We have proved in Lemma 4.7 that $E(\tau, \omega)$ is compact in $Q_{\nu_{1}, v_{2}}^{0}$, so $\Lambda(\tau, \omega)$ is compact in $\mathcal{M}_{0}\left(:=L^{2}(O) \times Q_{v_{1}, v_{2}}^{0}\right)$.

Now we show the following attraction property of $\Lambda(\tau, \omega)$, namely, for every $B_{0} \in \mathcal{D}_{\delta}\left(\mathcal{M}_{0}\right)$,

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} d_{H}\left(\Phi\left(t, \tau-t, \theta_{-t} \omega, B_{0}\left(\tau-t, \theta_{-t} \omega\right)\right), \Lambda(\tau, \omega)\right)=0 \tag{4.35}
\end{equation*}
$$

By Lemma 4.1, there exists $t_{*}=t_{*}\left(\tau, \omega, B_{0}\right) \geq 0$ such that

$$
\begin{equation*}
\phi\left(\tau, \tau-t, \theta_{-\tau} \omega, B_{0}\left(\tau-t, \theta_{-t} \omega\right)\right) \subseteq D(\tau, \omega), \quad \forall t>t_{*} \tag{4.36}
\end{equation*}
$$

Let $t>t_{*}$ and $t_{0}=t-t_{*}>T\left(\tau, \omega, B_{0}\right)$. Using the cocycle property (iii) in Definition 2.1, we have

$$
\begin{align*}
& \phi\left(\tau, \tau-t, \theta_{-\tau} \omega, B_{0}\left(\tau-t, \theta_{-t} \omega\right)\right) \\
& =\phi\left(\tau, \tau-t_{0}-t_{*}, \theta_{-\tau} \omega, B_{0}\left(\tau-t_{0}-t_{*}, \theta_{-t} \omega\right)\right) \\
& =\phi\left(\tau, \tau-t_{0}, \theta_{-\tau} \omega, \phi\left(\tau-t_{0}, \tau-t_{0}-t_{*}, \theta_{-\tau} \omega, B_{0}\left(\tau-t_{0}-t_{*}, \theta_{-t} \omega\right)\right)\right)  \tag{4.37}\\
& \subseteq \phi\left(\tau, \tau-t_{0}, \theta_{-\tau} \omega, D\left(\tau-t_{0}, \theta_{-t_{0}} \omega\right)\right) \subseteq D_{1}(\tau, \omega)
\end{align*}
$$

Take any $\phi\left(\tau, \tau-t, \theta_{-\tau} \omega, \phi_{\tau-t}\left(\theta_{-\tau} \omega\right)\right) \in \phi\left(\tau, \tau-t, \theta_{-\tau} \omega, B_{0}\left(\tau-t, \theta_{-t} \omega\right)\right)$ for $t>t_{*}+T\left(\tau, \omega, B_{0}\right)$, where $\phi_{\tau-t}\left(\theta_{-\tau} \omega\right) \in B_{0}\left(\tau-t, \theta_{-t} \omega\right)$. From (4.37) and Lemma 4.6, we have

$$
\begin{equation*}
\phi_{N}\left(\tau, \tau-t, \theta_{-\tau} \omega, \phi_{\tau-t}\left(\theta_{-\tau} \omega\right)\right)=\phi\left(\tau, \tau-t, \theta_{-\tau} \omega, \phi_{\tau-t}\left(\theta_{-\tau} \omega\right)\right)-\phi_{L}\left(\tau, \tau-t, \theta_{-\tau} \omega, \phi_{L, \tau-t}\left(\theta_{-\tau} \omega\right)\right) \in \Lambda(\tau, \omega) \tag{4.38}
\end{equation*}
$$

Thus, by Lemma 4.3, we obtain

$$
\begin{align*}
\inf _{\chi \in \Lambda(\tau, \omega)}\left\|\phi\left(\tau, \tau-t, \theta_{-\tau} \omega, \phi_{\tau-t}\left(\theta_{-\tau} \omega\right)\right)-\chi\right\|_{\mathcal{M}_{0}}^{2} & \leq\left\|\phi_{L}\left(\tau, \tau-t, \theta_{-\tau} \omega, \phi_{L, \tau-t}\left(\theta_{-\tau} \omega\right)\right)\right\|_{\mathcal{M}_{0}}^{2}  \tag{4.39}\\
& \leq R_{0}(\omega) e^{-\delta t}, \forall t>t_{*}+T\left(\tau, \omega, B_{0}\right)
\end{align*}
$$

It follows that

$$
\begin{equation*}
d_{H}\left(\Phi\left(t, \tau-t, \theta_{-t} \omega, B_{0}\left(\theta-t, \theta_{-t} \omega\right)\right), \Lambda(\tau, \omega)\right) \leq R_{0}(\omega) e^{-\delta t} \rightarrow 0 \text { as } t \rightarrow+\infty \tag{4.40}
\end{equation*}
$$

which means (4.35) holds. By Proposition 2.7, RDS $\Phi$ associated with (3.7) possesses a $\mathcal{D}_{\delta}$-pullback random attractor $\mathcal{A}(\tau, \omega) \subseteq \Lambda(\tau, \omega) \cap D(\tau, \omega)$. The proof is completed.

## 5. Upper semi-continuity of pullback random attractors

In this section, we regard the coefficient $\epsilon \in \mathbb{R}$ as a parameter in system (3.7). In view of Theorem 3.2 and 4.8, we can define a family of random dynamical system $\left\{\Phi^{\epsilon}(t,(\tau, \omega))\right\}_{\epsilon \in \mathbb{R}}$ associated to (3.7), and know that $\left\{\Phi^{\epsilon}(t,(\tau, \omega))\right\}_{\epsilon \in \mathbb{R}}$ possess a corresponding family of pullback random attractors $\left\{\mathcal{A}^{\epsilon}(\tau, \omega)\right\}_{\epsilon \in \mathbb{R}}$. Here let us consider the upper semi-continuity of pullback random attractors $\left\{\mathcal{A}^{\epsilon}(\tau, \omega)\right\}_{\epsilon \in \mathbb{R}}$ as $\epsilon \rightarrow \epsilon_{0}$ by Proposition 2.8 .

Based on Proposition 2.8 and the results in Section 4, we have the following upper semi-continuity of pullback random attractors $\left\{\mathcal{A}^{\epsilon}(\tau, \omega)\right\}_{\epsilon \in \mathbb{R}}$ for $\left\{\Phi^{\epsilon}(t,(\tau, \omega))\right\}_{\epsilon \in \mathbb{R}}$.

Theorem 5.1. Suppose that the conditions in Theorem 4.8 hold. Then for any $(\tau, \omega) \in \tilde{\Omega}$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow \epsilon_{0}} d_{H}\left(\mathcal{A}^{\epsilon}(\tau, \omega), \mathcal{A}^{\epsilon_{0}}(\tau, \omega)\right)=\sup _{\phi \in \mathcal{A} \in(\tau, \omega)} \inf _{\tilde{\phi} \in \mathcal{A}_{0}(\tau, \omega)}\|\phi-\tilde{\phi}\|_{\mathcal{M}_{0}}=0 \tag{5.1}
\end{equation*}
$$

Proof. Let us check that conditions (i)-(iv) of Proposition 2.8 are fulfilled.
(i) It is trivial to verify that for any $\epsilon_{0} \in \mathbb{R}$, there exists $F=\left\{F(\tau, \omega)=\left\{\phi^{\epsilon_{0}} \in \mathcal{M}_{0}:\left\|\phi^{\epsilon_{0}}\right\|_{\mathcal{M}_{0}}^{2} \leq R_{\epsilon_{0}}(\tau, \omega)\right\}\right.$ : $(\tau, \omega) \in \tilde{\Omega}\} \in \mathcal{D}_{\delta}$ with $R_{\epsilon_{0}}(\tau, \omega)=2 \gamma_{1}+\gamma_{1}\left(\epsilon_{0}^{2}+\epsilon_{0}^{p+1}\right) r(\omega)$.
(ii) By Lemma 4.1 and Theorem 4.8, we know that for any $(\tau, \omega) \in \tilde{\Omega}$ and $\epsilon \in \mathbb{R}$, the pullback random attractor $\mathcal{F}^{\epsilon}(\tau, \omega)$ for $\Phi^{\epsilon}(t,(\tau, \omega))$ is included in the absorbing ball $D(\epsilon, \omega)=\left\{\phi^{\epsilon} \in \mathcal{M}_{0}:\left\|\phi^{\epsilon}\right\|_{\mathcal{M}_{0}}^{2} \leq R_{\epsilon}(\tau, \omega)\right\}$, i.e., $\mathcal{A}^{\epsilon}(\tau, \omega) \subseteq D(\tau, \omega) \subset \mathcal{M}_{0}$, where $R_{\epsilon}(\tau, \omega)=\gamma_{1}+\gamma_{1}\left(\epsilon^{2}+\epsilon^{p+1}\right) r(\omega)$. We can check that

$$
\begin{equation*}
\lim \sup _{\epsilon \rightarrow \epsilon_{0}} R_{\epsilon}(\tau, \omega) \leq R_{\epsilon_{0}}(\tau, \omega) \tag{5.2}
\end{equation*}
$$

(iii) Let $|\epsilon| \leq 1$. For every $(\tau, \omega) \in \tilde{\Omega}$, using Theorem 4.8 once again, we find that $\mathcal{A}^{\epsilon}(\tau, \omega) \subseteq \Lambda^{\epsilon}(\tau, \omega) \subset$ $\mathcal{M}_{0}$. Note that $R_{5}(\omega)$ and $R_{\epsilon}(\tau, \omega)$ are both increasing functions in $|\epsilon|$. By the construction of $\Lambda^{\epsilon}(\tau, \omega)$ in (4.34), we can choose the compact set $\Lambda^{\epsilon}(\tau, \omega)$ satisfying

$$
\begin{equation*}
\Lambda^{\epsilon}(\tau, \omega) \subset \Lambda^{1}(\tau, \omega), \quad \forall|\epsilon| \leq 1 \tag{5.3}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\bigcup_{|\epsilon| \leq 1} \mathcal{A}^{\epsilon}(\tau, \omega) \subseteq \bigcup_{|\epsilon| \leq 1} \Lambda^{\epsilon}(\tau, \omega) \subseteq \Lambda^{1}(\tau, \omega) \subset \mathcal{M}_{0} \tag{5.4}
\end{equation*}
$$

Thus, $\bigcup_{|\epsilon| \leq 1} \mathcal{A}^{\epsilon}(\tau, \omega)$ is precompact in $\mathcal{M}_{0}$.
(iv) Let $|\epsilon| \leq 1$. For every $t \geq 0,(\tau, \omega) \in \tilde{\Omega}$, let $\phi^{\epsilon}\left(t,(\tau, \omega), \phi_{\tau}^{\epsilon}(\omega)\right)$ and $\phi^{\epsilon_{0}}\left(t,(\tau, \omega), \phi_{\tau}^{\epsilon_{0}}(\omega)\right)$ be the solutions of (3.7) with $\epsilon$ and $\epsilon_{0}$, initial data $\phi_{\tau}^{\epsilon}(\omega)$ and $\phi_{\tau}^{\epsilon_{0}}(\omega)$, respectively. Set $U=\phi^{\epsilon}-\phi^{\epsilon_{0}}=(w, \xi)=$ $\left(v^{\epsilon}-v^{\epsilon_{0}}, \eta_{\epsilon}^{t}-\eta_{\epsilon_{0}}^{t}\right)$, then

$$
\begin{equation*}
\dot{U}=L U+F(U), \quad U_{\tau}=\phi_{\tau}^{\epsilon}(\omega)-\phi_{\tau}^{\epsilon_{0}}(\omega), \tag{5.5}
\end{equation*}
$$

where

$$
\begin{aligned}
L U= & \left(\mu_{0} w+\lambda \Delta w-\int_{0}^{\infty} v_{1}(s) \xi^{t}(s) d s+\int_{0}^{\infty} v_{2}(s) \Delta \xi^{t}(s) d s, w-\partial_{s} \xi^{t}\right) \\
F(U) & =F^{\epsilon}\left(\phi^{\epsilon}, \theta_{t} \omega, t\right)-F^{\epsilon_{0}}\left(\phi^{\epsilon_{0}}, \theta_{t} \omega, t\right) \\
& =\left(\left(\epsilon-\epsilon_{0}\right)\left(\mu_{0}+1\right) z\left(\theta_{t} \omega\right)+\left(\epsilon-\epsilon_{0}\right) \lambda \Delta z\left(\theta_{t} \omega\right)+f\left(u^{\epsilon_{0}}\right)-f\left(u^{\epsilon}\right),\left(\epsilon-\epsilon_{0}\right) z\left(\theta_{t} \omega\right)\right), \\
U_{\tau}(\omega) & =\left(v_{\tau}^{\epsilon}-v_{\tau}^{\epsilon_{0}}, \eta_{\tau}^{\epsilon}-\eta_{\tau}^{\epsilon_{0}}\right)
\end{aligned}
$$

Take the inner product of (5.5) with $U$ in $\mathcal{M}_{0}$ to obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|U\|_{\mathcal{M}_{0}}^{2}=(L U, U)_{\mathcal{M}_{0}}+(F(U), U)_{\mathcal{M}_{0}} \tag{5.6}
\end{equation*}
$$

By (H2), we have

$$
\begin{align*}
&(L U, U)_{\mathcal{M}_{0}} \leq\left(\mu_{0}-\lambda_{1} \lambda\right)\|w\|^{2}-\frac{\delta_{0}}{2}\left\|\xi^{t}\right\|_{\mathcal{M}_{0}}^{2} \leq-\delta\|U\|_{\mathcal{M}_{0}}^{2}  \tag{5.7}\\
&(F(U), U)_{\mathcal{M}_{0}}=\left(\epsilon-\epsilon_{0}\right)\left(\mu_{0}+1\right) \int_{O} z w d x-\left(\epsilon-\epsilon_{0}\right) \lambda \int_{O} \nabla z \nabla w d x+\left(\epsilon-\epsilon_{0}\right) \int_{0}^{\infty} v_{1}(s) \int_{O} z \xi^{t} d x d s \\
&+\left(\epsilon-\epsilon_{0}\right) \int_{0}^{\infty} v_{2}(s) \int_{O} \nabla z \nabla \xi^{t} d x d s+\int_{O}\left(f\left(u^{\epsilon_{0}}\right)-f\left(u^{\epsilon}\right)\right) w d x  \tag{5.8}\\
& \leq c\left(\epsilon-\epsilon_{0}\right)^{2}\left(\|z\|^{2}+\|\nabla z\|^{2}\right)+c\left(\|w\|^{2}+\|\nabla w\|^{2}\right)+\frac{\delta_{0}}{4}\left\|\xi^{t}\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}+\int_{O}\left(f\left(u^{\epsilon_{0}}\right)-f\left(u^{\epsilon}\right)\right) w d x
\end{align*}
$$

For the last term in (5.8), we have

$$
\begin{equation*}
\int_{O}\left(f\left(u^{\epsilon_{0}}\right)-f\left(u^{\epsilon}\right)\right) w d x \leq R_{6}(r, \tau, \omega)\left(\|w\|^{2}+\|\nabla w\|^{2}\right), \text { if } p<1+\frac{4}{n} \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{O}\left(f\left(u^{\epsilon_{0}}\right)-f\left(u^{\epsilon}\right)\right) w d x \leq R_{7}(r, \tau, \omega)\|\nabla w\|^{2}, \text { if } p=1+\frac{4}{n} . \tag{5.10}
\end{equation*}
$$

It follows from (5.6)-(5.10) that

$$
\begin{equation*}
\frac{d}{d t}\|U\|_{\mathcal{M}_{0}}^{2} \leq R_{8}(r, \tau, \omega)\|U\|_{\mathcal{M}_{0}}^{2}+c\left(\epsilon-\epsilon_{0}\right)^{2}\left(\left\|z\left(\theta_{t} \omega\right)\right\|^{2}+\left\|\nabla z\left(\theta_{t} \omega\right)\right\|^{2}\right), \quad r \geq \tau-t \tag{5.11}
\end{equation*}
$$

Apply the Gronwall lemma to (5.11) with $\omega$ replaced by $\theta_{-\tau} \omega$ to find

$$
\begin{align*}
& \left\|U\left(\tau, \tau-t, \theta_{-\tau} \omega, U_{\tau-t}\right)\right\|_{\mathcal{M}_{0}}^{2} \\
& =\left\|\nu^{\epsilon}\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}^{\epsilon}\right)-v^{\epsilon_{0}}\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}^{\epsilon_{0}}\right)\right\|^{2}+\left\|\eta_{\epsilon}^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{\tau-t}^{\epsilon}\right)-\eta_{\epsilon_{0}}^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{\tau-t}^{\epsilon_{0}}\right)\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2} \\
& \leq\left\|\phi^{\epsilon}\left(\tau, \tau-t, \theta_{-\tau} \omega, \phi_{\tau-t}^{\epsilon}\right)-\phi^{\epsilon_{0}}\left(\tau, \tau-t, \theta_{-\tau} \omega, \phi_{\tau-t}^{\epsilon_{0}}\right)\right\|_{\mathcal{M}_{0}}^{2} e^{\int_{\tau-t} \rho_{8}+\rho_{8}\left(\epsilon^{2}+\epsilon^{p}\right)^{l_{8}} e^{-\beta_{8}(s-\tau)} r(\omega)^{n} d s} \\
& \quad+c\left(\epsilon-\epsilon_{0}\right)^{2} \int_{\tau-t}^{\tau} e^{\int_{\tau}^{r} \rho_{8}+\rho_{8}\left(\epsilon^{2}+\epsilon^{p}\right)^{l_{8}} e^{-\beta_{8}(s-\tau)} r(\omega)^{n_{8}} d s}\left(\left\|z\left(\theta_{r-\tau} \omega\right)\right\|^{2}+\left\|\nabla z\left(\theta_{r-\tau} \omega\right)\right\|^{2}\right) d r . \tag{5.12}
\end{align*}
$$

From (5.12), we see that for any $(\tau, \omega) \in \tilde{\Omega}, t \geq 0, \epsilon_{n} \rightarrow \epsilon_{0}$, and $\phi_{\tau-t}^{\epsilon_{n}}, \phi_{\tau-t}^{\epsilon_{0}} \in \mathcal{M}_{0}$ with $\phi_{\tau-t}^{\epsilon_{n}} \rightarrow \phi_{\tau-t}^{\epsilon_{0}}$, it holds that:

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left(\left\|v^{\epsilon_{n}}\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}^{\epsilon_{n}}\right)-v^{\epsilon_{0}}\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}^{\epsilon_{0}}\right)\right\|^{2}\right.  \tag{5.13}\\
& \left.\quad+\left\|\eta_{\epsilon_{n}}^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{\tau-t}^{\epsilon_{n}}\right)-\eta_{\epsilon_{0}}^{t}\left(\tau, \tau-t, \theta_{-\tau} \omega, \eta_{\tau-t}^{\epsilon_{0}}\right)\right\|_{Q_{v_{1}, v_{2}}^{0}}^{2}\right)=0
\end{align*}
$$

Up to now, all of the conditions (i)-(iv) of Proposition 2.8 are satisfied. The proof is finished.

Remark 5.2. We would like to mention that in [35], Li proved the existence of uniform attractor for (1.1) with $\epsilon=0$, but did not consider the pullback set up for the asymptotic behavior, which is our motivation for our paper.
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