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Abstract. The accuracy on neutron capture cross section of fissile isotopes must be improved for the design
of future nuclear systems such as Gen-IV reactors and Accelerator Driven Systems. The High Priority Request
List of the Nuclear Energy Agency, which lists the most important nuclear data requirements, includes also
the neutron capture cross sections of fissile isotopes such as 2332%U and 23%*' Pu.

A specific experimental setup has been used at the CERN n_TOF facility for the measurement of the
neutron capture cross section of 2*>U by a set of micromegas fission detectors placed inside a segmented BaF,

Total Absorption Calorimeter.

1. Introduction

The neutron capture cross sections of fissile isotopes
play an essential role for the understanding of the
actual critical nuclear systems and the development of
future systems such as Gen-IV reactors and Accelerator
Driven Systems [1]. The actual nuclear data required
is summarized in the High Priority Request List of the
Nuclear Energy Agency [2]. The measurement of the
neutron capture cross section in such isotopes is difficult
due to the dominant y-ray background produced in the
competing neutron-induced fission reactions.

A specific experimental setup [3] has been used in the
horizontal beam line at the CERN n_TOF neutron time-
of-flight (TOF) facility [4,5] to tackle this problem. The
concept of the technique was proven in 2010 in a test
experiment [3] and the real measurement on 23U was
performed in 2012. The aim of this paper is to describe
the experimental setup, the data analysis carried out and
the results obtained in the neutron energy range from 0.2
to 20eV.

2. Experimental setup

The setup consists of a set of Fission Tagging Micromegas
(FTMGQG) [6] detectors placed inside the segmented n_TOF
Total Absorption Calorimeter (TAC) [7].

During the experiment, ten isotopically enriched
samples of 250505 (41.1+0.1 mg) with thickness
7.6 - 1077 At/barns were used. The samples were manu-
factured at the Joint Research Center-Geel [8]. The 2°U
targets were grouped in a stack of eight samples and other
two encapsulated inside two FTMG detectors. A second
configuration with ten FTMG detectors, one per 23U
target, was used to cross check the neutron capture data
obtained at low neutron energies. The first configuration
was preferred in the measurement for the better signal
to background ratio. The ensemble was placed inside a
sealed fission chamber filled with a gas mixture of 88%
Ar, 10% CF, and 2% isobutane at 1 atm for the operation
of the FTMG detectors. The fission chamber was located
in the center of the TAC surrounded by a 5cm thick
borated polyethylene neutron absorber in order to reduce
the amount of scattered neutrons detected by the TAC. The
capture and the neutron-induced fission reactions on 23U
targets were simultaneously measured by the TAC and the
FTMG detectors as a function of TOF.

3. Experimental yield determination

The neutron-induced fission and capture yields are
experimentally determined as a function of the neutron

energy as

Ctot,x(En) - Cbkg,x(En)
Sx(En) : ¢(En)

where Cyo (E,) and Cpg (E,) are the total and the
background counts registered by the TAC (x = y) or by
the FTMG detectors (x = f), &(E,) is the corresponding
detection efficiency, and ¢(E,) the neutron fluence.

For the TAC, many background components have to be
subtracted: (i) the background related to the material that
intercepts the beam; (ii) the activity of the BaF, crystals,
ambient background and sample activity; (iii) the prompt-
fission y background; (iv) and the background induced by
the prompt-fission neutrons. The background due to the
interaction of the neutron beam with the >3 U targets, i.e.,
due to elastic scattering and delayed S-decay of the fission
fragments, was negligible.

Dedicated measurements with the same experimental
configuration, including all dead material layers without
the 25U targets, were performed in order to estimate
the components (i) and (ii). Component (iii) is obtained
accurately via the coincident events between the FTMG
and TAC (Cy,g,), by selecting the events with high y-ray
multiplicity which correspond only to (n,f) reactions [3,9].
This background component is calculated as Ciuq,/€ 7,
where &y is the fission detection efficiency. The
background component (iv) was calculated by Monte
Carlo simulations.

In the FTMG detectors, the energy thresholds were
chosen to remove the «-particles from the sample activity,
thus neglecting the background in these detectors.

The shape of the neutron fluence has been verified
by the ratio between the 2>>U(n,f) cross section obtained
from the FTMG detectors and ENDF/B-VII.1 obtaining
differences within the 2% in the neutron range of interest.

Yn,x(En) = (l)

4. Normalization

The normalization of the neutron capture cross section
has been performed to the accurately known integral 23°U
fission cross section in the neutron energy range from
E; =70 to E;=11.0eV, fEElz of(E)dE =(246=£1)
barns-eV, using the ratio of capture and neutron-induced
fission yields. The neutron capture cross section integral is
obtained in the thin target approximation as

. N Er Cny(B)=Cina () 4 p
2 2 B~ e (EYHE)
oy(EYdE = [ op(EYdE——— 5~
E, E, EIEI ¢(E) dE
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where, o, (E), and o¢(E) are the capture and neutron-
induced fission cross sections, respectively, and assuming
that £ ; does not depend on the neutron energy.

In this approximation, the normalization depends
neither on the mass of the samples nor on the absolute
value of the neutron intensity or the beam area covered by
the 2°U targets, thus reducing the systematic uncertainties.
Thereby, the accuracy of the normalization depends only
on the statistics achieved and the determination of the
efficiency for the capture and fission events.

4.1. Fission detection efficiency

The fission detection efficiency ey, defined as the
probability to detect a neutron-induced fission reaction
in any of the ten 2%U samples with the FTMG
detectors, was experimentally obtained from the ratio of
the number coincidences between the FTMG detectors
and the TAC to the total number of neutron-induced
fission reactions detected by the TAC. This ratio is the
detection efficiency of the FTMG detectors under the
assumption that the probability of detecting a fission
reaction in the FTMG detectors does not depend on its
detection in the TAC. The number of neutron-induced
fissions in the TAC was calculated taking into account
only events with total deposited energies (Ejy,,,) larger
than the neutron separation energy of 2*U, §,(**¢U)
= 6.55MeV, thereby excluding the >*U(n,y) reactions.
The background contribution in such conditions was
obtained from the dedicated background measurements.
The fission detection efficiency was calculated in different
235U resonances under different conditions on E,,, and
crystal multiplicity (m., ), finding compatible results.

The value obtained was & = 0.1847 £ 0.0022, where
the uncertainty includes both the statistical and systematic
uncertainties. We have verified experimentally that ¢ is
constant in the neutron energy range of interest.

4.2. TAC detection efficiency for 233U(n,y) events

The TAC efficiency for neutron capture events has been
accurately calculated by means of Monte Carlo simu-
lations following the methodology described in [10,11].
The ?»U(n,y) cascades were generated using the
DICEBOX code [12] and simulated in the TAC+FTMG
geometry with a C++ application [13] based on the
GEANT4 toolkit [14,15]. The excellent agreement
between the Monte Carlo simulations and the experimental
data shown in Fig. 1 permit the TAC efficiency
determination with an accuracy of 1%.

5. Results

The 2U(n,y) reaction rate is extracted by conditions on
me, and Ej,,,, which maximize the signal to background
ratio without compromising the statistics. The best results
were obtained for 2< m., <6 and 2.5< E,,,(MeV) <7.0.
Dead time corrections have been applied following a
procedure similar to the methodology described in [16].
The ratio of the experimental resonance integrals to
the evaluated values from the ENDF/B-VIIL.1 and the
latest CIELO release (ib18023g6cnuSefl) are shown in
Fig. 2 and Fig. 3. The evaluated libraries were accurately
broadened, processing the resonance parameters with
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Figure 1. Experimental >*U(n,y) signature detected in the TAC
for different m,, cuts compared with Monte Carlo simulations.
The Monte Carlo simulations are plotted as dotted lines.
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Figure 2. Ratio between the 2*U(n,y) cross section measured at
the CERN n_TOF facility and the ENDF/B-VII.1 library in the
235U resonances from 0.2V to 20eV.
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Figure 3. Ratio between the >*U(n,y) cross section measured at
the CERN n_TOF facility and the latest CIELO release in the U
resonances from 0.2eV to 20eV.

SAMMYS8 code [17] and the experimental resolution. The
black line represents the statistical uncertainty and the blue
and the red lines represent the systematic uncertainties
due to the subtraction of the beam and the prompt-fission
background components, respectively. Other sources of
systematic uncertainty were neglected in this neutron
energy range.

The n_TOF neutron capture data is, on average, ~6%
larger than the ENDF/B-VIIL.1 evaluation in this neutron
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energy range. Larger discrepancies are observed with the
CIELO evaluation as shown in Fig. 3. However, taking
into account all the uncertainties, the n_TOF data are still
compatible with both libraries.

6. Summary and conclusions

The 2*>U neutron capture cross section has been measured
at the n_.TOF facility relative to the well known 2%U
neutron-induced fission cross section. The two critical
parameters for the normalization have been determined: (i)
the TAC detection efficiency for 2*U(n,y) events and (ii)
the fission detection efficiency.

Our capture cross section data is, on average, ~ 6%
larger than the ENDF/B-VII.1 evaluation in the neutron
energy range from 0.2 to 20eV. Larger discrepancies
are observed with the latest CIELO library. The main
sources of systematic uncertainties have been carefully
determined: (i) the systematic effects associated with the
fission y-ray cascades; (ii) the beam background, and
(iii) the dead time corrections. In the investigated neutron
energy range component (i) is important.

The ?*3U neutron capture cross section has been made
available to the CIELO project and will be sent soon to
EXFOR.
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