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Abstract. Augmented Reality (AR) is one of the most revolutionary 

technologies of recent times. It makes possible to enhance the real world by 

contextualizing computer generated data overlaid on top of it. The AR 

paradigm opens the way for the development of innovative applications where 

the user perceives virtual and real objects as coexisting in the same space. 

With the advent of smartphones with ever increasing advanced features, AR has 

the opportunity to emerge as an interesting option to have wide ranging 

applications on these devices. In this paper, we present the design, 

implementation and testing of an AR client application targeting the Android-

based smartphones that will allow 2D and 3D efficient navigation in the real 

world enriched with virtual information through visual annotations contextually 

associated with the real places. 

Keywords: Augmented & Mixed Realities, Navigation Systems, Mobile 

Systems. 

1 1   Introduction 

The Augmented Reality (AR) introduces a bridge between the real and the virtual 

worlds allowing content that exists virtually to be contextually associated with real 

objects and places. Until recent, the developments in the field of mobile AR used 

platforms built from specialized hardware and often require highly specialized tools 

and equipment. Traditionally, the overlaid virtual objects are viewed through 

wearable Head Mounted Display (HMD), processed by portable computing units and 

interfaced with via mice, tracker-balls, digital gloves, stylus, pens, or specially 

designed visual code markers ([4],[6]).  

With the rapid development of mobile devices capabilities and their feature sets, 

many researchers began exploring its use as a platform for AR applications. These 

projects have made clear the potential for PDAs and smartphones undisputed as a 

means for the spread of AR and laid the foundations of this new paradigm. The 

advances in available devices integrating, among others, processing power, the 
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freedom to share and re-use Web content, geo-localization and connectivity 

capabilities, integration of a variety of sensors in commercial devices and advanced 

graphic capacities to render registered 3D augmentation, are a very attractive 

alternative to traditional solutions to have countless AR applications without custom 

hardware. AR applications can become achievable on a larger scale. In this context 

we develop a 2D and 3D navigational real time AR application. 

In this paper, we present an Augmented Reality 2D and 3D efficient client 

application system targeting the Android-based smartphones to navigate in the real 

world and enriched with virtual information such as visual annotations contextually 

associated with the real places. The system is implemented on the Android platform 

that due to its open nature can be used in almost any type of mobile device developed 

by hardware manufacturers, and from the developers’ point of view, the SDK 

facilitates the implementation and testing of innovative applications to suit their needs 

([1], [5], [15]). The application is a client designed to display 2D and 3D views of the 

user surrounding area on top of the captured camera frames; the observer position is 

obtained from the GPS, the orientation from the sensors and the geo-referenced data 

are downloaded in real time from OpenStreetMap project servers [19]. In section 2 we 

introduce the outdoors AR mobile systems and also present the related work. In 

section 3, we describe the application detailing its architecture and how the users are 

able to interact with it. In section 4 we identify some possible difficulties and we 

propose several tests to the system. In section 5 we draw our overall conclusions and 

a discussion of ongoing and future work. 

2 Outdoors Augmented Reality in Mobile Device 

Augmented Reality is the registration of projected computer-generated images over a 

user’s view of the physical world [4]. With this extra information presented to the 

user, the physical world can be enhanced or augmented beyond the user’s normal 

experience. In AR environments, the user’s perception of the real world is enhanced 

by computer-generated entities such as 3D objects and spatialized audio [3]. 

Meanwhile, the Mobile Augmented Reality Systems, o MARS, combine such 

capabilities allowing users to walk around and explore the physical world overlaid 

with computer-generated information without being restricted to a fixed location. This 

feature makes MARS extremely versatile and suitable for an almost unlimited suite 

while their development poses new technical challenges. 

While indoor applications are useful, the ultimate goal of AR research is to 

produce systems that can be used in an environment without restrictions on the user 

([2],[9]). The mobile outdoor AR applications constitute the technology to achieve the 

goal of unrestricted environments. 

Outdoor AR is commonly performed in one of two ways, using handheld or 

immersive hardware technologies ([2],[9]). Handheld AR is achieved by rendering a 

camera view and overlaid computer graphics on a handheld device such as a mobile 

phone or PDA. AR with a HMD allows images to be overlaid directly on the user’s 

view of the world achieving higher levels of immersion. Recent trends have been 

moving toward the use of handheld over immersive hardware. 
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Creating an AR overlay that is accurately registered to a user’s view requires three 

primary devices: computer, display, and tracker. The computer generates 3D graphics 

that are rendered to the display and the tracker is used to determine where the 

graphics are rendered to achieve correct registration. 

When using handheld devices for outdoor AR, video see-through uses the device’s 

camera to capture the real world view. The camera’s video stream is combined with 

the virtual graphical objects generated by the graphics hardware and displayed on it.  

The position and orientation of the device must be accurately tracked. A wide 

variety of tracking technologies are available for indoor use including magnetic, 

vision based, inertial, or ultrasonic devices. However, the choices available when 

working outdoors are significantly more limited. There are magnetic trackers or 

vision tracking algorithms that can be used outdoors but they have very limited range 

and require preparation to make the area suitable for tracking (such as installing 

sensors or modeling the environment). GPS is currently the most suitable position 

tracking technology for use outdoors that supports an unlimited tracking area in open 

spaces and does not require previous preparation of the environment. 

2.1 Related Work 

A pioneering piece of work in mobile AR was the Touring Machine [7]; this is the 

first example of a mobile outdoor system. This provided users with labels that float 

over buildings, indicating the location of various buildings and features at the 

Columbia University campus, USA. Interaction with the system was achieved through 

the use of a GPS and head compass to control the view of the world. By gazing at 

objects of interest longer than a set dwell time the system presents additional 

information. Since 1997 were developed a large number of backpack-based wearable 

computer using combinations of various tracking technologies including GPS, 

electronic compass,  inertial sensors, etc., in order to explore new ways to interact 

with the outside world [11]. One of these prototypes was the Map-In-The-Hat [22], a 

mobile navigation system that could guide users towards waypoints in unfamiliar 

terrain. This system could also be referred as the Tinmith-I. Although the computer 

used was designed for mounting on a belt, there were too many components to carry 

and so a back pack was used instead. After this experience a new system was 

designed from the ground up for the purpose of performing the mobile navigation task 

much more effectively. Instead of just providing simple navigation cues, this software 

was designed to support both 2D maps and 3D immersive wire frames with optical 

overlay [23]. This version was implemented using a flexible software architecture 

[20] designed to be extended for other tasks in the future. Later AR based systems use 

this software architecture for the development of many applications. 

By that time, another revolutionary AR Project was the Touring Machine 

extension, developed by Höllerer et al. [12] for the placement of what they termed 

situated documentaries. This mobile AR system shows 3D building models 

overlaying the physical world, giving users the ability to see buildings that no longer 

exist on the Columbia University campus. This system used a backpack for the 

computer and its external battery. This is the first mobile system combining RTK 

GPS technology with a inertial-magnetic orientation tracker and also new forms of 

interaction among AR system’s users. 
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Julier et al. [13], at the Naval Research Laboratory developed the outdoor 

Battlefield Augmented Reality System (BARS), a descendent of the Touring Machine 

planned for use by soldiers in combat environments. The system consists of a 

wearable computer, a wireless network system and a see-through HMD; the system 

targets the augmentation of a battlefield scene with additional information about 

environmental infrastructure. For the user interface, a gyroscopic mouse is used to 

manipulate a 2D cursor and interact with standard 2D desktop widgets. 

More recently AR research has been moved to include a strong focus on handheld 

devices. At the early 2000s, the first projects of this type, AR-PDA Project at Siemens 

[8] and BatPortal [17], use a PDA-based, wireless AR system. Both use the PDA as a 

client to capture and transmit video to a dedicated AR server on which all processing 

such as image analysis, 3D rendering and compositing is made. While the first 

prototypes were based on a distributed strategy delegating in a server the graphics 

overlay processing, the rapid advance of mobile phones made possible the emergence 

of applications that worked based on the recognition of markers in the environment. 

Subsequently, the integration of new sensors enabled devices from commercial 

sources to create a variety of applications for outdoor AR. 

Since the increasing computing and graphic capabilities of personal mobile 

devices, it was really possible to move AR systems from the PC AR systems to Tablet 

PCs [18], PDAs [24] and then mobile phones [16].  

Reitmayr et al. [21] presents a model-based hybrid tracking system for outdoor AR 

in known urban environments enabling accurate, real-time overlays on a handheld 

device and Nokia [11] presents Mara, a multi-sensor mobile phone AR guidance 

application for mobile phones. The prototype application overlays the continuous 

viewfinder image stream captured by the camera with 2D overlaid information and 

text in real time, annotating the user's surroundings. In 2007, Klein and Murray [14] 

present a system capable of robust real-time tracking and mapping in parallel with a 

monocular camera in small workspaces. 

The advances in processing power and inclusion of built-in cameras on mobile 

phones have made it possible to render registered 3D augmentation on mobile phones. 

In 2008 comes Wikitude [26], an application that combines GPS and compass data 

with Wikipedia entries; the Wikitude World Browser scans the surroundings for (e.g.) 

geo-referenced content using the camera and the device’s sensors. The objects’ 

information is displayed in the can where the real object is located overlaid on the 

real-time camera view of an Android smartphone. In 2009, White introduces SiteLens 

[25], a hand-held mobile AR system for urban design and urban planning site visits. 

SiteLens creates 3D situated visualizations, (representations of geocoded carbon 

monoxide concentration data) that are related to and displayed in their environment. 

3 AugNav. An AR Mobile Navigation System 

AugNav (Augmented Navigation acronym) is an application that, through an AR 

interface, provides the user with points of interest in his/her field of view as it 

navigates a city. The system is able to track the user location and to display 2D and 

3D augmentation of the markers indicating the important buildings in their field of 

view and a 3D augmentation of the surrounding terrain over a video image on the 
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display in real time. The location of buildings and terrain information are obtained 

from the Web. The entire application was developed for a smartphone equipped with 

built-in camera, wireless connectivity, GPS receiver, accelerometer and orientation 

and magnetic sensors. 

The application can display the user a 2D or a 3D view of their surrounding 

environment. The 2D display provides a map of an area centered in the user position 

and their surroundings; this view is augmented with a circular sector which represents 

the projections of their vision frustrum and a point indicating the location of each of 

the nearby buildings; additional information on the building names can be obtained 

on-demand. The 3D display presents a 3D view of the surrounding terrain and 

markers in perspective indicating the important buildings in their field of view on top 

of the captured camera frames; additional information about the buildings is also 

available on-demand.  

In order to achieve this objective, the system is able to: 

 Determine the position and orientation of the user in the world. To obtain 

these data, the GPS receiver and the sensors integrated into the mobile 

device are used by the application. 

 Obtain and store the geographic information concerning to the terrain and 

to the points of interest in their proximity. The geographic information which 

may correspond to individual points or paths, is obtained from a server using 

the wireless capabilities of the device. 

 Depict the information in a graphical interface superimposing the generated 

graphics on the real-world images. real world. The virtual images whose 

characteristics and positions are stored in the database are superimposed to 

the video stream, incorporated through the smartphone’s built-in camera. 

3.1 System Architecture 

The proposed navigation system is conceptually divided in 3 blocks: the data structure 

to store the geographic information, the acquisition and update module, and the 

information visualization module (Fig. 1). 

 

Fig. 1. Diagram of the Application’s Dataflow 

3.1.1 Geographic Information Storage 

The geographic information is obtained by querying OpenStreetMap [19], a project 

aimed at the creation and production of free geographic data. Initially, the map for a 
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small user-centered predefined region (Region Of Interest or ROI) and its 

surroundings are downloaded from the database (DB) and stored in the phone. The 

entire area is divided in 9 geographic map blocks being the central one the ROI. This 

area is delimited by two pairs of latitude and longitude values. The points of interest 

of the whole area are also downloaded and stored in the phone. 

3.1.2 Acquisition and Update of the Geographic Data 

At this stage, geographical data are acquired and updated, considering the ROI 

initially centered at the user position. Each block may be loaded by querying the DB; 

the smartphone progressively loads content from OpenStreetMap based on the GPS 

user coordinates. This information can be requested by specifying a particular block 

based on its distance from the user. 

The depicted information corresponds to the ROI; this ROI corresponds to a circle 

centered at the user position (Fig. 2) and radius ½ of a block. This information should 

be presented in real-time as the user moves; therefore, the stored area should cover a 

larger area than the required circle of vision (Fig. 2); then it requires not only store the 

ROI but also its surroundings. Thus, the user perceives no delay during the acquisition 

and processing of new information obtained from the web server (Fig. 2). 

 

Fig. 2. Data Update. 

The update strategy allows the reuse of a portion of the stored data, thus limiting 

the amount of data requested from the server, and therefore those processed by the 

application. This strategy consists in partitioning a geographic area on a square grid of 

9 quadrants (3x3), each of these bounded by the corresponding latitudes and 

longitudes (Fig. 3). 

 

Fig. 3. Quadrants’ Grid 
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Initially, the user is in quadrant 4 (Fig. 3). When any of the limits of this quadrant 

is crossed, the update process begins; it consists of both the elimination of the stored 

data relating to the quadrants that are no longer used, as in obtaining and storing 

information associated with the new quadrants which constitutes the current grid (Fig. 

4). 

 

Fig. 4. Update Schema. 

3.1.3 Visualization of Data 

The application’s 2D interface (Fig. 5a) shows the 2D map, a compass and two 

control buttons. The map image represents the ROI and makes easy to analyze the 

relationship among the geographical location of points of interest, the user's location 

and its orientation. The vision sector (in pink, in Fig. 5a) region is what the user sees 

and what can be shown in 3D. The buildings’ labels are displayed on-demand.  

The interface of the 3D scenario consists of the real world image obtained by the 

camera and the overlaid 3D surface generated graphically; this 3D scenario is 

presented on screen using perspective projection. To achieve a correct registration of 

the objects, the projection must be configured to fit the parameters of the camera 

integrated into the mobile device. In this case, the field of view specification is 

identical to the Google Nexus One phone (Fig. 5b).  The black and gray squares 

represent the camera´s acquired image; in the emulator, the real-world images cannot 

be displayed. The user points of interest are represented with small rectangles also in 

perspective and the specific names can be obtained on-demand; bigger rectangles 

reveal nearer points of interest. 

4 System Implementation and Testing 

The AugNav testing was conducted entirely on the emulator included in the Android 

SDK. This emulator provides most of the Android based mobile device functions; it 

also supports the Android Virtual Devices (AVDs) configuration; this allows, among 

other things, specify the version of the platform that will be used and the hardware 

capabilities of the simulated device. 

AugNav was designed to operate on mobile devices with Android 2.2 operating 

system and the following hardware requirements: built-in camera, touch-screen 

(resolution 320*480 and 160dpi), wireless connectivity, GPS receiver, accelerometer, 

and orientation and magnetic sensors. 
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            Fig. 5. a) 2d Map                                    (b) 3D Scenario 

 

The API v0.6 enables the connection with OpenStreetMap. This API allows for 

calls to create, read, update and delete the three types of basic elements that constitute 

the maps. Each call, as appropriate, returns or waits data in XML format. 

During the application’s test session, several static and dynamic tests were run. The 

most important are described below: 

Declination Test. This test verifies that points of interest located in areas with 

different magnetic declination are correctly visualized. The test was run for several 

test areas, with different magnetic declinations. 

Poinst of interest representation’s test. This test verifies the relationship between 

orientation and distance from the observer to points of interest and their 

representation in the augmented reality interface. Several positions and orientations 

were chosen; for these parameters, points of interest at different distances within the 

field of view were selected. 

Data update test. To evaluate the performance of the data updating strategy, we 

simulated a user carrying a mobile device with AugNav traveling along a geographic 

area. To simulate a continuous and predictable motion KML files containing a series 

of locations belonging to a tour were generated and sent to the virtual device. This 

information was matched against the data obtained from the OpenStreetMap oficial 

site along the tour points. 

5 Conclusions and Future Work 

Despite the technological advances of recent years have enabled the development of 

new and more versatile prototypes in the field of MARS, very few have succeeded as 

commercial solutions. Many of the technical challenges posed originally have been 

solved, but there are still difficulties which make unfeasible the widespread use of 

these technologies. Limitations in the accuracy of positioning and orientation of the 

devices over large areas, auto-calibration of sensors, battery life, display resolution 
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and graphic processing capabilities, are still very restrictive to achieve the widespread 

dissemination of AR on mobile devices. Additionally, applications for outdoor AR 

involve particularly complex challenges. This type of mobile system must be capable 

of operating in very different environments and conditions and often disadvantageous, 

such as exposure to adverse weather conditions, vibration and use for extended 

periods of time. However, AR has great potential to revolutionize the way you 

perform the most varied human activities.  

However, AR represents a new option over current alternatives in entertainment, 

and a truly useful and versatile tool in the organization and contextualization of 

information. The characteristics of today's commercial mobile devices allow different 

MARS be available to users in general. This arises from the developer's point of view, 

a major challenge in the design and development of AR applications for these 

devices. 

We have presented the design and implementation of AugNav a mobile augmented 

reality application 2D and 3D in real time. From the design and implementation of 

AugNav, we analyzed the capabilities offered by Android as a platform for 

development and testing of applications for outdoor AR. With regard to development, 

Android makes easy not only the access to resources on the device (GPS, sensors, 

camera and connectivity) but also the generation of synthetic graphics overlaid on the 

video in real time. In regard to testing applications for outdoor AR, the absence of 

official tools to facilitate the simulation of sensors, and the limited control in the 

location information management, hinder the development of tests that otherwise 

would be performed on actual devices (with all the complications that this entails).  

This work constitutes the starting point for the development of outdoors 3D mobile 

AR applications. We are working on the completion of outdoors interactive 3D real-

time visualization with good graphic quality as an overlay of the real-world situation, 

on a mobile phone. This is a challenging research field where mobile devices are used 

for registering 3D graphics within unconstrained outdoor environments. 
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