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—— Abstract

Recently, there has been focus on determining the conditions under which the data processing

inequality for quantum relative entropy is satisfied with approximate equality. The solution of
the exact equality case is due to Petz, who showed that the quantum relative entropy between
two quantum states stays the same after the action of a quantum channel if and only if there
is a reversal channel that recovers the original states after the channel acts. Furthermore, this
reversal channel can be constructed explicitly and is now called the Petz recovery map. Recent
developments have shown that a variation of the Petz recovery map works well for recovery in
the case of approximate equality of the data processing inequality. Our main contribution here is
a proof that bosonic Gaussian states and channels possess a particular closure property, namely,
that the Petz recovery map associated to a bosonic Gaussian state ¢ and a bosonic Gaussian
channel N is itself a bosonic Gaussian channel. We furthermore give an explicit construction of
the Petz recovery map in this case, in terms of the mean vector and covariance matrix of the
state 0 and the Gaussian specification of the channel N.
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1 Introduction

1.1 Introduction to recoverability in quantum information

Strong subadditivity of quantum entropy is one of the cornerstones of quantum information
theory, on which many fundamental results rely. Defining the conditional mutual information
of a tripartite state papc as

I(4; B|C), == S(AC), + S(BC), — S(ABC), — 8(C),, (1)
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where S(G), = —Trloglogog| is the quantum entropy of a state og of a system G,
strong subadditivity is equivalent to the non-negativity of conditional mutual information:
I(A; B|C), > 0. Initially conjectured in 1967 [55, 26], it was subsequently proven six years
later [35, 36]. Afterward, its equivalence to the data processing inequality for the quantum
relative entropy [68] was realized [66, 37, 38, 56]. This latter inequality has the form

D(plle) = DN (p)[IN(0)), (2)

being valid for all states p,c and all quantum channels A/ (completely positive, trace-
preserving maps). Here, the quantum relative entropy is defined for quantum states p and o
as

D(pllo) = Tr[p(log p — log )], (3)

whenever the support of p is contained in the support of o, and it is set to +00 otherwise
[68].

The interest in strong subadditivity has not fallen over time, and many different proofs
for it have been proposed in the last four decades (see for instance [43]). At the same time,
new improvements of the original inequality have recently been found. Extending methods
originally proposed in [17], an operator generalization of strong subadditivity was recently
proven in [28].

A line of research which is of particular interest to us focuses on investigating the conditions
under which strong subadditivity, or more generally the data processing inequality for relative
entropy, is satisfied with equality or approximate equality. The solution of the exact equality
case dates back to the 1980s: in [50, 51, 52], it was shown that the relative entropy between
two states stays the same after the action of a quantum channel if and only if there is a
recovery channel bringing back both images to the original states. Furthermore, this reversing
channel can be constructed explicitly and now takes the name Petz recovery map. Afterward,
[42, 41] proved a structure theorem giving a form for states and a channel saturating the
data-processing inequality for relative entropy, and, related to this development, the form of
tripartite states satisfying strong subadditivity with equality was determined in [24].

Characterising the structure of states for which strong subadditivity is nearly saturated
requires different techniques, and progress was not made until more recently. In 2011, a lower
bound on conditional mutual information in terms of one-way LOCC norms [40] was proven
in [9], the motivation for [9] lying in the question of faithfulness of an entanglement measure
called squashed entanglement [14] (see also [64, 65] for discussions related to squashed
entanglement). Later on, a conjecture put forward in [75] proposed another operationally
meaningful remainder term for the relative entropy decrease induced by a quantum channel,
given by the relative entropy between the state p and a “recovered version” of A (p). The
authors of [75] proposed the following conjecture as a refinement of (2):

Diplle) = DN (0)IN(0) + D(pl[(Roar o M) (0)) (4)

where R, » should be a quantum channel depending only on ¢ and A and such that
(RoaroN)(0) = 0. The authors of [75] proved (4) in the classical case, when the states p and
o commute and the channel is classical as well, and they showed how the recovery channel in
this case can be taken as the Petz recovery map. This conjecture has now been proven in a
number of special, yet physically relevant cases as well [2, 11, 39, 32, 3]. Unfortunately, the
authors of [75] showed that in the general quantum case, R, in (4) cannot be taken as
the Petz recovery map. For further details, see also [29, 33], and for related conjectures, see
[7, 59].
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While the general form of the conjecture in (4) remains unproven, in [18], it was shown
that if the conditional mutual information I(A; B|C'), is small, then the state papc can be
very well approximated by one of its “reconstructed” versions Re—,go(pac). That is, the
authors of [18] proved the following inequality:

I(A; B|C), > —log F(papc,Rc—nc(pac)), (5)

where F' denotes the quantum fidelity [67], defined as F(w,7) := |\/wy/7||} for quantum
states w and 7, and Ro_pc is a recovery channel taking an input system C' to output
systems BC'. Furthermore, the channel R¢o_,pc can be taken as the Petz recovery map
up to some unitary rotations preceding and following its action, but note that the unitary
rotations given in [18] generally depend on the full state papc.

After the result of [18] appeared, much activity surrounding entropy inequalities and
recovery channels occurred. An alternative and simpler proof of the faithfulness of squashed
entanglement following the lines of [75] immediately appeared [33], while an alternative proof
of (5) that makes use of quantum state redistribution [15, 76] appeared in [10]. In [62], an
important particular case of (5) was proven; that is, it was shown that the recovery map in (5)
can be chosen to depend only on pge and to obey Ro—,go(pe) = pse. A different approach
was delivered in [71], based on the methods of complex interpolation [6] and generalized
Rényi entropies [7, 59]. The main result of [71] states that a lower bound on the decrease in
relative entropy induced by a quantum channel is given by the negative logarithm of the
fidelity between the first state and its recovered version, which is a step closer to the proof
of the conjecture in (4). However, the recovery term in [71] is weaker than the right-hand
side of (4), and the map appearing in it lacks one of the two properties that it is required to
obey. Another step toward the proof of the conjecture in (4) was performed in [27], where a
more general tool from complex analysis [25] and the methods of [7, 59, 71] were exploited
in order to prove a statement similar to (4), with the relative entropy on the right-hand side
substituted by a negative log-fidelity, but with the recovery map depending only on ¢ and A
and furthermore satisfying R, ar(N (o)) = 0. Meanwhile, a different proof approach based on
pinching was delivered in [63], and then a systematic method for deriving matrix inequalities
by forcing the operators to commute via the application of suitably chosen “pinching maps’
was proposed in [61]. This method as well as the complex interpolation techniques in [16]

)

can be also applied to prove multioperator trace inequalities [16, 61, 72], which generalise
the celebrated Golden-Thompson inequality Tr[eX Y] < Tr[eXe¥] (X, Y hermitian) and the
stronger statements given in [34]. The results of [61] also marked further progress toward
establishing the conjecture in (4).

1.2 Introduction to quantum Gaussian states and channels

A major platform for the application of quantum information theory to physical information
processing is constituted by quantum optics [20] with a finite number of electromagnetic
modes or quantum harmonic oscillators. From the mathematical perspective, this framework
can be thought of as quantum mechanics applied to separable Hilbert spaces endowed with a
finite number of operators obeying canonical commutation relations [58].

A typical free Hamiltonian of such a system is quadratic in the canonical operators, and
in fact, a special role within this context is played by ground or thermal states of such
Hamiltonians, commonly called Gaussian states. These states define a useful operational
framework for several reasons, stemming from both physics and mathematics [1, 58]. From
the physical point of view, they are easily produced and manipulated in the laboratory and
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can be used to implement effective quantum protocols [4, 69]. Mathematically convenient

properties that qualify them as defining a legitimate framework include

1. the closure under so-called Gaussian unitary evolutions, that is, unitaries induced by
piecewise time evolution via quadratic Hamiltonians, as well as more generally

2. the closure under Gaussian channels, which can be understood as the operation of adding
an ancillary system in a vacuum state, applying a global Gaussian unitary, and tracing
out one of the subsystems [12].

Recently, more advanced “closure” properties have been established, such as the optimality

of Gaussian states for optimising the output entropy of one-mode, phase-covariant quantum

channels, even when a fixed value of the input entropy is prescribed [23, 48, 46, 47]. These

facts have the striking implication that it suffices to select coding strategies according to

Gaussian states in order to achieve optimal rates in several quantum communication tasks

(22, 73, 21, 54, 74, 47].

1.3 Summary of main result

The main contribution of our paper is a proof that Gaussian states and channels possess
another closure property: the Petz recovery map associated to a Gaussian state o and a
Gaussian channel NV is itself a Gaussian channel (see Theorem 1). Additionally, we achieve
this result through an explicit construction of the action of such a Gaussian Petz channel,
which lends itself to multiple applications. For instance, with the formulas we provide, it is
possible to construct a counterexample to the inequality in (4), in which all the states and
channels involved are Gaussian and R, as is the Petz recovery map. This is similar to what
happens in the finite-dimensional case. Another application of our main result is a more
explicit form for an entropy inequality from [27], whenever the states and channel involved
are Gaussian.

This paper is structured as follows. In Section 2, we review some background material
and establish notation. In particular, we review the Petz recovery map (Section 2.1) and
bosonic Gaussian states and channels (Section 2.2). In Section 3, we state our main result,
Theorem 1, which establishes that the Petz recovery map for a Gaussian state o and a
Gaussian channel N is itself a Gaussian channel, and we give an explicit form for it in terms
of the parameters that characterize o and N. Corollary 2 establishes a similar result for the
rotated Petz maps from [71]. For our detailed proof of Theorem 1, we refer to [30, Sections
3.1-3.4]. We conclude in Section 4 with a summary and some open questions.

2 Background and notation

2.1 Petz recovery map

As discussed in Section 1.1, the Petz recovery map is a notable object playing a crucial
role in the theory of quantum recoverability. It has been interpreted in [31] as a quantum
generalization of the Bayes rule from probability theory. Given a state o and a channel N,
the associated Petz map P, nr is defined as a linear map satisfying the following [50, 51, 44]:

(A,NT(B))y = (P) 5 (A), Blx(o), VA, B, (6)

ag

where A and B are bounded operators and the weighted Hilbert—Schmidt inner product is
defined for bounded operators 7 and 7, and a trace-class operator £ as

(T1,72) = Te[r] /275612, (7)
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The map P, is unique if N'(0) is a faithful operator [50, 51, 44], and otherwise, it is unique
on the support of this operator. If o acts on a finite-dimensional Hilbert space and N is a
quantum channel with finite-dimensional inputs and outputs, then the Petz map takes the
following explicit form [24]:

Pon(w) = oV2NT (N(J)_1/2wj\/(o)_1/2) ol/? (8)

where NV (0)~1/2 is understood as a generalized inverse (i.e., inverse on the support of N (c)).
Sometimes we the dependence of P on ¢ and A for the sake of simplicity. A rotated Petz
map P(tffN for t € R, a state o, and a channel AV is defined as [71]

Pl y(w) = 0" Pon (N (o) "wN (0)")o™", (9)

with 0% = exp(itlog o) being understood as a unitary evolution according to the Hamiltonian
logo.

2.2 Quantum Gaussian states and channels

Here we provide some background on quantum Gaussian states and channels (see [12, 1, 58] for
reviews). An n-mode quantum system is described by a density operator acting on a tensor-
product Hilbert space. To the jth Hilbert space in the tensor product, for j € {1,...,n}, we
let z; and p; denote the position- and momentum-quadrature operator, respectively. These
operators satisfy the canonical commutation relations: [z;, px] = id; %, where we have set
h = 1. It is convenient to form a vector r = (x1,...,2n,p1,...,Pn)’ from these operators,
and then we can rewrite the canonical commutation relations in matrix form as follows:

[r, 7] = i€, (10)
where
10 1
Q= {_1 0} ® In, (11)

and I,, denotes the n x n identity matrix. We often make use of the identities Q7 = I and
Qf = —Q.

The displacement (Weyl) operator D, plays an important role in Gaussian quantum
information, defined for z € R?" as

D, = exp(izTQr). (12)
For z1, 25 € R?", the displacement operators satisfy the following composition rule:
D.\D., = D, e 27197, (13)

It can be shown that displacement operators form a complete, orthogonal set of operators,
and their Hilbert—Schmidt orthogonality relation is as follows:

TI'[DZID,ZA = (27‘1’)”(5(2’1 — 22). (14)

Moreover, due to their completeness, these operators allow for a Fourier-Weyl expansion of a
quantum state, in terms of a characteristic function. In more detail, a quantum state p has a
characteristic function x,(w), defined as

Xp(w) = Tr[pD ], (15)
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and the original state p can be written in terms of x,(w) as

d*"w
The mean vector s, € R?" and 2n x 2n covariance matrix V, of a quantum state p are defined
as
sp = (r), = Tr[rp], (17)
Vo= ({r—sp,r" = s}, = Ti[{r —s,,7" = 57 }o]. (18)

It follows from the above definition that the covariance matrix V, is symmetric.

A quantum Gaussian state is a ground or thermal state of a Hamiltonian that is quadratic
in the position- and momentum-quadrature operators. In particular, up to an irrelevant
additive constant, any such Hamiltonian has the form 3 (r — s)" H (r — s), where s € R2"
and H is a 2n X 2n positive definite matrix that we refer to as the Hamiltonian matrix. Then

a quantum Gaussian state p takes the form

p= 27 e (5= 5T 5)). (19)

where Z, = Tr[exp(—4(r — 5,)"Hp(r — 5,))] and one can show that (r), = s, € R*" (i..,
s, is the mean vector of p). Defining

O H
V, = coth(Z 5 p) 182, (20)

one can also show that V) is the covariance matrix of p, whose matrix elements satisfy
VIik = ({r; — si,ry — sk}), and the Heisenberg uncertainty relation [60]:

V, +iQ > 0. (21)

A quantum Gaussian state is faithful (having full support) if V,, +iQ > 0.
A quantum Gaussian state p with mean vector s, and covariance matrix V, has the
following Gaussian characteristic function:

o) = exp (-1 (0)7 V20 +i (@) s, ) (22

so that it can be written in the following way:

P / ((Z;i exp (i Q)" V,Quw + i (Qu)” s,,> Du. (23)

After a change of variables (w — Quw), this representation becomes

d*"w 1 5 T
p:/w exp<—4w Vow — dw sp> Dqy,. (24)

A quantum Gaussian channel is a completely positive, trace-preserving map that takes
Gaussian input states to Gaussian output states. A quantum Gaussian channel N that takes
n-mode Gaussian input states to m-mode Gaussian output states is specified by a 2m x 2n
transformation matrix X, a 2m x 2m positive semi-definite, additive noise matrix Y, and
a displacement vector § € R?". The action of such a channel on a generic state p with
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characteristic function x,(w) is to output a state N'(p) having the following characteristic
function:
1 .
XN () (w) = X, (AT XTQu) exp (—4 Q)" YQuw + i (Qu)" 6) . (25)
Then the channel A leads to the following transformation of the covariance matrix V and
mean vector s of an input quantum Gaussian state:

T
N {V — XVX'+Y (26)

s — Xs+96

The matrices X and Y should satisfy the following condition in order for the map N to be
completely positive:

Y +iQ > iXQXT. (27)

The adjoint of a quantum channel N is defined as the unique linear map satisfying the
following for all A and B:

(A,N(B)) = (NT(4), B), (28)

where B is an arbitrary trace-class operator, A is an arbitrary bounded operator, and the
Hilbert—Schmidt inner product is defined for operators A; and As as (A, Ag) = Tr[AIAQ].
The adjoint map N is completely positive and unital if A" is completely positive and trace-
preserving. The action of the adjoint Nt of a quantum Gaussian channel N defined by (26)
is as follows [12, 19], when acting on a displacement operator Dg,:

. 1
N (Dg.) = Doxr, exp (—42TYZ + izT(5> ) (29)

The action of the adjoint Nt on a quantum Gaussian state with covariance matrix V and
mean vector s is then to output a quantum Gaussian operator described by covariance matrix
X1 (V+Y)X~T and mean vector X ~!(s — §) whenever X is invertible [19, Appendix BJ.
We summarize these transformation rules as follows:

(30)

NV o XX T
s — X (s—90)

Typically one thinks of the channel A as acting in the Schrodinger picture, taking input states
to output states, and one thinks of the adjoint AT as acting in the Heisenberg picture, taking
input bounded operators to output bounded operators. So this is why we have specified the
channel A in terms of its action on characteristic functions, which describe states, and the
adjoint AT in terms of its action on displacement operators, a natural choice of bounded
operators in our context here.

Often we find it useful to write

o= DIUUODSU, (31)

where o( is a Gaussian state with the same covariance matrix as ¢ but with vanishing mean
vector. Analogously, the channel NV in (25) admits the following decomposition:

N(-) = DINy(-)Ds, (32)
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where Ny is a zero-displacement Gaussian channel, acting as in (26) but with 6 = 0. Taking
the adjoint gives

NT() = NG (Ds()D]) (33)
Applying N to o yields

N(o) = D;(S+§NO(O-O)DXS+57 (34)
which follows from (26). We also make use of the following channel covariance relations:

N(DL(')DW) = D;(7+5N0(')DX7+67 (35)

NT(DTY(')DW) = D;(—l(y_(s)-/\/oT(')DXfl(vfa)v (36)

which follow from (25), (26), (29), and (30). Note that (36) holds whenever X is invertible.
Finally, given a Gaussian state ¢ with mean vector s, and covariance matrix V,, we

it = exp(itlogo) for t € R. By using the

representation in (19) with the Hamiltonian matrix H,, we can write the unitary o' as

can consider a unitary rotation of the form o

o't = eXp(—; (r—sq)" Hot (r — So)> exp(—itlog Z) (37)
- D, [exp<;TT (—Ht) r) exp(—it log Za)} Ds,, (38)

where we have used the fact that (r — s,)" H, (r — so) = D_,,rTH,rD,, and the operator
identity Bexp(A)B~! = exp(BAB™!). The unitary o is a Gaussian unitary because it
is generated by a Hamiltonian no more than quadratic in the position- and momentum-
quadrature operators. Let us define the symplectic transformation corresponding to the
unitary exp (21’ (—Hyt)r) as

Sot = exp(RHyt), (39)
so that
oltrog™ = So,—t (r — $5) + So, (40)

where we used that Ds;_rD_,_ = r+ s,. The above formula implies that

Vyitwo—it = SaVuSEy, (41)
Sgityo—it — Sg,t(sp — Sa) + So- (42)

3 Main result: Petz map as a quantum Gaussian channel

Our main result is the following theorem:

» Theorem 1. Let o be a quantum Gaussian state with mean vector s, and covariance
matriz V,, and let N be a quantum Gaussian channel with its action on an input state as
described in (26). Suppose furthermore that N'(o) is a faithful quantum state. Then the Petz
recovery map Py nr 15 a quantum Gaussian channel with the following action:

PU,,/\/Z {V — XPVX}Z;-FYP

4
s +— Xps+dp ’ (43)
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where

1
Xp =T+ (V,9) 2V, XT\1+ (Vi) Vo

(44)

Yp =V, — XpVn(o)Xp (45)
O0p =80 — Xp (Xsy +0), (46)
Vi) = XV, X" +Y. (47)

That is, Py in (43) is the unique linear map satisfying (6) for o and N as described above.

The following corollary is a direct consequence of Theorem 1 and the discussion surround-
ing (37)—(40):

» Corollary 2. For o and N as given in Theorem 1, the rotated Petz map PE,N (defined in
(9)) is also a quantum Gaussian channel with the same action as the Petz recovery channel
Pon but with the substitutions

Xp = Xp = S0t XpSn (o)t (48)
Yp = Y = 8,,YpSL,, (49)
Sp =0 =5, — Xb(Xs, +6). (50)
That is, 73;]\/ is a quantum Gaussian channel with the following action:
t t\T t
Pl V — XfV(Xf) +Yp (51)
s — Xps+0p

» Remark. The following entropy inequality was proven to hold whenever p and o are density
operators and A is a quantum channel [27]:

D(pllo) > DN (p)|IN (o)) — /Rdt p(t)log F(p, (PL3: o N)(p)), (52)
where p(t) := Z(cosh(nt) + 1)~! is a probability distribution parametrized by ¢ € R. In
the case that p and o are quantum Gaussian states and N is a quantum Gaussian channel,
Corollary 2 allows us to conclude that Pf,/ﬁ[ is a quantum Gaussian channel for all ¢ € R.
Furthermore, there are explicit, compact formulas for the relative entropy [57, 13, 53] and
fidelity [49, 70, 5] of two quantum Gaussian states. In both cases, the formulas are given
exclusively in terms of the mean vectors and covariance matrices of the involved states. Thus,
when the states and channel involved are all Gaussian, the above inequality can be rewritten
in a simpler form involving only finite-dimensional matrices instead of trace-class operators
acting on infinite-dimensional Hilbert spaces.

The forthcoming subsections sketch the first steps of our proof of Theorem 1, and a
detailed, complete proof can be found in [30]. Before delving into our proof, we highlight our
proof strategy, which proceeds according to the following steps:

1. Ewen though the explicit form of the Petz map in (8) is not generally valid in the infinite-
dimensional case because the inverse of a density operator may be unbounded, we work
with it anyway, as an ansatz (call this Ansatz 1). Under Ansatz 1, we first show that
it suffices to consider the case when the state o is a zero-mean Gaussian state and the
channel A does not apply any displacement to the mean vector of its input, so that
s¢ =0 and § =0, with § defined in (25) and (26).

10:9
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2. Under the same Ansatz 1, we arrive at the hypothesis that (43) gives the explicit form
for the action of the Petz map on a Gaussian input state. Recall from (8) that the Petz
map is a serial concatenation of three completely positive maps:

() = N(o) V()N (o)1, (53)
() = NT(), (54)
() = o' /2()at/2, (55)

To handle the first completely positive map in (53), we proceed with an additional
ansatz (Ansatz 2) that taking the inverse of a Gaussian state corresponds to negating
its covariance matriz. This is motivated by the representation in (19), in which inverting
the density operator has the effect of negating the Hamiltonian matrix, which in turn
has the effect of negating the covariance matrix due to the fact that arcoth is an odd
function. Furthermore, results of [5, Appendix B-2] allow us to conclude that sandwiching
a Gaussian state by the square root of another Gaussian state is a Gaussian map resulting
in another unnormalized, Gaussian state. To handle the second map in (54), we can
directly apply a result given in [19, Appendix B], which gives an explicit form for the
action of the adjoint of a Gaussian channel on a Gaussian state (see also the review in
(30)). We also work with a final Ansatz 3, which is the assumption that the matriz Xin
(26) is invertible. Later, we show how this assumption is not necessary. To handle the
third completely positive map in (55), we again apply the aforementioned result about
sandwiching a Gaussian state by the square root of another.

3. After arriving at an explicit form for the Petz map by using Ansatzes 1-3, we verify
that this explicit form satisfies the equations in (6) whenever the operators A and B are
Hilbert—Schmidt operators.

4. We finally employ a limiting argument to conclude that if (6) is satisfied when A and
B are Hilbert—Schmidt operators, then the equations are satisfied when A and B are
arbitrary bounded operators. By a result of [50, 51, 44], we can finally conclude that the
Gaussian channel given in Theorem 1 is the unique quantum channel satisfying (6). This
step then concludes our proof of Theorem 1.

In the subsections that follow, we provide details of the first two steps above, and we refer to
[30] for the rest of the steps of our proof of Theorem 1.

3.1 Step 1: Sufficiency of focusing on zero-mean Gaussian states and
zero-displacement Gaussian channels

As mentioned above, we employ Ansatz 1 in this first step, in which we work with the
explicit form of the Petz map in (8), in spite of the fact that the inverse of a Gaussian
density operator is unbounded. Let o be a quantum Gaussian state with mean vector s,
and covariance matrix V,,, and let A/ be a quantum Gaussian channel with the action on an
input state as described in (26).

In this first step, we show how it suffices to consider the case s, =0 = 0 in (8). To see
this, consider the action of the Petz map P, »- on an arbitrary input state w:
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Pon(w) =a'/2NT (N(a)_l/QwN(a)_l/Q) ot/? (56)
= (Diaoé/zDSa) NJ [D5D;SG+5NU(O'0)71/2DXSG+5 UJDLSU+6N0(0’0)71/2DX50+5D3;]
x (DI, a3/? D) (57)

1/2 _ ; _
= (Dlgf’o/ DSU)NJ I:DLSONO(‘TO) V2D x oy 5w D, sNo(o0) 1/2st<,]

x (Dloa;/QDSU) (58)
=D! o)/?D., lel(XSg)Ng [No(ao)*l/QDXSUMwD;SaMNO(aO)*l/Z]

XDy DLyl 2D, (59
=Dl og/* N [No(o0) ™ /* Doy rsw D, sNo(o0) /%] 03/ Ds, (60)
= DI, Pogno (PxsstswDk, ys5) Deo - (61)

For the first equality, we use the definition of the Petz map and Ansatz 1. The second
equality follows from (31)-(34) and the fact that f(UAU') = Uf(A)U' for a function f,
a unitary operator U, and a Hermitian operator A. The third equality follows because
D5D;(s(, 5= D;(sr, €' for ¢ a phase. The fourth equality follows from the adjoint channel
covariance relation in (36) and Ansatz 3. The fifth equality follows because Dj, DL, U(Xsy) =

e'?I for some phase ¢. The final equality follows by recognizing the form of the Petz map
Poy Ny, corresponding to the zero-mean state oo and the zero-displacement channel Nj.

The above reasoning suggests that we should focus on determining an explicit form for
Poo. N, (w). That is, the above reasoning suggests that an arbitrary Petz map P, nr can be
realized as a serial concatenation of the displacement Dx_ 45, the Petz map Py, A, , and the
displacement DI,U. After we give an explicit form for P, x;, as a quantum Gaussian channel
with matrices Xp and Yp, it should become clear why the displacement dp in the Petz map
Po.n has the form in (46).

3.2 Step 2: Deducing a hypothesis for an explicit form for the Petz
map, by considering Gaussian input states

In this step, we continue working with Ansatzes 1-3, with our main objective being to arrive
at a hypothesis for the action of the Petz recovery map Py, A, on the mean vector and
covariance matrix of an input Gaussian state. Here we consider the serial concatenation of
the three completely positive maps in (53)—(55). We begin by considering the action of the
last completely positive map on a zero-mean Gaussian input state wg. To this end, recall
from [5, Appendix C] that if wy and o are zero-mean Gaussian states, then /oowo./0¢ is an
(unnormalized) Gaussian operator with zero mean vector and covariance matrix given by

Vsowovss = Voo = (Vs = Vo) (Vo + Vi) ™' (Visos — Vi) - (62)

Applying a formula from [5, Appendix B-2] (while noting our different convention for Gaussian
states), we find that

Voo = (\/I+(VUOQ)_2+I) Voo » (63)
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which is a symmetric matrix because V,, is. Indeed, consider that

Vi = K I+ (Voo )2 + I) Vgor =V, ( I+ (V) 2 + I) (64)

=Q7'Ov,, (\/I + (V) % + I) =Q! ( I+ (QV,) 2+ 1> v, (65)

_ <\/Q—1 1+ ©v,,)7] 9 +1> V,, = <\/[I+ (@10, 9) 7] +I> Voo (66)
= (\/H(‘/TwL I) Voo = Vs (67)

The equality in (63) implies that

Vies = Voo = I+ (Voy )" Vo, (68)

and in turn, after substituting into (62), that

V\/%WO\/% = VUO Y, I+ (VUOQ)72VUO (an + V00)71 VUO V I+ (QV00)72' (69)

Thus, (69) establishes the action of the completely positive map () — \/o0(-)y/00 on an
arbitrary zero-mean Gaussian state wy.

From this discussion we already start seeing that the Petz map constructed out of a
Gaussian state o and a Gaussian channel A/ should send normalized Gaussian states to
normalized Gaussian states, because (i) conjugation by the square root of a Gaussian state
(or the inverse square root of a Gaussian state as we will see) preserves the Gaussian form; (ii)
the adjoint of a Gaussian channel is still Gaussian; and (iii) the Petz map is a priori known to
be trace-preserving whenever A'(o) is a faithful state [50, 51, 44]. Then, [45, Theorem I11.1]
ensures that P must act as in (26), for some Xp, Yp, and dp to be determined.

With this preliminary identity in hand, we are ready to determine a hypothesis for the
explicit action of Py, a;. For the sake of simplicity, we consider the input Gaussian state
to have vanishing first moments. In any case, since we are working to deduce a hypothesis
for an explicit form for the Petz map, this is by no means a loss of generality. By applying
(69) and Ansatz 2 (that the following density operator transformation w — w™! induces the
transformation V,, — —V,, on the level of covariance matrices), we can conclude that the
completely positive map in (53) has the following effect on covariance matrices:

V\/ND(UO)_lwo\/ND(Uo)_l

-2 —1 -2
= Vo) = VI+ (W@ ®) Ve Vo = Vi) VvV I+ (V) - (70)
In the above, we have also used the identities Vi, (5y) = V(o) and V,,, = V. So now we

consider further concatenating with the completely positive map in (54), by applying (30)
and Ansatz 3 (that X is invertible):

\4 _ =
N/ No(e0) Lo/ No(eo)h

x [—VN(G) AT+ (Vw@2) Vv (Vo = Vivtr)~ Viveor\/ T+ (Vo)) + Y:| xT. (1)
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But consider that Vy(,) = XV, X7 + Y, so that (71) simplifies as follows:

14 - _
NI VNG e) T wov/Noleg) )

= x! [ (XVC,XT +Y)

—\/I+ (VN<U>Q)_2VN<U> (Vw - VN(a))_l VNW\/W+ Y} X
- x! |:—XVUXT - \/WVNW (Vo = V) Vw1 + (QVNW))Q} X (72)

= Vo - X T+ (Vv)2) Vo) (Vo = Vivtoy ) Vivior\/ T+ (W) X (73)

So then we can finally consider the serial concatenation of the three completely positive
maps in (53)—(55):

v _ _
VEoN (VNa(e0) T wov/Noleo) v

=V, — /T + (V,Q) "2V,

—1
x (—VU X1+ (Veor?) Vvt (Vo = Vivio) Vv \f T+ (QVioy) X7 + VU>
X Vor/ I+ (QV,)~2 (74)

=V, — /I + (Vo) 2V,

x <—X1\/I+ (Vi) Viroy (Vo = Vi)~ Viviony/ T+ (QVN(U))_QXT>

X Vor/ T+ (QV,) 2 (75)

-1

= Vo + VT + (Vo) 2V X1+ (o)) Vil (Vo = Vi)
-1

-1 -2 —
X Vot T+ (VN((,)Q) XVor/T+ (Vo)~2. (76)

-1

An inspection of (76) above suggests that the Petz map Py, A, is a quantum Gaussian
channel with the following action on an input covariance matrix V,:

VPUO,_/\/’U (WO) = XPV(.UX}: + }/P7 (77)
where

Xp =T+ (Vo) Vo X"\ T+ () Vil (7%)

Yp=V, — XPVN(O')XIZ':’ )

Combining with the development in Section 3.1, the results in (77), (61) and [45, The-
orem III.1] imply that in general

Po { s +— Xps+dp ’ (80)
where
5PESU—XP(XSU—|—5), (81)
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and J is the vector appearing in (26); it follows because

Pon(w) = D! Poy p, (DXSUMwD;(SU . 5) D,,, (82)
which implies that
5P, nr(w) = XP(5w — X55 —9) + 5. (83)

So by using Ansatzes 1-3, we have arrived at our hypothesis (80) for the Gaussian form of
the Petz map P, nr- In [30], we give the final steps of the proof that the Gaussian channel
specified in (80) is indeed equal to the Petz map P, pr.

4  Conclusion

The main result of this paper is Theorem 1, which establishes an explicit form for the Petz
map as a bosonic Gaussian channel whenever the state o and the channel A are bosonic
Gaussian. Our proof approach is first to consider three ansatzes in order to arrive at a
hypothesis for the Gaussian form of the Petz map. These ansatzes included 1) working
with the form of the Petz map in (8) in spite of the fact that [N (o))"
operator, 2) negating the covariance matrix of the Gaussian state o if o is inverted, and 3)

is an unbounded

assuming that the X matrix in (25), corresponding to a Gaussian channel, is invertible. After
deducing a hypothesis for an explicit form, [30] proves that this hypothesis is in fact correct,
by demonstrating that the Gaussian Petz channel satisfies the equations in [30, Equation
3.107] for all bounded operators A and B.

In future work, it would be interesting to determine whether the following inequality,
considered in [7, 59], could be satisfied whenever all of the objects involved are Gaussian:

D(pllo) = DIN(p)[IN(0)) —log F(p, (Po.x 0 N)(p))- (84)

More generally, one could consider the various inequalities proposed in [8] for the Gaussian
case.
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