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Abstract. We consider a phase-field system modeling phase transition phe-
nomena, where the Cahn–Hilliard–Oono equation for the order parameter is

coupled with the Coleman–Gurtin heat law for the temperature. The former

suitably describes both local and nonlocal (long-ranged) interactions in the
material undergoing phase-separation, while the latter takes into account ther-

mal memory effects. We study the well-posedness and longtime behavior of

the corresponding dynamical system in the history space setting, for a class
of physically relevant and singular potentials. Besides, we investigate the reg-

ularization properties of the solutions and, for sufficiently smooth data, we

establish the strict separation property from the pure phases.

1. Introduction. In the Nineties, G. Caginalp introduced the following phase-field
system

ϕt −∆µ = 0, µ = −∆ϕ+ Ψ′(ϕ)− ϑ, (1)

ϑt −∆ϑ = −ϕt, (2)
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in order to describe phase transition phenomena such as melting/solidification pro-
cesses, see [3] and [4]. Here, ϕ is the order parameter of the material undergoing
the transition process, ϑ is its (relative) temperature, and Ψ′ is the derivative of a
double-well potential of the form

Ψ(ϕ) =
1

4
(ϕ2 − 1)2. (3)

The model consists of the coupling of the Cahn–Hilliard equation, introduced in [5]
and [6], with the heat equation, assuming the usual Fourier law for heat conduction
(for simplicity, we have set all physical constants equal to 1 here). If we consider
instead a linearized version of the Coleman–Gurtin law (see [7]) which accounts
for (past) memory effects, we end up with the following equation for the relative
temperature

ϑt − kd∆ϑ−
∫ ∞

0

k(s)∆ϑ(t− s) ds = −ϕt, (4)

where k is a nonnegative and summable memory kernel and kd > 0 (we will take
kd = 1 in what follows). Systems (1)-(2) and (1)-(4) are known as conserved phase-
field models, in the sense that, when endowed with Neumann boundary conditions,
the spatial average of the order parameter is a conserved quantity. They both have
been much studied in the literature, see, e.g., [1, 2, 21], [12, 14, 16, 17] and the
references therein, mainly for regular potentials Ψ of the form (3). However, it is
well known since the pioneering papers by J.W. Cahn and J.E. Hilliard that, in this
context, logarithmic potentials of the form

Ψ(ϕ) =
Θ

2

(
(1+ϕ) ln(1+ϕ)+(1−ϕ) ln(1−ϕ)

)
−Θ0

2
ϕ2, where Θ0 > Θ > 0, (5)

are physically relevant, and provide a better description of transition processes.
This motivates the present paper, where the goal is to investigate the conserved
phase-field system with memory in presence of a general class of singular potentials
(see below), including the logarithmic prototype. Actually, we also generalize (1)
by considering the Cahn–Hilliard–Oono equation

ϕt −∆µ+ αϕ = 0, α ≥ 0, (6)

introduced in [24] (see also [28]) to account for long-ranged (i.e. nonlocal) inter-
actions. This equation was studied in [20] for regular potentials and in [15] for
logarithmic potentials.

In order to deal with (4) coupled with (6) as a dynamical system, it is convenient
to exploit the past history formulation proposed in [10]. Namely, we introduce the
auxiliary variable

ηt(s) =

∫ s

0

ϑ(t− y) dy,

so that, setting g = −k′, we (formally) arrive at the following problem:
ϕt −∆µ+ αϕ = 0,

µ = −∆ϕ+ Ψ′(ϕ)− ϑ,
ϑt −∆ϑ−

∫∞
0
g(s)∆η(s) ds = −ϕt,

ηt = −ηs + ϑ,

(7)
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in Ω × (0,∞), where Ω is the domain occupied by the material, with boundary Γ.
We couple the system with the Neumann boundary conditions

∂nϕ = ∂nµ = ∂nϑ = 0 and

∫ ∞
0

g(s)∂nη(s) ds = 0 on Γ× [0,∞), (8)

and the initial conditions

ϕ(0) = ϕ0, ϑ(0) = ϑ0, η0 = η0 in Ω. (9)

Our aim in this paper is to study the well-posedness and the asymptotic behavior,
in terms of attractors, of (7)-(9) with singular potentials. This is a quite challenging
problem: indeed, as pointed out in [15] for the sole Cahn–Hilliard–Oono equation,
the occurrence of singular potentials combined with the Oono term introduces es-
sential difficulties. Furthermore, the memory effects yield a lack of regularization
on the temperature, making the longterm analysis delicate.

We also study the (strict) separation of the order parameter from the pure phases.
The latter is a very sensitive property in the context of the Cahn–Hilliard (see [23])
and Cahn–Hilliard–Oono (see [15] and [22]) equations and is only valid in one and
two space dimensions in general. In our case, due to the aforementioned lack of
regularization, we can prove this property for more regular initial temperatures
only.

2. Preliminaries.

2.1. Assumptions. We assume that Ψ is a quadratic perturbation of a singular
(strictly) convex function in [−1, 1], namely

Ψ(s) = F (s)− Θ0

2
s2,

where F ∈ C([−1, 1]) ∩ C2(−1, 1) fulfils

lim
s→−1

F
′
(s) = −∞, lim

s→1
F
′
(s) = +∞,

and there exists Θ > 0 such that

F
′′
(s) ≥ Θ, ∀ s ∈ (−1, 1). (10)

We assume that

Θ0 −Θ > 0,

so that Ψ has a double-well shape as in the prototype model (5). We also extend
F by F (s) = +∞ for any s /∈ [−1, 1]. Note that the above assumptions imply
that there exists s0 ∈ (−1, 1) such that F ′(s0) = 0. Without loss of generality, we
assume that s0 = 0 and that F (s0) = 0 as well. In particular, this entails that
F (s) ≥ 0 for all s ∈ [−1, 1].

Concerning the memory kernel, we suppose that k is a nonnegative summable
function of total mass equal to 1, having the explicit form

k(s) =

∫ ∞
s

g(y) dy,

where g ∈ L1(R+) is a nonincreasing, nonnegative, absolutely continuous function
satisfying, for some δ > 0,

g′(s) + δg(s) ≤ 0, ∀s > 0. (11)

We agree to denote
∫∞

0
g(s) ds = k(0) = κ.
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2.2. Functional spaces. Let N ≤ 3 and Ω ⊂ RN be a smooth bounded domain.
We denote by (H, 〈·, ·〉, ‖ ·‖) the space L2(Ω) (or [L2(Ω)]N according to the context)
endowed with the standard scalar product and norm. Besides, we denote by

Hσ = Hσ(Ω) = Wσ,2(Ω), σ > 0,

the standard Sobolev spaces, with scalar products 〈·, ·〉σ and norms ‖ · ‖Hσ . We will
use the notation V = H1, equipped with the norm

‖u‖2V = ‖∇u‖2 + ‖u‖2,

and we indicate by V
′

the dual space of V , by ‖ · ‖V ′ its norm and again by 〈·, ·〉
the duality product 〈·, ·〉V ′ ,V . Denoting by

〈u〉 =
1

|Ω|

∫
Ω

u(x) dx

the average of any measurable function u over Ω, let us recall that

‖u‖2V ≤ C
(
‖∇u‖2 + |〈u〉|2

)
, ∀u ∈ V.

We introduce the space of zero-mean functions and its dual space

V0 = {v ∈ V : 〈v〉 = 0} , V
′

0 = {f ∈ V ′ : 〈f, 1〉 = 0} .

We then consider the linear operator A : V → V ′ defined by

〈Au, v〉 =

∫
Ω

∇u · ∇v dx, ∀u, v ∈ V,

which is an isomorphism from V0 onto V
′

0 . Its inverse map

N : V ′0 → V0

satisfies

〈Au,N f〉 = 〈f, u〉 , ∀u ∈ V, ∀ f ∈ V
′

0 ,

〈f,N g〉 = 〈g,N f〉 =

∫
Ω

∇(N f) · ∇(N g) dx, ∀ f, g ∈ V
′

0 .

Moreover,

‖f‖∗ := ‖∇N f‖ = 〈f,N f〉1/2

is an equivalent norm in V
′

0 , and

1

2

d

dt
‖u(t)‖2∗ = 〈ut(t),Nu(t)〉 , for a.e. t ∈ (0, T ), ∀u ∈ H1(0, T ;V

′

0 ).

We denote by

‖f‖2V ′ := ‖f − 〈f, 1〉‖2∗ + |〈f, 1〉|2

the corresponding (equivalent) norm in V
′
.

In order to handle the convolution integral, we define as usual the so-called
memory spaces

Mσ = L2
g(R+; Hσ), 〈η, ξ〉Mσ =

∫ ∞
0

g(s)〈η(s), ξ(s)〉σds, σ ≥ 0,

where 〈·, ·〉σ is the scalar product in Hσ (we omit σ in the notation when σ = 0).
Then, we introduce the operator T :M1 →M1

Tη = −η′, D(T ) =
{
η ∈M1 : η′ ∈M1, η(0) = 0

}
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(where η′ denotes the derivative of η with respect to the internal variable s), which is
the infinitesimal generator of the strongly continuous semigroup of right translations
on the memory space M1. We now recall some well-established facts, see e.g. [9].

The representation formula. If ϑ ∈ L1(0, T ; H2), then, for every η0 ∈ M2, the
Cauchy problem {

ηt = Tη + ϑ,

η0 = η0,
(12)

has a unique (mild) solution η ∈ C([0, T ],M2) which has the explicit representation
formula

ηt(s) =

{∫ s
0
ϑ(t− y) dy, 0 < s ≤ t,

η0(s− t) +
∫ t

0
ϑ(t− y) dy, s > t.

Besides, ηt + ηs ∈ L2(0, T ;M2) and

〈ηt(t) + ηs(t), ψ〉M2 = 〈ϑ, ψ〉M2 ,

for every ψ ∈M2 and a.e. t ∈ [0, T ].

Compact embeddings. Despite the compact inclusions Hσ+1 b Hσ (σ ≥ 0), the
embedding Mσ+1 ⊂ Mσ is not compact, see [26]. To recover compactness, the
following Banach spaces are introduced:

Kσ+1 = {η ∈Mσ+1, ηs ∈Mσ, η(0) = 0, sup
x≥1

xT(x; η) <∞},

where

T(x; η) =

∫ ∞
x

g(s)‖η(s)‖2Hσ ds,

and the norm is given by

‖η‖2Kσ+1 = ‖η‖2Mσ+1 + ‖ηs‖2Mσ + sup
x≥1

xT(x; η).

It is well-known (see e.g. [13, Proposition 5.4]) that its closed balls are closed in
Mσ and the embedding

Kσ+1 bMσ

is compact.
We also recall the following result, useful to handle the norm in Kσ+1 (see [9],

Lemma 3.3 and Lemma 3.4).

Lemma 2.1. Assume that η satisfies the Cauchy problem{
ηt = Tη + ϑ,

η0 = 0,

on (0, T ), for some T > 0. Then, for every t ∈ (0, T ), we have ηt(0) = 0 and

‖ηs‖2Mσ + sup
x≥1

xT(x; η) ≤ c‖ϑ‖2Hσ .

Finally, we denote by

Hσ = Hσ+1 ×Hσ+1 ×Mσ+2, σ ≥ 0,

the hierarchy of the extended spaces, endowed with their natural scalar product.
Again, we omit the superscript σ whenever it equals zero. In particular,

M = L2
g(R+; H),
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H = V × V × L2
g(R+; H2) and H1 = H2 ×H2 × L2

g(R+; H3).

By the above discussion, we learn that

W = H2 ×H2 ×K3 ⊂ H1

is compactly embedded in H.

Notation. Throughout the paper c > 0 denotes a generic constant and Q(·) > 0
is a generic increasing function, only depending on the structural parameters of the
problem. Moreover, given any measurable function u, we set ū = u− 〈u〉.

3. Weak solutions and their basic properties.

3.1. Definition. Let (ϕ0, ϑ0, η0) ∈ H with Ψ(ϕ0) ∈ L1(Ω) and T > 0 be given. A
triplet (ϕ, ϑ, η) is called weak solution to the system (7)-(9) on [0, T ] if

(ϕ, ϑ, η) ∈ L∞(0, T ;H),

ϕ ∈ L∞(Ω× (0, T )), with |ϕ(x, t)| < 1 a.e. (x, t) ∈ Ω× (0, T ),

ϕ ∈ H1(0, T ;V ′) ∩ L2(0, T ; H2),

ϑ ∈ H1(0, T ;V ′) ∩ L2(0, T ; H2),

with
µ = −∆ϕ+ Ψ′(ϕ)− ϑ ∈ L2(0, T ;V ).

Besides, for a.e. t ∈ [0, T ] and every w ∈ V ,

〈ϕt(t), w〉+ 〈∇µ(t),∇w〉+ α〈ϕ(t), w〉 = 0,

〈ϑt(t) + ϕt(t), w〉+ 〈∇ϑ(t),∇w〉+

∫ ∞
0

g(s)〈∇ηt(s),∇w〉ds = 0,

and η is a mild solution of the Cauchy problem (12) on M2. Moreover, ϕ|t=0 = ϕ0

and ϑ|t=0 = ϑ0 a.e. in Ω.
We associate to each weak solution z its (finite) energy

E(z) =
1

2
‖z‖2H +

∫
Ω

Ψ(ϕ) dx.

3.2. Continuity of the weak solutions. It is apparent from the definition that,
since ϕ ∈ H1(0, T ;V ′) ∩ L2(0, T ; H2), then ϕ ∈ C([0, T ],H). Indeed, it is possible
to prove by a standard argument (see e.g. [8]) that ϕ ∈ C([0, T ], V ). On the other
hand, if we consider the third equation of (7) written for H = ϕ+ ϑ, namely

Ht = ∆ϑ+

∫ ∞
0

g(s)∆η(s) ds,

we learn by comparison that Ht ∈ L2(0, T ; H). This, together with H ∈ L2(0, T ; H2)
yields H ∈ C([0, T ], V ), and, in turn, ϑ ∈ C([0, T ], V ).

3.3. Conservation laws. Integrating (7)1 over Ω, we deduce that

d

dt
〈ϕ〉+ α〈ϕ〉 = 0, (13)

yielding
〈ϕ(t)〉 = 〈ϕ0〉e−αt, t ≥ 0. (14)



A SINGULAR CAHN–HILLIARD–OONO PHASE-FIELD SYSTEM WITH MEMORY 3039

Besides, we learn from the third equation of (7) that

d

dt
〈H〉 = 0,

whence the conservation law

〈H(t)〉 = 〈(ϕ+ ϑ)(t)〉 = 〈ϕ0 + ϑ0〉 =: 〈H0〉. (15)

The existence of a weak solution will be proved in Section 5 via an approxima-
tion procedure involving auxiliary problems in which the singular potential F is
substituted by a family of globally Lipschitz potentials Fλ converging (in a suitable
sense) to F as λ→ 0. This is done in the next two sections.

4. Approximating problems. Let us recall (see [11]) that, given F as in Section
2.1, for every λ > 0, there exists

Fλ : R→ R

such that

(i) Fλ is convex and Fλ(s)↗ F (s), for all s ∈ R, as λ→ 0.
(ii) F ′λ is Lipschitz continuous on R, with constant 1

λ , and F ′′λ (s) is nonnegative
for all s ∈ R.

(iii) |F ′λ(s)| ↗ |F ′(s)| for s ∈ (−1, 1) and F ′λ converges uniformly to F ′ on any
compact set M ⊂ (−1, 1).

(iv) Fλ(0) = F ′λ(0) = 0, for all λ > 0.

(v) For any 0 < λ ≤ 1, there exists C > 0 such that

Fλ(s) ≥ 1

4λ
s2 − C, ∀ s ∈ R, ∀λ ∈ (0, λ]. (16)

Accordingly, for any given λ > 0, we define

Ψλ(s) = Fλ(s)− Θ0

2
s2,

and we consider the following approximated problems (Pλ) in the unknown z =
(ϕ, ϑ, η): 

ϕt −∆µ+ αϕ = 0,

µ = −∆ϕ+ Ψ′λ(ϕ)− ϑ,
ϑt −∆ϑ−

∫∞
0
g(s)∆η(s) ds = −ϕt,

ηt = Tη + ϑ,

(17)

subject to the boundary and initial conditions (8)-(9), with the corresponding energy
functionals

Eλ(z) =
1

2
‖z‖2H +

∫
Ω

Ψλ(ϕ) dx.

Note that the solutions to the approximating problems satisfy the analogous con-
servation laws established in (14) and (15).

Thanks to the Lipschitz regularity of Fλ, exploiting a standard Galerkin method
and a basic energy estimate (see below), it is a standard matter to prove the fol-
lowing existence result.

Theorem 4.1. Let z0 = (ϕ0, ϑ0, η0) ∈ H. Then, for every λ > 0 and every T > 0,
(Pλ) has a weak solution z = (ϕ, ϑ, η) on [0, T ].
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In the next section we will prove several energy estimates for the solutions to
(Pλ) which are uniform with respect to λ. This is the main step allowing to pass to
the limit as λ→ 0 in order to find a solution to the original problem (7).

5. Energy estimates and existence of a weak solution. In what follows, α
belongs to a given compact subset J ⊂ [0,∞) and λ is fixed. Let

z0 = (ϕ0, ϑ0, η0) ∈ H be such that F (ϕ0) ∈ L1(Ω) and |〈ϕ0〉| = m < 1, (18)

and let

zλ(t) = z(t) = (ϕ(t), ϑ(t), ηt), t ≥ 0,

be any global solution to (Pλ) with initial datum z0. Throughout the section,
the generic constant Q > 0 depends on J , |〈ϕ0〉| and 〈H0〉 = 〈ϕ0 + ϑ0〉, but is
independent of λ and of the specific initial datum.

First, we prove some energy estimates in the less regular space

H̃ = V ×H×M1,

involving the weaker energy functionals

Ẽ(z) =
1

2
‖z‖2H̃ +

∫
Ω

Ψ(ϕ) dx, Ẽλ(z) =
1

2
‖z‖2H̃ +

∫
Ω

Ψλ(ϕ) dx.

Lemma 5.1. There exist ω̃ > 0 and λ > 0 such that, for any 0 < λ ≤ λ,

Ẽλ(z(t)) + ‖z(t)‖2H̃ +

∫ t+1

t

(
‖∇µ(τ)‖2 + ‖∇ϑ(τ)‖2

)
dτ ≤ cẼ(z0)e−ω̃t +Q, (19)

for every t ≥ 0.

Proof. First note that

ϕ̄t −∆µ+ αϕ̄ = 0. (20)

Multiplying (20) by µ, (17)2 by ϕ̄t and ϕ̄, we have

〈µ, ϕ̄t〉+ ‖∇µ‖2 + α〈µ, ϕ̄〉 = 0,

〈µ, ϕ̄t〉 =
d

dt

(
1

2
‖∇ϕ‖2 +

∫
Ω

Ψλ(ϕ) dx

)
− 〈ϕ〉t

∫
Ω

Ψ′λ(ϕ) dx− 〈ϑ, ϕ̄t〉,

〈µ, ϕ̄〉 = ‖∇ϕ‖2 + 〈Ψ′λ(ϕ), ϕ〉 − 〈ϕ〉
∫

Ω

Ψ′λ(ϕ) dx− 〈ϑ, ϕ̄〉. (21)

Collecting the above estimates, in view of (13), we deduce that

d

dt

(
1

2
‖∇ϕ‖2 +

∫
Ω

Ψλ(ϕ) dx

)
+ ‖∇µ‖2 + α‖∇ϕ‖2 + α〈Ψ′λ(ϕ), ϕ〉

=〈ϑ, ϕt〉+ α〈ϑ, ϕ〉.

Next we multiply (17)3 by ϑ and (17)4 by −∆η in M to obtain

d

dt

(
1

2
‖ϑ‖2

)
+ ‖∇ϑ‖2 −

∫ ∞
0

g(s)〈∆η(s), ϑ〉ds = −〈ϕt, ϑ〉,

d

dt

(
1

2

∫ ∞
0

g(s)‖∇η(s)‖2 ds

)
− 1

2

∫ ∞
0

g′(s)‖∇η(s)‖2 ds = −
∫ ∞

0

g(s)〈∆η(s), ϑ〉ds,
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leading to

d

dt

(
1

2
‖ϑ‖2 +

1

2

∫ ∞
0

g(s)‖∇η(s)‖2 ds

)
+ ‖∇ϑ‖2 − 1

2

∫ ∞
0

g′(s)‖∇η(s)‖2 ds = −〈ϕt, ϑ〉.

Hence the functional

Ẽλ(z) =
1

2

(
‖∇ϕ‖2 + ‖ϑ‖2 +

∫ ∞
0

g(s)‖∇η(s)‖2 ds

)
+

∫
Ω

Ψλ(ϕ) dx

satisfies

d

dt
Ẽλ+α‖∇ϕ‖2+α〈Ψ′λ(ϕ), ϕ〉+‖∇ϑ‖2− 1

2

∫ ∞
0

g′(s)‖∇η(s)‖2 ds+‖∇µ‖2 = α〈ϑ, ϕ〉.

The conservation law (15) gives

〈ϑ〉〈ϕ〉 =
1

2

(
〈ϑ0 + ϕ0〉2 − 〈ϑ〉2 − 〈ϕ〉2

)
.

Then the definition of Ψλ and (11) entail

d

dt
Ẽλ + α‖∇ϕ‖2 +

α

2
|Ω|〈ϕ〉2

+ ‖∇ϑ‖2 +
α

2
|Ω|〈ϑ〉2 +

δ

2

∫ ∞
0

g(s)‖∇η(s)‖2 ds+ ‖∇µ‖2

+ α
(
〈F ′λ(ϕ), ϕ〉 −Θ0‖ϕ‖2 − 〈ϑ, ϕ〉

)
≤ α

2
|Ω|〈ϑ0 + ϕ0〉2.

Owing to the convexity of Fλ and exploiting (16), for any λ ∈ (0, λ], since 0 < λ ≤ 1,
then

〈F ′λ(ϕ), ϕ〉 −Θ0‖ϕ‖2 − 〈ϑ̄, ϕ〉 ≥
1

4λ̄
‖ϕ‖2 −Θ0‖ϕ‖2 − c‖∇ϑ‖‖ϕ‖ − c

≥
(

1

4λ̄
−Θ0 − αc

)
‖ϕ‖2 − 1

4α
‖∇ϑ‖2 − c

≥− 1

4α
‖∇ϑ‖2 − c,

provided that λ = λ(α) > 0 is small enough (note that in the case α = 0 no
restriction on λ is needed). Thus,

d

dt
Ẽλ+α‖∇ϕ‖2+

3

4
‖∇ϑ‖2+

δ

2

∫ ∞
0

g(s)‖∇η(s)‖2 ds+‖∇µ‖2 ≤ α

2
|Ω|〈ϑ0+ϕ0〉2+αc.

Adding to both sides 〈ϑ〉2, where

〈ϑ〉2 = 〈ϑ0 +ϕ0〉2 − 2〈ϑ0 +ϕ0〉〈ϕ0〉e−αt + 〈ϕ0〉2e−2αt ≤ 2〈ϑ0 +ϕ0〉2 + 2〈ϕ0〉2e−2αt,

we are lead to

d

dt
Ẽλ + α‖∇ϕ‖2 +

3

4
‖∇ϑ‖2 + 〈ϑ〉2 +

δ

2

∫ ∞
0

g(s)‖∇η(s)‖2 ds+ ‖∇µ‖2 (22)

≤ c(1 + α)〈ϑ0 + ϕ0〉2 + 2〈ϕ0〉2 + αc =: Q.

We now go back to (21) written as

‖∇ϕ‖2 + 〈F ′λ(ϕ), ϕ̄〉 = 〈µ, ϕ̄〉+ 〈ϑ, ϕ̄〉+ Θ0〈ϕ, ϕ̄〉,
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noticing that, owing to the convexity of Fλ,

‖∇ϕ‖2 + 〈F ′λ(ϕ), ϕ̄〉 ≥ ‖∇ϕ‖2 +

∫
Ω

Fλ(ϕ) dx−
∫

Ω

Fλ(〈ϕ〉) dx,

while

〈µ, ϕ̄〉+ 〈ϑ, ϕ̄〉+ Θ0〈ϕ, ϕ̄〉 ≤
1

2
‖∇ϕ‖2 + c

(
‖∇µ‖2 + ‖∇ϑ‖2 + Θ2

0‖ϕ‖2
)
.

Summing up the two inequalities we obtain

1

2
‖∇ϕ‖2 +

∫
Ω

Fλ(ϕ) dx ≤ c
(
‖∇µ‖2 + ‖∇ϑ‖2 + Θ2

0‖ϕ‖2
)

+

∫
Ω

Fλ(〈ϕ〉) dx,

so that, owing to (16) and choosing λ small enough, we get

1

2

(
1

2
‖∇ϕ‖2 +

∫
Ω

Fλ(ϕ) dx

)
≤ c

(
‖∇µ‖2 + ‖∇ϑ‖2

)
+

∫
Ω

Fλ(〈ϕ〉) dx+ c. (23)

Adding together (22) and β times (23), provided that β > 0 is small enough, we
arrive at the differential inequality

d

dt
Ẽλ(z) + ω̃Ẽλ(z) +

1

4

(
‖∇µ‖2 + ‖∇ϑ‖2

)
≤ Q+

∫
Ω

Fλ(〈ϕ〉) dx+ c, (24)

for some ω̃ > 0. (Note that ω̃ is independent of α). In light of property (i) we have

Fλ(s) ≤ F (s) ≤ max
[−1,1]

F <∞, ∀ s ∈ [−1, 1]. (25)

Besides, by (14), |〈ϕ(t)〉| ≤ |〈ϕ0〉| < 1. Hence,
∫

Ω
Fλ(〈ϕ〉) dx ≤ c and Ẽλ(z0) ≤

Ẽ(z0). Then, the Gronwall Lemma yields

Ẽλ(z(t)) ≤ Ẽ(z0)e−ω̃t + c(Q+ 1), t ≥ 0.

Now, appealing again to (16) and possibly reducing λ, we have

Ẽλ(z) ≥ 1

2

(
‖∇ϕ‖2 + ‖ϕ‖2 + ‖ϑ‖2 + ‖∇η‖2M

)
− c,

whence

‖ϕ(t)‖2V + ‖ϑ(t)‖2 + ‖∇ηt‖2M ≤ 2Ẽ(z0)e−ω̃t + c(Q+ 1). (26)

In order to complete the norm of the memory variable, we multiply (17)4 by η in
M yielding

d

dt
‖ηt‖2M +

δ

2
‖ηt‖2M ≤ c‖ϑ(t)‖2.

On account of (26) we deduce that

‖ηt‖2M ≤ ‖η0‖2Me−δt/2 + cẼ(z0)e−ω̃t + c(Q+ 1),

and, for a possibly smaller ω̃, the required inequality for Ẽλ(z) and ‖z‖2H̃ follows.

In light of this, a further integration of (24) over [t, t+ 1] completes the proof.

In what follows, we assume that λ ∈ (0, λ].

Lemma 5.2. We have∫ t+1

t

(
‖∆ϕ(τ)‖4 + ‖F ′λ(ϕ(τ))‖2L1(Ω) + |〈µ(τ)〉|2

)
dτ ≤ c

(
Ẽ(z0)e−ω̃t +Q

)2

, (27)

for every t ≥ 0.
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Proof. The product of (17)2 by −∆ϕ gives

〈∇µ,∇ϕ〉 = ‖∆ϕ‖2 + 〈Ψ′′λ(ϕ)∇ϕ,∇ϕ〉 − 〈∇ϑ,∇ϕ〉.
Since

〈Ψ′′λ(ϕ)∇ϕ,∇ϕ〉 ≥ −Θ0‖∇ϕ‖2,
we conclude that

‖∆ϕ‖2 ≤ c‖∇ϕ‖2 + c‖∇ϕ‖(‖∇µ‖+ ‖∇ϑ‖). (28)

Next, integrating (17)2 over Ω, we see that, owing to (14) and the enthalpy’s mean
conservation,

〈µ〉 = 〈Ψ′λ(ϕ)〉 − 〈ϑ〉 = 〈F ′λ(ϕ)〉 −Θ0〈ϕ〉 − 〈ϑ0 + ϕ0〉+ 〈ϕ〉
= 〈F ′λ(ϕ)〉+ (1−Θ0)〈ϕ0〉e−αt − 〈ϑ0 + ϕ0〉.

Although 〈ϕ〉 is not preserved by the evolution, it holds |〈ϕ(t)〉| = |〈ϕ0〉|e−αt ≤
|〈ϕ0〉|, whence we can still argue as in [8, 11], establishing the existence of K > 0
(depending on |〈ϕ0〉| and diverging at +∞ as |〈ϕ0〉| → 1) such that

‖F ′λ(ϕ)‖L1(Ω) ≤ K(1 + |〈F ′λ(ϕ), ϕ̄〉|),
uniformly in λ. This yields

〈F ′λ(ϕ), ϕ̄〉 ≤ 〈µ, ϕ̄〉+ Θ0〈ϕ, ϕ̄〉+ 〈ϑ, ϕ̄〉 ≤ c‖∇ϕ‖2 + c‖∇ϕ‖(‖∇µ‖+ ‖∇ϑ‖).
Thus

|〈µ〉| ≤ c‖∇ϕ‖2 + c‖∇ϕ‖(‖∇µ‖+ ‖∇ϑ‖) + c. (29)

Collecting (28) and (29), the proof is done in light of Lemma 5.1.

We now provide estimates for ϕt and ϑt.

Lemma 5.3. We have∫ t+1

t

(
‖ϕt(τ)‖2V ′ + ‖ϑt(τ)‖2V ′

)
dτ ≤ c

(
Ẽ(z0)e−ω̃t +Q

)
. (30)

Proof. Notice first that, by comparison in (20),

‖ϕ̄t‖∗ ≤ c(‖∇µ‖+ ‖ϕ̄‖∗).
Then, since on account of (13) we have 〈ϕt〉 = −α〈ϕ〉, we infer that

‖ϕt‖V ′ ≤ c(‖∇µ‖+ ‖ϕ‖V ′),
and the conclusion follows by (19). Analogously, we obtain the result for ϑt by
comparison in the third equation.

Finally we have

Lemma 5.4. There exists ν > 0 such that, for any t ≥ 0,

‖ϑ(t)‖2V + ‖ηt‖2M2 +

∫ t+1

t

‖∆ϑ(τ)‖2 dτ ≤ Q(‖z0‖H)e−νt +Q. (31)

Proof. Multiply equation (17)3 written as

Ht −∆H −
∫ ∞

0

g(s)∆ηt(s) ds = −∆ϕ

by −∆H and then (17)4 written as

ηt = Tη +H − ϕ
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by ∆2η in M, getting

1

2

d

dt

(
‖∇H‖2 + ‖∆η‖2M

)
+ ‖∆H‖2 +

δ

2
‖∆η‖2M (32)

≤ 〈∆H,∆ϕ〉 −
∫ ∞

0

g(s)〈∆η(s),∆ϕ〉ds

≤ 1

2
‖∆H‖2 +

δ

4
‖∆η‖2M + c‖∆ϕ‖2.

Note that, in light of (28),∫ t+1

t

‖∆ϕ(τ)‖2dτ ≤ c
∫ t+1

t

(
‖∇ϕ(τ)‖2 + ‖∇µ(τ)‖2 + ‖∇ϑ(τ)‖2

)
dτ

≤ c
(
Ẽ(z0)e−ω̃t +Q

)
.

Hence, by the well-known inequality (see e.g. [14]).

sup
t≥0

∫ t

0

e−ω(t−s)h(s)ds ≤ eω

1− e−ω
sup
t≥0

∫ t+1

t

h(y)dy, (33)

valid for every nonnegative locally summable function h and every ω > 0, we obtain
from the Gronwall Lemma

‖∇H‖2 + ‖∆η‖2M ≤ (‖H0‖2V + ‖η0‖2M2)e−δt/4 + c
(
Ẽ(z0)e−ω̃t +Q

)
.

The desired conclusion for ‖ϑ‖2V now follows recalling that ϑ = H − ϕ and (19). A
final integration in time of (32) yields the integral control for ‖∆ϑ‖2.

Existence of a weak solution. Let zλ = (ϕλ, ϑλ, ηλ), λ ∈ (0, λ], be a family of
solutions to (Pλ) departing from the same initial datum z0 = (ϕ0, ϑ0, η0) as in (18).
Collecting Lemmata 5.1-5.4 we know that

‖zλ(t)‖2H

+

∫ t+1

t

(
‖ϕλ(τ)‖4H2 + ‖ϑλ(τ)‖2H2 + ‖µλ(τ)‖2V + ‖ϕλ,t(τ)‖2V ′ + ‖ϑλ,t(τ)‖2V ′

)
dτ ≤ C,

for every t ≥ 0 and for some C > 0 independent of λ. Hence, we can pass to the
limit λ→ 0, ending up with a triplet z = (ϕ, ϑ, η) such that (up to subsequences)

ϕλ → ϕ weakly star in L∞(0, T ;V ),

ϕλ → ϕ weakly in L2(0, T ; H2),

ϕλ,t → ϕt weakly in L2(0, T ;V
′
).

Note that by the classical Aubin-Lions Theorem, we also have

ϕλ → ϕ strongly in L2(0, T ;V ) ∩ C([0, T ],H),

and the pointwise convergence

ϕλ(x, t)→ ϕ(x, t) a.e. (x, t) in Ω× (0, T ).

Then, the uniform convergence of F
′

λ to F
′

on any compact set in (−1, 1) yields

F
′

λ(ϕλ)→ F
′
(ϕ) a.e. (x, t) ∈ Ω× (0, T ).

Note that the very same convergences hold true for ϑλ → ϑ. Besides, we have

µλ → µ weakly in L2(0, T ;V )



A SINGULAR CAHN–HILLIARD–OONO PHASE-FIELD SYSTEM WITH MEMORY 3045

and

ηλ → η weakly star in L∞(0, T ;M2).

The next step is to show that the limit triplet z is a weak solution to (7). This
is proved by passing to the limit in the weak formulation of (Pλ) in a standard
way (see e.g. [14] for the memory component), the only nontrivial parts being that
|ϕ| < 1 a.e. in Ω× (0, T ). But this can be done reasoning as in [8, 11] and we omit
the details.

Finally, we observe that all the energy estimates proved in the first part of this
section for zλ pass to the limit λ → 0, whence they hold true for any limit triplet
z. Summing up we have proved the following.

Theorem 5.5. Let z0 be an initial datum as in (18). Then, there exists a global
weak solution z = (ϕ, ϑ, η) to problem (7)-(9) such that

z ∈ C([0,∞),H).

Furthermore, there exists ω > 0 such that, for every t ≥ 0,

E(z(t)) + ‖z(t)‖2H ≤ Q(‖z0‖H)e−ωt +Q, (34)

and ∫ t+1

t

(
‖ϕ(τ)‖4H2 + ‖ϑ(τ)‖2H2 + ‖µ(τ)‖2V + ‖ϕt(τ)‖2V ′ + ‖ϑt(τ)‖2V ′

)
dτ (35)

≤ Q(‖z0‖H)e−ωt +Q.

6. Uniqueness of the weak solution. It is convenient to introduce the space

H∗ = V ′ × V ′ ×M.

Theorem 6.1. For i = 1, 2, let z0i = (ϕ0i, ϑ0i, η0i) ∈ H be two initial data com-
plying with (18). Then, calling zi = (ϕi, ϑi, ηi) any two solutions to the Cauchy
problem with initial data z0i, we have

‖z1(t)− z2(t)‖H∗ ≤ CT ‖z1(0)− z2(0)‖H∗ + CT |〈ϕ01〉 − 〈ϕ02〉|1/2,

for any t ∈ [0, T ], where CT > 0 only depends on T , E(z0i), |〈ϕ0i〉| and 〈H0i〉 =
〈ϑ0i〉+ 〈ϕ0i〉. In particular, the weak solution to problem (7)-(9) is unique.

Proof. We first write the system for the difference z1 − z2 = (ϕ, ϑ, η) as
ϕt −∆µ+ αϕ = 0,

µ = −∆ϕ+ Ψ′(ϕ1)−Ψ′(ϕ2)−H + ϕ,

Ht −∆H −
∫∞

0
g(s)∆η(s) ds = −∆ϕ,

ηt = Tη +H − ϕ

(36)

(where H = ϑ+ ϕ), subject to the boundary conditions

∂nϕ = ∂nµ = ∂nH =

∫ ∞
0

g(s)∂nη(s) = 0 on Γ× [0,∞),

and with the initial data

ϕ0 = ϕ01 − ϕ02, H0 = ϑ01 − ϑ02 + ϕ0, η0 = η01 − η02 in Ω.

Now, taking the product by N ϕ̄ of the first equation written as

ϕ̄t −∆µ+ αϕ̄ = 0,
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we obtain
1

2

d

dt
‖ϕ̄‖2∗ + α‖ϕ̄‖2∗ + 〈µ, ϕ̄〉 = 0,

where the third term reads

〈µ, ϕ̄〉 =‖∇ϕ‖2 + 〈Ψ′(ϕ1)

−Ψ′(ϕ2), ϕ〉 − 〈H, ϕ̄〉+ ‖ϕ̄‖2 − |Ω|〈Ψ′(ϕ1)−Ψ′(ϕ2)〉〈ϕ〉,

as it is readily seen multiplying (36)2 by ϕ̄. Thus

1

2

d

dt
‖ϕ̄‖2∗+α‖ϕ̄‖2∗+‖ϕ̄‖2V −(Θ0−Θ)‖ϕ‖2 ≤ 〈H, ϕ̄〉+|Ω|〈Ψ′(ϕ1)−Ψ′(ϕ2)〉〈ϕ〉. (37)

The subsequent products of (36)3 with N H̄ and (36)4 with η in M furnish

1

2

d

dt

(
‖H̄‖2∗ +

∫ ∞
0

g(s)‖η(s)‖2 ds

)
+ ‖H̄‖2 − 1

2

∫ ∞
0

g′(s)‖η(s)‖2 ds (38)

= 〈ϕ̄, H̄〉+ 〈H0〉
∫ ∞

0

g(s)

∫
Ω

η(s) dx ds−
∫ ∞

0

g(s)〈ϕ, η(s)〉ds.

Adding together (37) with (38) multiplied by a suitable constant β, we deduce that

1

2

d

dt

(
‖ϕ̄‖2∗ + β‖H̄‖2∗ + β

∫ ∞
0

g(s)‖η(s)‖2 ds

)
+ α‖ϕ̄‖2∗ + ‖ϕ̄‖2V + β‖H̄‖2 − β

2

∫ ∞
0

g′(s)‖η(s)‖2 ds

≤ (1 + β)〈ϕ̄, H̄〉+ β〈H0〉
∫ ∞

0

g(s)

∫
Ω

η(s) dxds− β
∫ ∞

0

g(s)〈η(s), ϕ〉ds

+ (Θ0 −Θ)‖ϕ‖2 + |Ω|〈Ψ′(ϕ1)−Ψ′(ϕ2)〉〈ϕ〉.

Here

(1 + β)〈ϕ̄, H̄〉 ≤ 1

2
‖ϕ̄‖2V + c‖H̄‖2∗.

Also, recalling that

‖ϕ‖2 = ‖ϕ̄‖2 + |Ω|〈ϕ〉2 ≤ ‖ϕ̄‖∗‖ϕ̄‖V + |Ω|〈ϕ〉2,

we have

− β
∫ ∞

0

g(s)〈η(s), ϕ〉ds+ (Θ0 −Θ)‖ϕ‖2

≤ δ β
4
‖η‖2M + (βc+ Θ0 −Θ)‖ϕ‖2

≤ δ β
4
‖η‖2M +

1

2
‖ϕ̄‖2V + c‖ϕ̄‖2∗ + c〈ϕ〉2.

The last memory term can be dealt with as follows:

β〈H0〉
∫ ∞

0

g(s)

∫
Ω

η(s) dxds ≤ cβ〈H0〉2 + δ
β

4
‖η‖2M.

Finally, having introduced Υ(t) = c(‖Ψ′(ϕ1(t))‖L1(Ω) + ‖Ψ′(ϕ2(t))‖L1(Ω)), we have

|Ω|〈Ψ′(ϕ1)−Ψ′(ϕ2)〉〈ϕ〉 ≤ Υ|〈ϕ〉|.

Collecting the above computations, we see that, properly choosing β, the functional

L∗(t) = ‖ϕ̄(t)‖2∗ + β‖H̄(t)‖2∗ + β‖ηt‖2M
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satisfies
d

dt
L∗ ≤ cL∗ + Υ|〈ϕ〉|+ c|〈ϕ〉|2.

On account of
1

2

d

dt
〈ϕ〉2 + α〈ϕ〉2 = 0,

recalling that 〈Ht〉 = 0 and 〈ϕ(t)〉 = e−αt〈ϕ0〉, we get

d

dt
L ≤ cL+ (Υ + c|〈ϕ0〉|)|〈ϕ0〉|, where L(t) = ‖ϕ(t)‖2V ′ + β‖H(t)‖2V ′ + β‖ηt‖2M.

Therefore, owing to (27), the Gronwall Lemma applied on [0, T ] yields

‖(ϕ(t), H(t), ηt)‖2H∗ ≤ CT ‖(ϕ0, H0, η0)‖2H∗ + CT |〈ϕ0〉|, t ∈ [0, T ].

The thesis is completed by recalling that ϑ = H − ϕ.

7. Partial regularization in finite time. In this section we show that the system
exhibits a partial regularization effect in finite time. In particular, we prove that
the order parameter is bounded in H2 as soon as t > 0. To this aim, let z(t) =
(ϕ(t), ϑ(t), ηt), t ≥ 0, be the solution departing from a given z0 = (ϕ0, ϑ0, η0) as in
(18). In light of the estimates of Section 5, we have

‖ϕ(t)‖2V +‖ϑ(t)‖2V +‖ηt‖2M2+

∫ t+1

t

(
‖µ(τ)‖2V +‖ϕt(τ)‖2V ′+‖ϑ̄t(τ)‖2V ′

)
dτ ≤ C (39)

for any t ≥ 0, where, here and in what follows, the generic constant C > 0 may
depend on E(z0), |〈ϕ0〉| and 〈H0〉 = 〈ϕ0〉+ 〈ϑ0〉.

We start with the following lemma.

Lemma 7.1. For every σ > 0, there exists C = C(σ) such that

sup
t≥σ
‖µ(t)‖V ≤ C,

and, for every t ≥ σ, ∫ t+1

t

‖ϕt(τ)‖2V dτ ≤ C. (40)

Proof. Multiplying (7)1 by µt we have

d

dt

(
1

2
‖∇µ‖2 + α〈ϕ, µ〉

)
+ 〈ϕt, µt〉 = α〈ϕt, µ〉.

Differentiating (7)2 in time and multiplying the resulting equation by ϕt yield

〈ϕt, µt〉 = ‖∇ϕt‖2 + 〈Ψ′′(ϕ)ϕt, ϕt〉 − 〈ϑt, ϕt〉
≥ ‖∇ϕt‖2 −Θ0‖ϕt‖2 − 〈ϑt, ϕt〉
= ‖∇ϕt‖2 −Θ0‖ϕ̄t‖2 −Θ0|Ω|〈ϕ〉2t − 〈ϑ̄t, ϕ̄t〉+ |Ω|〈ϕ〉2t

≥ 1

2
‖∇ϕt‖2 − C‖ϕ̄t‖2V ′ −Θ0|Ω|〈ϕ〉2t − 〈ϑ̄t, ϕ̄t〉,

having observed that
〈ϑt, ϕt〉 = 〈ϑ̄t, ϕ̄t〉−|Ω|〈ϕ〉2t .

Therefore,

d

dt

(
1

2
‖∇µ‖2 + α〈ϕ, µ〉

)
+

1

2
‖∇ϕt‖2 (41)

≤ C‖ϕ̄t‖2V ′ + Θ0|Ω|〈ϕ〉2t + α〈ϕt, µ〉+ 〈ϑ̄t, ϕ̄t〉,
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where |〈ϕ〉2t | ≤ C on account of (13) and (14). We estimate the right-hand side as
follows:

〈ϑ̄t, ϕ̄t〉 ≤ ‖ϑ̄t‖V ′‖‖ϕ̄t‖V ≤ C‖ϑ̄t‖2V ′ +
1

4
‖∇ϕt‖2,

and

α〈ϕt, µ〉 ≤ C‖ϕt‖2V ′ + C‖µ‖2V .
Exploiting the convexity of F , recalling that ‖ϕ‖+ ‖ϑ‖ ≤ C and F ≥ 0, we obtain

〈µ, ϕ〉 = ‖∇ϕ‖2 + 〈F ′(ϕ), ϕ〉 −Θ0‖ϕ‖2 − 〈ϑ, ϕ〉

≥
∫

Ω

F (ϕ) dx−Θ0‖ϕ‖2 − ‖ϑ‖‖ϕ‖

≥
∫

Ω

F (ϕ) dx− C ≥ −C.

We thus end up with
d

dt
Λ +

1

4
‖∇ϕt‖2 ≤ h(t), (42)

where

Λ(t) =
1

2
‖∇µ(t)‖2 + α〈ϕ(t), µ(t)〉+ C̃

and

h(t) = C(1 + ‖µ(t)‖2V + ‖ϕt(t)‖2V ′ + ‖ϑ̄t(t)‖2V ′),
for any C̃ ≥ 0. Note that, provided that C̃ is properly chosen (depending on E(z0),

〈ϕ0〉 and 〈H0〉), we have Λ ≥ 1

2
‖∇µ‖2 and∫ t+1

t

(
Λ(τ) + h(τ)

)
dτ ≤ C,

in light of (39) and the control

Λ ≤ ‖∇µ‖2 + α‖ϕ‖‖µ‖+ C ≤ C(‖µ‖2V + 1).

As a consequence, the Uniform Gronwall Lemma allows to prove the desired bound
for ‖∇µ(t)‖ for t ≥ σ. A subsequent integration of (42) in time over [t, t+ 1] yields∫ t+1

t

‖∇ϕt(τ)‖2 dτ ≤ C, t ≥ σ. (43)

On account of (13) the control holds true for the whole norm of ϕt in V .

Corollary 1. For every σ > 0, there exists C = C(σ) > 0 such that

‖ϕ‖L∞(σ,∞;H2) + ‖F ′(ϕ)‖L∞(σ,∞;H) ≤ C.

Proof. We multiply (7)2 written as

−∆ϕ+ F ′(ϕ) = µ? := µ+ ϑ+ Θ0ϕ (44)

by F ′(ϕ), getting

〈F ′′(ϕ)∇ϕ,∇ϕ〉+ ‖F ′(ϕ)‖2 = 〈µ?, F ′(ϕ)〉.
Thanks to (10) and the Young inequality, we have

‖F ′(ϕ(t))‖2 ≤ ‖µ?(t)‖2 ≤ C, t ≥ σ,
on account of Lemma 7.1. Then the elliptic regularity applied to (44) allows to
conclude.
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8. The dissipative semigroup and its attractor. Let m ∈ [0, 1) and ` ∈ R be
arbitrarily fixed. On account of Theorem 5.5 and Theorem 6.1, we can consider the
family of solution operators defined via the rule

S(t)z0 = z(t), ∀ t ≥ 0,

where z(t) = (ϕ(t), ϑ(t), ηt) is the unique solution at time t to the Cauchy problem
(7)-(9) with initial datum

z0 ∈ Hm,` = {z = (ϕ, ϑ, η) ∈ H : F (ϕ) ∈ L1(Ω), |〈ϕ〉| ≤ m, 〈H〉 = `}.

It turns out that

S(t) : Hm,` → Hm,`
is a semigroup which is closed in light of the continuous dependence estimate in
Theorem 6.1. Besides, S(t) is dissipative. Indeed, in light of (34) it is apparent that
the ball

B0 = {z ∈ Hm,` : ‖z‖H ≤ R0}
with R0 sufficiently large (depending on m and `) is an absorbing set, namely, for
every bounded set B ⊂ Hm,` there exists an entering time tB > 0 such that

S(t)B ⊂ B0, ∀t ≥ tB .

Now consider the entering time of B0 into itself, namely t0 = tB0
, and define

B0 =
⋃

t≥t0+1

S(t)B0,

noticing that B0 is again an absorbing set and is invariant (namely S(t)B0 ⊂ B0 for
every t ≥ 0). Furthermore, according to Lemma 7.1 and Corollary 1, we have

sup
z∈B0

sup
t≥0

(
‖µ(t)‖V + ‖ϕ(t)‖H2 +

∫ t+1

t

‖ϕt(τ)‖2V dτ

)
≤ C, (45)

where, along the section, C > 0 is a generic constant depending on B0 but indepen-
dent of the specific initial datum.

The main result of this section is the following.

Theorem 8.1. There exists

K ⊂ B0 ∩W
bounded in W which is a compact attracting set for S(t), namely, for every bounded
set B ⊂ Hm,`,

lim
t→0

distH(S(t)B,K) = 0.

Proof. Let B0 be the above absorbing set and let z = (ϕ0, ϑ0, η0) ∈ B0 be arbitrarily
given. We decompose the solution departing from z as follows:

S(t)z = (ϕ(t), ϑ(t), ηt) = (0, θ∗(t), ψ
t) + (ϕ(t), θ(t), ξt),

where
(θ∗)t −∆θ∗ −

∫∞
0
g(s)∆ψ(s) ds = 0,

ψt = Tψ + θ∗,

θ∗(0) = ϑ0, ψ0 = η0,


θt −∆θ −

∫∞
0
g(s)∆ξ(s) ds = −ϕt,

ξt = Tξ + θ,

θ(0) = 〈ϑ0〉, ξ0 = 0.

We already know that

‖ϕ(t)‖H2 ≤ C.
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Then, by standard computations, we readily get the exponential decay

‖θ∗(t)‖V + ‖ψt‖M2 ≤ Ce−ct,

for some c > 0. This in turn gives

‖θ(t)‖V + ‖ξt‖M2 ≤ C, ∀t ≥ 0.

As a matter of fact, we have the higher-order estimate

‖θ(t)‖H2 + ‖ξt‖M3 ≤ C, ∀t ≥ 0. (46)

Indeed, a multiplication of the equation for θ by ∆2θ and of the equation for ξ by
−∆3ξ in M yields

1

2

d

dt

(
‖∆θ‖2 + ‖∇∆ξ‖2M

)
+ ‖∇∆θ‖2 +

δ

2
‖∇∆ξ‖2M ≤ 〈∇ϕt,∇∆θ〉.

On account of the control

〈∇ϕt,∇∆θ〉 ≤ c‖∇ϕt‖2 +
1

2
‖∇∆θ‖2,

we get

d

dt
Λ + νΛ ≤ c‖∇ϕt‖2 with Λ(t) = ‖∆θ(t)‖2 + ‖∇∆ξt‖2M.

In light of (45), the conclusion follows by the Gronwall Lemma together with (33).
Owing to (46) we can now exploit Lemma 2.1 to infer that

‖ξt‖K3 ≤ C,
and we can conclude

‖(ϕ(t), θ(t), ξt)‖W ≤ C.
This proves that the set

K = {z ∈ B0 ∩W : ‖z‖W ≤ %},
for any % sufficiently large, (exponentially) attracts the absorbing ball B0, namely

distH(S(t)B0,K) ≤ Ce−ct, ∀t ≥ 0.

Besides, K is compact due to the compact embedding W ⊂ H. Finally, since K
exponentially attracts the absorbing ball B0, it is a standard matter to verify that
K attracts (exponentially) every bounded set B ⊂ H. This concludes the proof.

In light of Theorem 8.1, the existence of a unique (compact and connected) global
attractor Am,` for S(t) onHm,` follows from standard results (see e.g. [25] and [27]).
Besides, since the attractor is contained in any closed attracting set, then

Am,` ⊂ B0 and Am,` is a bounded set of H1.

9. Strict separation property. In this section we consider solutions S(t)z0 =
(ϕ(t), ϑ(t), η(t)) departing from initial data z0 on the global attractor, and we study
the validity of the strict separation property of ϕ(t) from the pure phases ±1. To
this aim, we assume that the singular potential F satisfies the following additional
assumption:

F ′′ is convex and F ′′(x) ≤ eK|F
′(x)|+K , ∀x ∈ (−1, 1), (47)

for some K > 0. Note that this includes the logarithmic potential. Besides, we
have to assume that the space dimension N ≤ 2. Indeed, the proof is obtained by
exploiting the novel technique recently developed in [8, 11, 15], which relies on the
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Trudinger–Moser inequality in dimension two. Accordingly, throughout the section
we let N = 2, m ∈ [0, 1) and ` ∈ R be fixed, and let

z0 ∈ Am,`.

Then, our main result reads as follows.

Theorem 9.1. Let (47) hold and let σ > 0. Then, there exists δ = δ(σ) > 0 such
that

‖ϕ(t)‖L∞(Ω) ≤ 1− δ, ∀ t ≥ 2σ. (48)

Here, δ depends on m, ` and the size of the attractor in Hm,`, but is independent of
the specific initial datum.

The proof is based on the lemma below, whose proof can be found in [8, 11, 15]
(see also [23]), based on the Trudinger–Moser inequality in dimension two. It is
worth noticing that here the control µ? = µ + ϑ + Θ0ϕ ∈ L∞(0,∞;V ) plays a
crucial role.

Lemma 9.2. Let (47) hold. For every σ > 0 and p ≥ 2, there exists C = C(σ, p)
such that

‖F ′′(ϕ)‖Lp(t,t+1;Lp(Ω)) ≤ C, ∀ t ≥ σ.

The subsequent step consists in proving the following lemma.

Lemma 9.3. Let (47) hold. For every σ > 0 there exists C = C(σ) such that

‖ϕt‖L∞(t,∞;H) + ‖ϕt‖L2(t,t+1;H2) ≤ C, ∀ t ≥ 2σ.

Proof. Let us first notice that, on account of (45), we learn by comparison in the
equation for ϑ that ∫ t+1

t

‖ϑt(τ)‖2 dτ ≤ C, ∀t ≥ 0. (49)

Now, given h > 0 and any function u, we introduce the quotient

∂ht u :=
1

h
[u(t+ h)− u(t)].

Then, setting v = ∂ht ϕ, we have

vt −∆∂ht µ+ αv = 0.

Testing the above equation by v, we have

1

2

d

dt
‖v‖2 + α‖v‖2 = 〈∆∂ht µ, v〉. (50)

Note that

〈∆∂ht µ, v〉 = 〈∂ht µ,∆v〉

= −‖∆v‖2 + Θ0‖∇v‖2 + 〈 1
h

[F ′(ϕ(t+ h))− F ′(ϕ(t))],∆v〉 − 〈∂ht ϑ,∆v〉.

Reasoning as in [8, Lemma 7.3] in order to estimate the term involving F ′ in the
right-hand side, we get∣∣∣〈 1

h
[F ′(ϕ(t+ h))− F ′(ϕ(t))],∆v〉

∣∣∣
≤ 1

8
‖∆v‖2 + C

(
‖F ′′(ϕ(t+ h))‖2L3(Ω) + ‖F ′′(ϕ(t))‖2L3(Ω)

)
‖v‖2L6(Ω).
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Hence, since,

‖v‖2L6(Ω) ≤ c‖∇v‖
2 + c|〈v〉|2 ≤ c‖v‖‖∆v‖+ c|〈v〉|2,

we end up with the differential inequality

1

2

d

dt
‖v‖2 +

1

4
‖∆v‖2 + α‖v‖2 ≤ Υ‖v‖2 + Υ1/2|〈v〉|2 + ‖∂ht ϑ‖2, (51)

where

Υ(t) = C
(

1 + ‖F ′′(ϕ(t+ h))‖4L3(Ω) + ‖F ′′(ϕ(t))‖4L3(Ω)

)
.

Note that by Lemma 9.2 ∫ t+1

t

Υ(τ) dτ ≤ C, ∀ t ≥ σ.

Besides, recalling that

‖∂ht u‖L2(t,t+1;H) ≤ ‖ut‖L2(t,t+1;H)

for every u, owing to (40) and (49) we have∫ t+1

t

(
‖v(τ)‖2 + ‖∂ht ϑ(τ)‖2

)
dτ ≤ C, ∀ t ≥ σ.

An application of the Uniform Gronwall Lemma and a final passage to the limit
h→ 0 complete the proof.

Proof of Theorem 9.1. We preliminary show that

‖F ′(ϕ)‖Lp(Ω) ≤ |Ω|‖µ?‖L∞(Ω), ∀ p ≥ 2,

where, again, µ? = µ+ ϑ+ Θ0ϕ. Indeed, reasoning as in Corollary 1, given p > 2,
we test the elliptic equation (44) by |F ′(ϕ)|p−2F ′(ϕ), yielding

〈−∆ϕ, |F ′(ϕ)|p−2F ′(ϕ)〉+〈F ′(ϕ), |F ′(ϕ)|p−2F ′(ϕ)〉 = 〈µ?, F ′(ϕ), |F ′(ϕ)|p−2F ′(ϕ)〉.
(Note that this multiplication is formal, but can be rigorously justified working with
suitable cut-off functions as in [8].) Since F ′′ is positive, we have

〈−∆ϕ, |F ′(ϕ)|p−2F ′(ϕ)〉 = (p− 1)〈|F ′(ϕ)|p−2F ′′(ϕ)∇ϕ · χ[−1+ 1
k ,1−

1
k ],∇ϕ〉 ≥ 0,

which in turn gives

‖F ′(ϕ)‖pLp(Ω) = 〈F ′(ϕ), |F ′(ϕ)|p−2F ′(ϕ)〉 ≤ 〈µ?, |F ′(ϕ)|p−2F ′(ϕ)〉.

Since, by the Hölder inequality,

〈µ?, |F ′(ϕ)|p−2F ′(ϕ)〉 ≤ ‖F ′(ϕ)‖p−1
Lp(Ω)‖µ

?‖Lp(Ω),

we obtain the desired inequality

‖F ′(ϕ)‖Lp(Ω) ≤ ‖µ?‖Lp(Ω) ≤ |Ω|‖µ?‖L∞(Ω).

Now, thanks to Lemma 9.3, arguing by comparison in the first equation of (7) we
infer that

µ ∈ L∞(2σ,∞; H2) ⊂ L∞(2σ,∞;L∞(Ω)).

Since on the attractor ϕ, ϑ ∈ L∞(2σ,∞;L∞(Ω)), we conclude that

‖µ?‖L∞(2σ,∞;L∞(Ω)) ≤ C.
This implies

‖F ′(ϕ)‖L∞(Ω×(t,t+1)) ≤ C, ∀ t ≥ 2σ,
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so that, since F ′ is singular at ±1, we deduce that

‖ϕ‖L∞(Ω×(t,t+1)) ≤ 1− δ, ∀ t ≥ 2σ,

for some δ > 0. Since ϕ ∈ L∞(0, T ;L∞(Ω)), the thesis immediately follows.

Final remarks. By a standard result in the theory of dynamical systems (see e.g.
[19]), the global attractor of a semigroup S(t) : X → X has the form

A =
{
z(t0) : z is a cbt of S(t)

}
, (52)

for any arbitrarily fixed t0 ∈ R, where a complete bounded trajectory (cbt) of S(t)
is a function z ∈ C(R, X), bounded on R and satisfying

z(τ) = S(t)z(τ − t), ∀t ≥ 0, ∀τ ∈ R.
Accordingly, as a consequence of Theorem 9.1 we deduce that the order parameter
for all cbt’s to our system is uniformly away from the pure phases for every time
t ∈ R.

Corollary 2. Let (47) hold. Then, there exists δ∗ > 0 depending only on m, ` and

the size of the attractor in Hm,` such that, for any ẑ = (ϕ̂, ϑ̂, η̂) cbt of S(t) on
Hm,`, we have

sup
τ∈R
‖ϕ̂(τ)‖L∞(Ω) ≤ 1− δ∗.

Proof. Invoking Theorem 9.1, let δ∗ = δ(1). Then, for any cbt ẑ of S(t) on Hm,`,
we know that

sup
τ≥2
‖ϕ̂(τ)‖L∞(Ω) ≤ 1− δ∗.

Indeed, for any τ > 0, we have ẑ(τ) = S(τ)ẑ(0), where ẑ(0) ∈ Am,`, owing to (52).
We are left to prove that the same inequality holds for any τ < 2. To this aim,
let ẑ be a fixed cbt and let us consider the solution z(t) = (ϕ(t), ϑ(t), ηt), t ≥ 0,
departing at time t = 0 from the initial datum z(0) = ẑ(τ−2). Since ẑ(τ−2) ∈ Am,`
by (52), in light of Theorem 9.1 again we have

‖ϕ(t)‖L∞(Ω) ≤ 1− δ∗, ∀t ≥ 2. (53)

But, by the very definition of a cbt,

ẑ(τ) = S(2)ẑ(τ − 2) = z(2),

and, in particular, ϕ̂(τ) = ϕ(2). This, combined with (53) for t = 2, yields the
desired result.
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