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This paper reports the intensive investigation of mass transfer near the entrance (edge) of porous media 

by quantification of the surrounding concentration field. We have adopted a non-invasive and real-time 

system based on light absorption photometry for measurement of the concentration field in a quasi-two 

dimensional cell. This system is, in principle, applicable to the measurement of various substances due to 

the generality of light absorption. This measurement system was applied to a simple model of the 

gravity-driven transport of a substance in a fluid near the edge of a porous medium in the presence of a 

reaction at the surface. The temporal variation of the complicated concentration field is appropriately 

captured with a spatial resolution of several tens of micrometers to millimeters. Quantitative analyses 

revealed that the geometry of the porous edge considerably affects the convection flow and invasion of 

substances into the medium. 

Keywords: Porous Media, Light Absorption Photometry, Convection Flow, Solid-Liquid Interface, 

Rayleigh-Taylor Instability 
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Knowledge of the mechanisms of mass transfer in porous media provides valuable insights in 

various engineering processes, such as separation and purification in chemical engineering, catalytic 

reactions in mechanical engineering, contamination control in soils and rocks in environmental 

engineering1, and gas and oil exploration in resource engineering2. One of the important features of 

porous media is the presence of a large number of pores of various sizes; consequently, these media 

have large surface areas. A large number of pores facilitates separation and purification by means of 

filters and membranes3,4. Large surface areas make porous media suitable for the separation methods 

that rely on adsorption, such as chromatography5, as well as catalytic reactions in fuel cells and batteries6. 

However, mass transfer through porous media in these processes is quite complicated because of the 

complexity of the pore structure. The bottlenecks and the tortuous pathways often observed in the 

porous media may inhibit the transport, which is known as the bottleneck effect. The fact common to the 

all the aforementioned processes is that the mass transfer characteristics, and consequently the 

performance, are greatly affected by the size and shape distribution of pores owing to the complexity 

and diversity of pore structure7. For the optimal design of a process of high efficiency and performance, 

the fundamental knowledge on mass transfer characteristics in porous media, particularly the effect of 

porous structure, is required. However, it has not been fully understood yet. 

Mass transfer is generally attributed to convection and diffusion (or dispersion). These processes are 

very sensitive to pore geometry; therefore, it is extremely important to predict transport properties such 

as the local concentration of substances inside complicated porous channels. For example, the design of 

porous filters or catalysts is important for effective performance and should be determined on the basis 

of internal transport properties. In addition, transport properties become more intricate if the porous 

geometry changes as a result of chemical reactions with substances present in the system8-10. As shown 

in Figure 1, when a substance dispersed in fluid (black dots in Figure 1) reacts with the surface of a solid 

porous medium (assembly of gray round objects), the concentration field varies due to the consumption 

of the substance by the reaction as well as changes in the geometry of the medium are brought about by 

the reaction product (black deposits on the porous media). The changes in concentration and channel 

geometry affect the transfer of the substance and consequently the reactive flux. The reaction generates a 



 

 
3 

renewed concentration gradient and further changes the porous geometry, which affects mass transfer. 

Visualization and quantification of the variance of the concentration field from moment to moment is 

one of the most effective approaches for better understanding of such intricately continuous transport 

phenomena in porous media. 

For the investigation of concentration (density) variance, optical visualization techniques such as the 

shadowgraph11, schlieren12, and Mach-Zehnder methods13 have traditionally been employed. The 

shadowgraph and schlieren methods are based on the dependence of the refractive index on density, 

while the Mach-Zehnder method provides local concentration variances by recording the interference 

fringe14. However, these three methods require the use of complex and expensive experimental 

apparatus. Laser-induced fluorescence (LIF) enables the visualization of scalar distributions such as 

concentration, temperature, and pH by laser excitation of a fluorescent dye, whose emission intensity is 

dependent on the intended quantity15. Methods that involve the use of tracers, such as the LIF method, 

have the great advantage that the velocity and concentration fields can be measured at the same time if 

particle image velocimetry (PIV) is simultaneously employed16. While the use of tracers often simplifies 

measurement, tracer-free methods are required for the analysis of mass transfer in reactive or narrow 

channels since the presence of the tracers may affect the reactive surface area or the flow resistance, 

respectively. Light absorption photometry is based on the relationship between absorbance and medium 

concentration and represents one of the methods suitable for use in reactive or narrow channels. 

Although it has been commonly employed to measure the concentration of homogeneous solutions, light 

absorption photometry can be applied to the visualization of inhomogeneous two-dimensional 

concentration fields through the use of collimated light irradiation17,18. 

The reconstruction and quantification of the concentration field from the visualization images 

obtained by the above methods has been performed19,20. In particular, visualization by light absorption 

photometry is possible by the use of simple experimental apparatus; it is applicable to the quantification 

of concentration fields without any complicated additional equipment and only requires the preparation 

of a standard curve. Owing to the measurement principle of light absorption photometry, the 

concentration field is obtained in a non-destructive, non-invasive, and real-time manner. Furthermore, 
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the recent development of optical and image-capturing systems would enable increasingly accurate 

quantification due to increased resolution of images. 

The present paper is aimed to intensively examine complicated changes in concentration fields using 

visualization and quantification based on light absorption photometry. We particularly focused on mass 

transfer at a porous edge, i.e., at the entrance of porous media, in the direction of gravity. We consider a 

simple system where the substance is transferred downward in a liquid and is consumed at the porous 

edge by the reaction. In such a system, the distribution of substances in the porous medium is extremely 

uneven since the behavior of the substance depends not only on the surrounding concentration fields but 

also on the geometry of porous edge. From a practical point of view, the clogging of porous membranes 

during filtration processes is a common problem21. Once the edge of the membrane is clogged, 

substance behavior in the whole system is considerably altered, which seriously affects the total 

efficiency of the filtration process. Despite the importance of the mass transfer in the vicinity of a porous 

edge, there have been few studies undertaken in this area. The basic understanding of how substances in a 

fluid behave near the porous edge and how they invade into media with complicated geometries is 

therefore needed. 

In terms of mass transfer near the edge of porous media, the present study has been performed for the 

following purposes: (1) development of a non-contact method for measurement of the concentration 

field near the entrance regions of reactive porous media and (2) investigation of the influence of porous 

edge geometry on invasion behavior according to the concentration field obtained by the measurement 

system designed in (1). In this study, we mainly intend to exhibit the fact that the mass transfer 

through porous media in the direction of the gravity is influenced by various factors. We show that 

the invasion behavior of substance into the porous media greatly depends on tiny unevenness of the 

inlet shape. It is markedly different from a well-known diffusion behavior caused by concentration 

gradient. There have been some studies on each phenomena focused here, i.e., the vertical mass 

transfer on supply and consumption systems11, invasion of substance into porous media having 
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complex edge geometry8, and change of flow channel geometry in porous media by deposits9,10. 

However, in most of realistic systems, these phenomena occur simultaneously. Therefore we want to 

show how these combined effect changes mass transfer into porous media by simple model 

experiments. The edge of the porous medium is modeled by an assembly of impermeable spherical 

particles, which is similar to the system used in our previous study18. To model the boundary condition 

(consumption of a substance for reaction) at solid surface, we have adopted electrochemical deposition, 

which allows the control of total boundary flux. Although the influence of the electric potential on the 

local reaction (deposition) rate cannot be neglected, it does not affect ion transfer in the electroneutral 

region as explained in later sections. The variance of the non-uniform concentration field from moment 

to moment and the scale of the unsteady convection flow caused by the concentration gradient are 

examined.  

   The outline of the present paper is as follows. In the first section, the experimental system and the 

methodology are exhibited. A detailed description of the influence of the electric field on mass transfer 

is also given in this section. In the second section, the theoretical analysis of Rayleigh-Taylor instability, 

which is caused by the concentration gradient in the direction opposite to gravity, is described. In the 

next section, we show a series of changes in the concentration field obtained from the experiments. The 

conclusions are presented at the end of the paper. 

 

Experimental Methodology 

Model of mass transfer near porous edges 

The present study focuses on mass transfer in the vicinity of a porous edge under the influence of 

gravitational force. As shown in Figure 1, a substance supplied from above moves in a liquid toward 

the solid porous media located at the bottom of the system. The substance is partly consumed by a 

deposition reaction on the surface of the media, while the rest enters the media further through the 

void spaces. 
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To model such a phenomenon, an electrochemical deposition experiment is utilized so that the 

overall reaction rate can be controlled. Figure 2 shows a schematic representation of the 

experimental setup. As shown in Figure 2(a), we employed a quasi-two-dimensional vertical cell of 

length l = 10.0 mm, height h = 10.7 mm, and width w = 1.0 mm. The cell was filled with 1.0 M 

copper sulphate solution. As a model of porous media, a particulate bed made of stainless steel 

(diameter dp = 1 mm) was placed at the bottom of the cell, while a flat copper plate was placed at the 

top. A constant current I = 10 mA was applied for one hour under galvanostatic conditions. The 

particulate bed and the copper plate function as the anode and cathode, respectively. The copper 

plate dissolves cupric ions into the solution, while the ions shift in reaction to the metallic copper 

deposits on the surface of the particulate bed. The experimental cell is similar to that utilized for the 

visualization of mass transfer in our previous study18. Since the deposition cell is oriented vertically, 

the transfer of ions from the copper plate to the particulate bed is affected by gravity. We measured 

the two-dimensional inhomogeneous concentration field of cupric ions during the experiment by the 

absorption technique described below. 

With regard to the particulate bed, we adopted three arrangements, as shown in Figure 2(b). In all 

arrangements, the height and length of the beds were hb = 3.7 mm and lb = 9.5 mm, respectively. We 

expected that the invasion behaviors of ions into porous media greatly depend on the edge geometry. 

That is, the local flow rate of ion would vary drastically with a tiny difference of the outer shape of 

the media. The structures A, B, and C have a similar geometry but there are subtle differences of 

concavo-convex shape and interval between overhangs. The difference between structures A and B 

lies in the presence of a particle on the left side of the bed. Structure C consists of four particle 

overhangs, while structures A and B had three.  They are adopted as simple examples to exhibit the 

effect of edge geometry on the ion invasion. By comparing the concentration fields formed in these 

structures, we investigated the dependence of ion transfer on complex solid surface geometry. 

Despite the presence of the electric field, most of the electrolyte solution, except for the reacting 

boundary regions, exhibited electroneutrality, i.e., the net charge was zero.  

zccc = zaca           (1) 



 

 
7 

where z is the valence of the ion and c is the concentration. The subscripts c and a represent the 

cation and anion, respectively. Mass transfer under the electroneutral conditions can be apparently 

interpreted as a case of an advection-diffusion system without the electric field22,23. The cationic 

concentration can be described as follows: 

       cc
c ccD
t

c





v2           (2) 

where v is the fluid velocity vector. D represents the ambipolar diffusion coefficient given by 
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where uc, ua and Dc, Da are the mobility and the diffusion coefficient of the cation and anion, 

respectively. The transfer of the anion can be considered in the same manner as the cation. At the 

reacting solid surface on the outside of the electroneutral region, the boundary flux (rc) for the reaction 

(deposition and dissolution) can be described by the multiplication of the reaction rate per unit area (kc) 

and the ion concentration at the electrode surfaces ( s
cc ).  

            s
ccc ckr             (4) 

Equation (4) is the same in form as the boundary flux in the non-electrolytic case, although the rate 

constant is only the one which is dependent on the electric potential as expressed below: 
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EFzE
Ak eqcc
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a

cc


exp                  (5) 

where R is the gas constant, T is the absolute temperature, Ac is the frequency factor, c
aE is the 

activation energy, αc is the migration coefficient, F is the Faraday constant, and Eeq is the equilibrium 

potential. These parameters are given by the experimental conditions. ƞ is the overpotential, which is 

determined by the position-dependent electric potential in the solution near the reacting boundary. In 

summary, ion transfer in the electroneutral region and the boundary flux can be described in the 

same form as for non-electrolytic systems, and only the reaction rate depends on the electric 

potential. In that sense, the system considered here is not purely an advection-diffusion system. 
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However, the spatial variance of the electric potential at the solid boundary would not affect ion 

transfer in most parts of the solution. 

 

Measurement of the concentration field by light absorption technique 

Figure 2 (c) shows the apparatus for concentration measurements. An observation object (the 

solution in a quasi-two-dimensional cell) was placed between the light source and a microscope 

fitted with a CCD camera. The gap length between collimator lens and cell, and that between 

infrared filter and cell are lgl ≈ 10 mm and lgm ≈ 150 mm, respectively. The light was collimated by 

the lens, which was mounted at the tip of an optical fiber connected to the light source. The cell was 

irradiated from behind during the experiment, and images of the cell were taken from the front.  

The relation between the concentration of the solution and the intensity of the light passing 

through the solution is basically described by the Lambert-Beer law. When light with intensity I0 

passes through a solution in a vessel with width w [mm], the light intensity after absorption I1 and 

the concentration of the solution c [M] are related as follows: 

wc
I

I 
0

1
10log          (6) 

where ɛ [mm-1M-1] represents the molar extinction coefficient, which depends on experimental 

conditions such as the nature of the solution and light intensity.  

In the present study, this technique was applied to the measurement of non-uniform 

concentration fields during the deposition experiment outlined above. We employed near infrared 

(NIR) light with a wavelength greater than 780 nm as the irradiation light because the cupric ion 

used in the deposition experiment has an absorption peak at around 810 nm17. Figure 3 shows the 

relationship between cupric ion concentration and NIR intensity in case of particulate structure C. 

For accuracy, a standard curve was prepared for every experiment. Solutions with higher 

concentrations appears to be darker (i.e., lower light intensity) since the ion absorbs the NIR light, 

while at lower concentrations the solutions appear brighter since there are fewer ions to absorb the 

light. The light intensity observed in Figure 3 is proportional to the concentration (linear correlation 



 

 
9 

coefficient rc
2 = 0.996). The molar extinction coefficient is obtained from the least squares method as 

ɛc = 0.62 mm-1M-1. The standard curves in particulate structures A and B also indicate a linear 

relationship between concentration and transmitted light intensity (correlation coefficients ra
2 = 

0.991, rb
2 = 0.996); the molar extinction coefficients were ɛa = 0.68 mm-1M-1 and ɛb = 0.59 mm-1M-1, 

respectively. The extinction coefficients are different for the structures because the installation of the 

optical system and the light intensity are slightly different in each experiment. However, it scarcely 

affects the measurement because every standard curve adequately indicates a linear relationship. The 

concentration fields in the cells are calculated by comparing the brightness of each pixel in the 

images taken during the experiments with the standard curves and the reference images taken prior 

to the experiments. In principle, this method enables the non-contact measurement of time-dependent 

changes in the two-dimensional concentration field of various objects provided that a light source of 

appropriate wavelength is selected. 

 

Theoretical analysis of gravity-driven instability 

As described in the previous section, we are concerned with mass transfer into porous media in a 

vertical direction driven by gravity. In our deposition experiment, the cupric ion was supplied at the 

top of the cell and was consumed by deposition onto the particulate bed at the bottom. In such a 

system, the density (concentration) gradient develops in the direction opposite to gravity. It is known 

that gravity-driven instability occurs if high density fluid is located above low density fluid 

(Rayleigh-Taylor instability). Consequently, it is expected that mass transfer is enhanced by 

convective flow resulting from the instability. Such a convective mass transfer due to density 

differences has been studied in many engineering and science fields11,24-31. In electrochemical 

systems, de Bruyn JR has observed the Rayleigh-Taylor instability in an electrolyte cell between 

horizontally aligned flat electrodes11. 

   In general, Rayleigh-Taylor instability is observed at the interface of both miscible and 

immiscible fluids. In both cases, the dominant wavelength and the growth rate of instability can be 

calculated by linear stability analysis. Under the condition in which molecular diffusion is less 
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significant, the dominant wavelength of a miscible interface is asymptotically close to that of an 

immiscible interface with no interfacial tension32. In our experiments, the timescale of molecular 

diffusion is obviously much larger than that of convection, as shown below. Therefore, we 

performed a linear stability analysis of the Rayleigh-Taylor instability, which is expected in our 

experiment, assuming an immiscible interface with no interfacial tension. We calculated the 

lengthscale of the instability (dominant wavelength) between the upper dense region and the lower 

dilute region. 

For simplicity, we consider two immiscible fluids having different physical properties. The 

fluctuations of density and velocity of these fluids in a quasi-two-dimensional cell can be described 

as the superposition of perturbations with different wavelengths, for example,  

                                    zikxntyyy  expexpˆ          (7) 

where  y  is the density of the upper or lower fluids and  y̂  is the perturbation. x, y, and z is 

the lateral, vertical, and gap direction, respectively (see Figure 2 for the coordinate system). k is the 

wave number, n is the growth rate, and    222 46 zwwz   is called the Poiseuille factor (w is 

cell width in z direction). Substituting Eq. (7) into Stokes equation, the dispersion relation in a 

quasi-two-dimensional cell is obtained as follows30 
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       (8) 

where 1  and 1  are the density and kinetic viscosity (   , : viscosity), respectively, of 

the lower dilute fluid, and 2  and 2  are the density and kinetic viscosity of the upper dense fluid, 

respectively. The other parameters are defined as  2111   ,  2122   , 

 n/ 111 1 ,  n/ 222 1 ,   2
11 knq ,   2

22 knq  , and 

222 12 wz   . Eq. (8) describes the growth rate of perturbations having various wave 
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numbers. 

   Figure 4 indicates the relationship between the wave number k and the growth rate n, calculated 

using Eq. (8) for our experimental conditions. We set the densities to be 1 = 1.12×103 kg/m3 (1.0 M 

copper sulphate solution) and 2 = 1.14×103 kg/m3 (1.2 M copper sulphate solution), the viscosity to 

be the same as that of 25.0 °C water, and 1 = 2 = 0.890 mPa·s. As can be seen in Figure 4, the 

growth rate has a peak value with respect to the wave number. This indicates that a wave of a certain 

wave number becomes dominant, while the other waves decay as time proceeds. Figure 4 indicates 

that the dominant wave occurs at kmax = 3.7 mm-1. From these results, it is expected that the 

lengthscale of the gravity-driven instability arising at the interface between higher and lower 

concentrations in our experimental cell is λmax = 2kmax = 1.7 mm. In the following sections, we 

compare the theoretical wavelength derived here to the lengthscale of concentration variance 

obtained from the measurements. 

 

Results and discussion 

Observation of the concentration field 

Figure 5 shows the time evolution of the concentration field during the electrochemical deposition 

experiments. In Figure 5, the black spheres are the stainless particulate beds onto whose surface the 

cupric ions are consumed for the deposition. The copper plate that supplies the ions to the solution is 

located above the image. The intermediate part is filled with the electrolytic solution and the color in the 

image represents the concentration of the cupric ions (see color legend) with isoconcentration lines at 

0.01 M intervals. The x [mm] and y [mm] presented in each images in Figure 5 are the scale of the actual 

experimental cells and the directions correspond to the coordinate system shown in Figure 2. 

At the onset of the experiment, (I) t = 1 s, the uniform concentration, c = 1.0 M, is detected in all 

structures, which is set as the initial condition of the experiment. After a few seconds, a non-uniform and 

complicated concentration field is observed (Figure 5 II, III, and IV). Because of the gravitational force, 

mass transfer in the present experiment is found to differ from the well-known advection-diffusion 

features, which would generate a vertically continuous concentration field. Instead, the lower and higher 
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concentration regions respectively migrate in a cluster. Our measurement system could capture such a 

complicated ion transfer by detecting the concentration fields that range in size from several tens of 

micrometers to several millimeters. 

A detailed description about the mass transfer observed in Figure 5 is given below. The higher 

concentration fluid formed on the upper side of the cell moves downward as if it is immiscible with the 

surrounding fluid. Then a finger-like pattern is created by gravitational instability because the 

concentration gradient occurs in the direction opposite to gravity. For all structures, there are several 

fingers with a roughly even size at (II) t = 9 s and (III) t = 12 s in Figure 5.  

As mentioned in the previous section, the characteristics of the finger-like instability (dominant 

wavelength and growth rate) are obtained from the linear stability analysis. In this case, the dominant 

wavelength of instability corresponds to the finger width (in lateral direction) at initial stage, while 

the growth rate of instability describes the exponential growth of fingers with time. In our 

experimental condition, the dominant wavelength calculated from Eq. (8) is max = 1.7 mm. The 

finger width in the lateral (x) direction which is visually observed from images shown in Figure 5 is 

comparable with max (See inset scale in Figure 5).  

On the other hand, the lower concentration fluid emerges as a thin layer along the surface of the 

particulate bed as if it is also immiscible with the surrounding fluid. Because of the lower density, the 

fluid in the layer accumulates around the uppermost particles and then begins to flow upward. The flow 

is not similar to the finger-like downward flow, but shows highly local and streaky features. In other 

words, the gravity-driven flow generated on the indented surface of the particulate bed is more likely to 

climb up toward the uppermost particles than it is to form the finger-like flows across the whole reacting 

surface. These features of upward flow, i.e., the low concentration fluid forms thin layer and moves 

upward along the complicated solid surface, are quite unexpected. 

 

Velocity of convection flow in the initial stage 

Figure 6 shows the concentration variation along the y (vertical) direction for the particulate bed with 

structure B. The values of the concentrations are averaged in the x (horizontal) direction from x = 1.00 
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mm to 8.00 mm, and they are normalized by the bulk concentration cb. In Figure 6, the upward and 

downward mass transfer in the system is clearly detected. As shown in Figure 5, high concentration 

clusters settle down from the upper part with roughly similar size and velocity. The size of these 

clusters (and consequently the settling velocity) is determined by the characteristics of the instability. 

On the other hand, Figure 5 also indicates that low concentration clusters flow up from the top of the 

particulate bed. In this case, the size of the clusters is obviously affected by the shape of porous edge 

since it is completely different from that of the high concentration clusters observed in the vicinity of 

the flat solid surface. From Figure 5, the rising velocities of the low concentration clusters seem to 

be similar to each other. The time course across Figure 6(a), (b), (c), and (d) indicates that, in average 

sense, the mass transfer from the upper flat surface is achieved by downward flow with high 

concentration and low velocity, while the mass transfer from the lower indented surface is achieved by 

upward flow with low concentration and high velocity.  

The amounts of supplied and consumed cupric ions seem to be uneven in Figure 6 although they 

should be equal in terms of mass balance. This is because the concentration shown in Figure 6 is 

calculated in the ranges of 1.00 mm ≤ x ≤ 8.00 mm and 0.00 mm ≤ y ≤ 6.40 mm despite the presence of 

concentration variation outside these ranges. 

The velocity of the downward flow is determined by the scale of gravity-driven instability. The 

velocity becomes larger as the fingers formed by the instability increase in size31. The lengthscale of the 

finger, which is affected by the container shape and the concentration of substances31, 32, could be also 

calculated theoretically as described above. On the other hand, the velocity of the upward flow depended 

obviously on the geometry of porous edge and was therefore difficult to calculate. Note that the supplied 

and consumed substances in the present experiment have the same ion equivalents due to the nature of 

the electrochemical deposition experiment. In the case where the inlet rate of a substance and the rate of 

consumption due to precipitation are unequal, the transfer velocities observed would depend on each 

rate. 

In Figure 6, concentration variations are approximated by a series of straight lines. The downward 

and upward flow is represented by sloping sections in which the concentration changes through space. 
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The midpoint between the starting and end points of each slope in the y direction are defined as the 

travel distance dt ; these are plotted against time in Figure 7. In the case of the upward flow, dt is 

measured from the point of y = 6.40 mm. As shown in Figure 7, there is a great difference in the travel 

distances of the downward and upward flows. The mean velocity among structures A, B, and C, 

estimated by the least square method, is 0.22 mm/s for the downward flow and 0.97 mm/s for the 

upward flow. 

Figure 7 shows no significant difference in the velocity of the downward flow among the structures 

since this convection flow is caused by the Rayleigh-Taylor instability. For the upward flow, the slope 

of the trend line is also similar for all structures, indicating that the flow velocity is almost independent 

of the structure once the low concentration fluid begins to float up. The travel distance in structure C is, 

however, smaller than the others, which suggests retardation of the upward flow in this structure. This is 

attributed to the number of particle overhangs present in the structure. As shown in Figure 5, the upward 

flow occurs after the accumulation of the low concentration fluid at the top of the uppermost particles. It 

is inferred that more time is taken in particulate structure C to accumulate the volume of lighter solution 

necessary to initiate flow at each overhang. The mass transfer near the indented solid surface is 

divided into two processes; migration of low concentration solution toward the top of particulate bed 

and generation of upward flow with low concentration. It is found from Figure 7 that, while the 

former process depends on the structure (the difference of intercept of lines in Figure7), the latter 

process is independent of the structures (same gradient of lines in Figure7). These two processes 

play significant roles on mass transfer in the vicinity of reacting surfaces, however, the former 

process is less important in the steady state. From the above results, it is found that a slight difference 

in porous edge geometry has considerable influence on the rate of mass transfer. 

 

Variation of convection flow scale after a passage of time 

Figure 8 shows the concentration profile in the x direction at y = 2.00 mm for structure B. The 

concentration is uniform at the onset of the experiment ((a) t = 1 s) and then undergoes a subtle 

fluctuation due to the influence of the upward flow ((b) t = 9 s). The fluctuation has a few local and 
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narrow peaks in Figure 8(b) since the upward flow is streaky and dependent on the geometry of the 

particulate bed. After a few seconds, the concentration increases overall, and the fluctuation in 

concentration displays a larger wavelength and amplitude ((c) t = 12 s). The increase in concentration 

arises from the presence of the more dense downward flow. The period of the dominant fluctuation in 

Figure 8(c) seems to be close to the theoretical wavelength λmax = 1.7 mm. As time progresses, however, 

the fluctuation with an unexplained ambiguous wavelength appears, which is generated by complex 

interactions between the downward and upward convections ((d) t = 30 s).  

The Fourier analysis was performed using the results in Figure 8 for the rough evaluation of the time 

variance in lengthscale of concentration fluctuation caused by the development of the convections. 

Figure 9 shows the spectrum of the concentration variation in the x direction at y = 2.00 mm. The results 

at t = 12 s is selected because the upward and downward flows have not interacted yet at this instant 

and therefore the lengthscale of the concentration variation should be consistent with the theoretical 

dominant wavelength max of the Rayleigh-Taylor instability. As shown in Figure 9 for all structures, 

a large contribution of the concentration variation with wavelength close to max, i.e., a = 1.55 mm, 

b = 1.88 mm, and c = 1.88 mm, is observed at t = 12 s. However, the peak wavelength has obviously 

changed (into a = 4.64 mm, b = 4.71 mm, and c = 1.34 mm) at t = 30 s where the downward 

finger-like flow and the upward streaky flow interact with each other. Since the convection flow, 

particularly the upward flow, is significantly affected by geometry as discussed above, it is inferred from 

Figure 9 that the lengthscale of the convection flow at t = 30 s is dependent on the geometry of the 

porous edge. 

Figure 10(a) shows the time variation of the wavelength of the convection flow cv which represents 

the peak wavelength. As mentioned above, the wavelength at t = 12 s peaks at around the theoretical 

dominant wavelength max (dashed line in Figure 10a) for all structures since the downward finger-like 

flow has not been affected by the upward streaky flow yet. After that, these flows start to interact and it 

changes the peak values differently in structures A, B, and C. The lengthscale of the concentration 

variation in structure A gradually shifts into longer scale (cv = 4.64 mm), which implies that the 
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convection flow with larger scale is generated. In structure B, short (cv < 1.7 mm) and long (cv = 4.71 

mm) wavelengths are alternately detected as peak value. It is inferred that the concentration field 

consists of the large-scale variation by the convection flow and small-scale fluctuations. The lengthscale 

in structure C becomes shorter and it is settled in cv = 1.34 mm. 

Figure 10(b) shows the relation between the wavelength of the convection flow cv at t = 12 s and t = 

30 s and mean interparticle distance lm. The mean interparticle distance indicates the entrance spacing in 

the porous media and it is defined as the average of horizontal separation length between the tips of 

overhangs (or the cell wall). As shown in Figure 10, the values of cv at t = 30 (filled circles) are 

obviously different depending on the structure while cv at t = 12 s (crosses) is similar to the dominant 

wavelength (dashed line). The wavelength of the convection flow at t = 30 s is longer than the mean 

interparticle distance lm in all structures. lm in structure C is shorter than that in the others because of the 

larger number of overhangs. The comparison of structures A, B, and C in Figure 10 reveals that the 

difference in lm affects the peak wavelength. The results indicate that the lengthscale of the convection 

flow depends on the scale of the void space at the edge of the porous media. In addition, the lengthscale 

of both the void space and the convection flow causes highly selective supply of substances deep in the 

porous media. As shown in Figure 5(IV), the denser flow reaches the coves surrounded by the particle 

overhangs in structures A and B, whereas this invasion can be scarcely observed for structure C. From 

these results, the void space at the edges of porous media has a crucial influence on mass transfer, 

including formation of convection flows and invasion of substances. 

 

Deposition behavior of copper on the particulate bed 

The growth of copper deposits on particulate beds is briefly described. Figure 11 shows particulate 

beds at the beginning (t = 0 min) and end (t = 60 min) of the experiments. As can be seen in Figure 11, 

the deposition is not uniform and it occurs selectively at the entrance to particulate beds. It should be 

noted that the change in the geometry of particulate beds in the present experimental system is merely a 

boundary condition of ion transfer. The influence of the electric potential on the deposition behavior 

cannot be neglected since the potential possibly affects the local reaction (deposition) rate (although it 
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does not affect ion transfer in the electroneutral region) as described in Eqs. (4) and (5). Nevertheless, 

Eq. (4) also indicates the dependence of the reaction rate on the concentration of the reactant at the 

reacting surface. The concentration at the surface seems to vary under the influence of the neighboring 

concentration field, which can be described in the same manner as non-electrolytic systems, as 

mentioned previously. In the present case, the concentration field surrounding the particulate bed is 

found to be greatly dependent on the convection flow from the bulk region toward the entrance of the 

bed. These results suggest that the inhomogeneous concentration field caused by the interaction between 

the upward and downward convection flows may affect the deposition behavior. 

 

Conclusions 

In the present paper, we have implemented a method based on light absorption photometry for the 

non-invasive measurement of two-dimensional concentration fields. This method has been applied to a 

quantitative evaluation of the mass transfer at the edge of porous media. As a result, the variance of a 

non-uniform complicated concentration field from moment to moment is appropriately captured with a 

spatial resolution of several tens of micrometers to millimeters. As well as non-contact processing, light 

absorption photometry offers great advantages, including simple apparatus and applicability to a wide 

range of objects by using a light source of appropriate wavelength. 

The concentration field evaluated in the present study has a gradient in the direction opposite to 

gravity due to the precipitation and dissolution reactions. By using the experimental results, the 

non-steady convection flows caused by the gravity-driven instability have been analyzed in detail. It was 

found that the indented reaction surface generated local and streaky convection flows depending on the 

surface geometry, while a finger-like flow appeared in the vicinity of the flat surface. After the passage 

of time, the flows interact closely with each other and generate a more complicated convection flow 

with a new lengthscale. The convection flow and the geometry of the porous edge could result in a 

highly selective supply of substances deep in the media. The results quantitatively reveal that the 

geometry of a porous edge considerably affects mass transfer, such as the lengthscale and velocity of 

convection flow and the invasion of substances into media. 
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Figure Captions 

Fig.1 Mass transfer with precipitation reaction at the entrance of porous media: (a) A fluid (white 

part) with a substance (black dots) moves in the direction of arrows into porous media 
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(assembly of gray round objects). (b) After the passage of time, the geometry of the medium 

changes owing to the reaction product (black deposits on the porous media) and it varies the 

transport of the substance. 

Fig. 2 Schematic representation of the experimental setup: (a) electrochemical deposition cell, 

(b) three different particulate structures, (c) measurement apparatus. 

Fig. 3 Standard curve and images of copper sulfate solutions obtained prior to the deposition 

experiment in particulate structure C. 

Fig. 4 Relationship between wave number k and growth rate n in this experiment. 

Fig. 5 Concentration fields of cupric ions at the initial stage in deposition experiments: (I) t = 1 

s, (II) t = 9 s, (III) t = 12 s, (IV) t = 30 s. 

Fig. 6 Mean concentration in the x direction which ranges from 1.00 mm to 8.00 mm at each 

position of y using the particulate structure B. They are normalized by the bulk 

concentration cb.  

Fig. 7 Travel distances of downward and upward flows in the initial stage. 

Fig. 8 Concentration profile in the x direction at y = 2.00 mm in the particulate structure B. 

Fig. 9 Spectrum of concentration variance in x direction at y = 2.00 mm. 

Fig. 10 Relation between wavelength of convection flow cv and mean interparticle distance lm. 

Fig. 11 Change in geometry of particulate beds at t = 0 min and t = 60 min as a result of deposition 

experiment. 
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Fig. 1 Mass transfer with precipitation reaction at the entrance of porous media: (a) A fluid (white 

part) with a substance (black dots) moves in the direction of arrows into porous media (assembly of gray 

round objects). (b) After the passage of time, the geometry of the medium changes owing to the reaction 

product (black deposits on the porous media) and it varies the transport of the substance. 
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Fig. 2 Schematic representation of the experimental setup: (a) electrochemical deposition cell, (b) 

three different particulate structures, (c) measurement apparatus. 

 



 

 

 

 

 

 

 

 

 

 

Fig. 3 Standard curve and images of copper sulfate solutions obtained prior to the deposition 

experiment in particulate structure C. 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 

 

 
Fig. 4 Relationship between wave number k and growth rate n in this experiment. 
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Fig.5 Concentration fields of cupric ions at the initial stage in deposition experiments: (I) t = 1 s, (II) 

t = 9 s, (III) t = 12 s, (IV) t = 30 s. 
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Fig. 6 Mean concentration in the x direction which ranges from 1.00 mm to 8.00 mm at each position 

of y using the particulate structure B. They are normalized by the bulk concentration cb. 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 

 

 

Fig. 7 Travel distances of downward and upward flows in the initial stage. 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

 

                   (a) t = 1 s                              (b) t = 9 s 
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Fig. 8 Concentration profile in the x direction at y = 2.00 mm in the particulate structure B. 
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Fig. 9 Spectrum of concentration variance in x direction at y = 2.00 mm 



 

 
(a) Time variation of λcv. 

 

 
(b) Relation between λcv and lm at t = 12 s and t = 30 s. 

 

Fig. 10 Relation between wavelength of convection flow λcv and mean interparticle distance lm. 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

         (a) structure A              (b) structure B              (c) structure C 

 

Fig. 11 Change in geometry of particulate beds at t = 0 min and t = 60 min as a result of deposition 

experiment. 
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