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Rigorous results concerning the Holstein–
Hubbard model

Tadahiro Miyao

Abstract. The Holstein model has been widely accepted as a model
comprising electrons interacting with phonons; analysis of this model’s
ground states was accomplished two decades ago. However, the results
were obtained without completely taking repulsive Coulomb interac-
tions into account. Recent progress has made it possible to treat such
interactions rigorously; in this paper, we study the Holstein–Hubbard
model with repulsive Coulomb interactions. The ground state proper-
ties of the model are investigated; in particular, the ground state of the
Hamiltonian is proven to be unique for an even number of electrons on
a bipartite connected lattice. In addition, we provide a rigorous upper
bound on charge susceptibility.

1. Introduction and results

1.1. Background

The subtle interplay of electrons and phonons induces various physical phe-
nomena. For instance, when electrons interact with phonons, they have a
tendency to pair. As a result, the ground state of such a system exhibits
either superconducting or charge-density-wave order. Another example is
high-temperature superconductivity. Since the discovery of coupled electron-
phonon systems, such systems have become increasingly active. However, a
unanimously accepted mechanism for the origin of high-temperature super-
conductivity has not been established. The above-mentioned examples sug-
gest that coupled electron-phonon systems offer a rich field of study toward
the identification of such a mechanism. In this paper, we rigorously investi-
gate the ground state properties of the Holstein–Hubbard model, which is a
standard model of electron-phonon interaction.

The importance of the uniqueness of ground states for models of single
particle interacting with a Bose field was recognized through rigorous studies
of the quantum field theory [5, 7, 10, 11, 29, 35]. Field-theoretical methods
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have been successfully adopted in condensed matter physics. In particular,
Löwen [20] applied Fröhlich’s method [7] to a model of a single electron po-
sitioned on a discrete lattice system and that interacts with the phonons of
lattice. Recently, this method was extended to a two-electron system inter-
acting with phonons [21]1.

The importance of the uniqueness of ground states has also been appre-
ciated in the field of many-electron systems [17, 18, 37]. In addition, some
relationships between the notion of correlations and the uniqueness of the
ground states have been revealed in recent years [26]. To explain why the
uniqueness is important, we recall the Hubbard model [13] as a background:

HHubbard = −
∑

{x,y}∈E
σ∈{↑,↓}

txyc∗xσcyσ +
1
2

∑

x∈Λ

Ux(nx − 1l)2, Ux > 0. (1)

For definitions of symbols, see Section 1.2. In general, the Pauli exclusion
principle and the Coulomb repulsion are essential factors in the study of
many-electron systems. This model takes the two factors into consideration,
and has been regarded as a basic model of the theory of ferromagnetism. In
[19], Lieb proved the uniqueness of the ground state of the Hubbard model
using the method of spin-reflection positivity2. Ferromagnetism in the ground
state immediately follows from this result.

Let us now discuss the problem of electron-phonon interaction. As men-
tioned above, the field-theoretical approach successfully proves the unique-
ness of the ground states of single and two-electron systems interacting with
phonons, however, it is difficult to apply this approach to the general many-
electron systems involving interactions with phonons. Freericks and Lieb in-
vented a crucial approach to show the uniqueness of the many-body ground
state of an electron-phonon Hamiltonian [6]. Their method also relied on
spin-reflection positivity. The Freericks–Lieb method is applicable to a gen-
eral class of models. To clarify the point of the argument, let us consider the
Holstein model [12] since it is a representative model of the Lieb–Freericks
class. The Hamiltonian of the Holstein model is given by the following:

HHolstein =−
∑

{x,y}∈E
σ∈{↑,↓}

txyc∗xσcyσ +
∑

x∈Λ

gxnx(b∗x + bx) +
∑

x∈Λ

ω0b
∗
xbx. (2)

The uniqueness of the ground states of HHolstein was successfully proved in
[6]. As a corollary, it was shown that the ground state has a total spin S = 0.

The Holstein model considers the Pauli exclusion principle, but not
Coulomb repulsion. It is logical as well as important to ask whether we can
prove (or disprove) the uniqueness of the ground state even if Coulomb re-
pulsion is considered. The motivation of this study is to answer this question.

1The Coulomb repulsion is considered, while the Pauli exclusion principle is not taken into
account in [21]
2The spin-reflection positivity originated from quantum field theory [30], and has various
applications to strongly correlated electron systems [8, 32, 38].



Rigorous results concerning the Holstein–Hubbard model 3

To investigate this problem, we analyzed the Holstein–Hubbard model that
contains effects of the Coulomb repulsion:

HHH = HHolstein +
1
2

∑

x∈Λ

Ux(nx − 1l)2, Ux > 0. (3)

It should be noted that the Lieb–Freericks approach is inapplicable to this
model3. Our first achievement is that we prove the uniqueness of the ground
states of the extended Holstein–Hubbard model defined by (5). As a corollary,
we elucidate the magnetic properties of the ground state. To this end, we
apply the theory of operator inequalities associated with Hilbert cones, which
has been shown to be effective in studies of many-electron systems [21, 23, 24].

At first glance, it appears that the form of the Hamiltonian is unsuitable
for application to operator inequalities because of the electron-phonon inter-
action term (the middle term in the RHS of (2)). To overcome this obstacle,
we employ the Lang–Firsov transformation [16]. By this transformation, the
electron-phonon interaction term in (3) disappears so that we can apply our
theory of operator inequalities to the resulting Hamiltonian. This is the main
reason why we use the Lang–Firosov transformation. Due to this transfor-
mation, the hopping matrix elements of the resulting Hamiltonian become
complex-valued functions of the phonon coordinates [see (44)]. To the best
of our knowledge, there has been no attempt, except Miyao [22], to show
the uniqueness of the ground states of such a Hamiltonian. In the study by
Miyao [22], the ground state properties of the Su–Schrieffer–Heeger (SSH)
model [36] were investigated. The SSH model describes a one-dimensional
many-electron system interacting with phonons4. A significant feature of this
model is that its hopping matrix elements are real-valued functions of the
phonon coordinates which makes our analysis complicated. Since the elements
of the hopping matrix are complex in our case, the method in [22] cannot be
applied directly. Therefore, we establish a more sophisticated analysis in this
study.

Lieb’s results for the Hubbard model concern the ground state. On the
other hand, Kubo and Kishi showed a finite temperature version of Lieb’s
theorem [15]. They showed a uniform upper bound on the charg susceptibility
of the Hubbard model at finite temperature, which implies the absence of
charge long-range order. As the second achievement of this study, we extend
their result to the extended Holstein–Hubbard model.

3To be precise, their results remain true if Ux ≤ 0, but their method does not work if
Ux > 0.
4The SSH Hamiltonian is concretely given by

HSSH =−
LX

j=1

X

σ∈{↑,↓}
(qj − qj+1)tc

∗
jσcj+1σ +

1

2

LX

j=1

Uj(nj − 1l)2 +
LX

j=1

ω0b∗j bj , (4)

where qj = bj − b∗j and t > 0. Clearly, the hopping matrix element tj(q) := −(qj − qj+1)t

depends on phonon coordinates, {qj}j∈Λ.
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Our method requires a restriction on the electron-phonon coupling strength
(|g0| ≤

√
2U0/ω0). We are aware of no rigorous results when the electron-

phonon coupling strength is large enough (|g0| >
√

2U0/ω0).

1.2. The extended Holstein–Hubbard model

Let G = (Λ, E) be a graph with vertex set Λ and edge collection E. We
suppose that G is embedded in Rd and that Λ is a finite subset of Rd. An
edge with end-points x and y is denoted by {x, y}. We always assume that
{x, x} /∈ E for any x ∈ Λ, i.e., any loops are excluded. Henceforth, we assume
that

(G) G is bipartite5.

The Hamiltonian of the extended Holstein–Hubbard model is given by

H =−
∑

{x,y}∈E
σ∈{↑,↓}

txyc∗xσcyσ +
1
2

∑

x,y∈Λ

Uxy(nx − 1l)(ny − 1l)

+
∑

x,y∈Λ

gxynx(b∗y + by) +
∑

x∈Λ

ω0b
∗
xbx, (5)

where cxσ is the electron annihilation operator at vertex x and bx is the
phonon annihilation operator at vertex x. These operators satisfy the follow-
ing relations:

{cxσ, c∗x′σ′} = δσσ′δxx′ , [bx, b∗x′ ] = δxx′ . (6)

nx is the fermionic number operator at vertex x ∈ Λ defined by

nx =
∑

σ∈{↑,↓}
nxσ, nxσ = c∗xσcxσ. (7)

txy is the hopping matrix element, Uxy is the energy of the Coulomb interac-
tion, and gxy is the strength of the electron-phonon interaction. We assume
that

(I) {gxy}, {txy} and {Uxy} are real symmetric |Λ| × |Λ| matrices6.

The phonons are assumed to be dispersionless with energy ω0 > 0. H acts in
the Hilbert space

E⊗P. (8)

E is defined by Fe ⊗ Fe. Fe is the fermionic Fock space over `2(Λ) given
by Fe = ⊕∞n=0 ∧n `2(Λ), where ∧n`2(Λ) is the n-fold anti-symmetric tensor
product of `2(Λ). P is the bosonic Fock space over `2(Λ) defined by P =
⊕∞n=0 ⊗n

s `2(Λ), where ⊗n
s `2(Λ) is the n-fold symmetric tensor product. By

5A graph G is called bipartite if Λ admits a partition into two classes, such that every edge
has its ends in different classes.
6Let M = {Mxy} be a |Λ| × |Λ| matrix. M is called a real symmetric matrix if Mxy is real

and Mxy = Myx for all x, y ∈ Λ.
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the Kato–Rellich theorem, H is self-adjoint on dom(Np) and bounded from
below7, where Np =

∑
x∈Λ b∗xbx.

Let Ne =
∑

σ∈{↑,↓}
∑

x∈Λ nxσ, the fermionic number operator. We are
interested in the ground state properties of H at half-filling. Thus, we consider
only the following subspace:

H = E|Λ| ⊗P, E|Λ| = ker(Ne − |Λ|). (9)

Let S(z) = 1
2 (Ne↑ − Ne↓), where Neσ =

∑
x∈Λ nxσ, σ ∈ {↑, ↓}. Since

S(z) commutes with H, we have the following decompositions:

H =
|Λ|/2⊕

M=−|Λ|/2

HM , HM =
(

ker[S(z) −M ] ∩ E|Λ|
)
⊗P, (10)

H =
|Λ|/2⊕

M=−|Λ|/2

HM , HM = H ¹ HM . (11)

Here, HM is called the M -subspace.

1.3. Ground state properties

Before we state our first result, we need to introduce some definitions.
The effective Coulomb interaction is given by the following equation:

Ueff,xy = Uxy − 2
ω0

∑

z∈Λ

gxzgyz. (12)

In what follows, we assume that

(A. 1)
∑

x∈Λ

gxy is a constant independent of y ∈ Λ .

Example 1. (i) An example satisfying (A. 1) is gxy = g0δxy, where δxy is the
Kronecker delta.

(ii) Let us consider a linear chain of 2L atoms with periodic boundary
conditions. In this case, G = (Λ, E) is defined by Λ = {xj}2L

j=1, xj ∈ R2 and
E = {{xj , xj+1}, {xj+1, xj}}2L

j=1 with x2L+1 = x1. We denote the distance
from atom i to atom j by wi,j = |xi − xj |. Assume that wj,j+1 = constant
for all j. If gxy is a function of |x − y|, i.e., gxy = f(|x − y|), then (A. 1) is
satisfied. Similarly, if Λ has a symmetric structure, like C60 fullerene, then
(A. 1) is fulfilled. ♦
7To show self-adjointness, recall the well-known bounds: ‖bx(Np +1l)−1/2‖ ≤ 1, ‖b∗x(Np +

1l)−1/2‖ ≤ 1. Thus, we see that

‖
X

x

gxynx(by + b∗y)ϕ‖ ≤ 4|Λ|max
x,y

|gxy|‖(Np + 1l)1/2ϕ‖, ϕ ∈ dom(Np).

Since ‖(Np + 1l)1/2ϕ‖2 ≤ ε‖(Np + 1l)ϕ‖2 + 1
4ε
‖ϕ‖2 for all ε > 0, the electron-phonon

interaction term is infinitesimally Np-bounded. Hence, we can apply the Kato–Rellich
theorem [31].
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Since G is bipartite, Λ can be divided into two disjoint sets Λe and Λo.
Set

S̃+ =
∑

x∈Λ

γxcx↑cx↓, S̃− =
∑

x∈Λ

γxc∗x↓c
∗
x↑, S̃(z) =

1
2
|Λ| − 1

2
(Ne↑ + Ne↓),

(13)

where γx = 1 for x ∈ Λe, γx = −1 for x ∈ Λo. The pseudospin operator is
defined by

S̃2
tot = S̃(z)2 +

1
2
S̃+S̃− +

1
2
S̃−S̃+. (14)

Although S̃2
tot does not commute with HM , it is still useful to study ground

states of HM .

Theorem 1.1. Assume that |Λ| is even. Assume (A. 1). Assume that Ueff is
positive semi-definite8. Then for all M ∈ {−|Λ|/2,−|Λ|/2 + 1, . . . , |Λ|/2},
among all the ground states of HM , there exists at least one ground state ϕM

which satisfies the following:

(i) P̃ϕM 6= 0 holds, where P̃ is the orthogonal projection onto ker(S̃2
tot).

(ii) Let Sx+ = c∗x↑cx↓ and Sx− = (Sx+)∗. Then

〈
ϕM , Sx+Sy−ϕM

〉
{
≥ 0 if x, y ∈ Λe or x, y ∈ Λo

≤ 0 otherwise.
(16)

In other words, the magnetic structure of the ground state is antiferro-
magnetic.

Remark 1.2. In [26], it is pointed out that (16) can be regarded as the first
Griffiths inequality. ♦
Example 2. Let Uxy = U0δxy and gxy = g0δxy. Then Ueff,xy = (U0 −
2g2

0/ω0)δxy. Thus, Ueff is positive semi-definite if and only if |g0| ≤
√

2U0/ω0.
♦

Theorem 1.1 does not exclude the possibility that HM has degenerate
ground states. Our next result concerns the uniqueness of the ground state.
To show it, we need an additional assumption:

(A. 2) G is connected9 and txy 6= 0 for all {x, y} ∈ E.
Let us introduce the total spin operator

S2
tot = S(z)2 +

1
2
S+S− +

1
2
S−S+, (17)

8Ueff is called positive semi-definite, if, for all {ξx}x∈Λ ∈ C|Λ|,
X

x,y∈Λ

ξxξyUeff,xy ≥ 0 (15)

holds.
9The graph G is called connected if any of its vertices are linked by a path in G.
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where

S+ =
∑

x∈Λ

c∗x↑cx↓, S− =
∑

x∈Λ

c∗x↓cx↑. (18)

Theorem 1.3. Assume that |Λ| is even. Assume (A. 1) and (A. 2). Assume
that Ueff is positive definite10. For each M ∈ {−|Λ|/2,−|Λ|/2+1, . . . , |Λ|/2},
the ground state of HM is unique. Let ϕM be the unique ground state of HM .
Then we have the following:

(i) P̃ϕM 6= 0.
(ii) There exists a unique number S such that S ≥ |M | and S2

totϕM =
S(S + 1)ϕM .

(iii)

〈
ϕM , Sx+Sy−ϕM

〉
{

> 0 if x, y ∈ Λe or x, y ∈ Λo

< 0 otherwise.
(20)

Remark 1.4. (20) means that the antiferromagnetic structure becomes sharper
than (16) or a strict Griffiths inequality holds. ♦
Example 3. Consider the case where Uxy = U0δxy and gxy = g0δxy. Then
Ueff is positive definite if and only if |g0| <

√
ω0U0/2. ♦

1.4. Upper bounds on the charge susceptibility

We give a rigorous bound on the charge susceptibility of the Holstein–Hubbard
model. For simplicity, we consider the d-dimensional simple cubic lattice Zd.
For each L ∈ N, the vertex set is given by

Λ = [−L,L)d ∩ Zd. (21)

We impose a periodic boundary condition on the model. To be precise, the
edge collection E is given by

E =
{{x, y} ∈ Λ2

∣∣ |x− y| = 1
} ∪ ∂, (22)

where

∂ =
{
{x, y} ∈ Λ2

∣∣∣ |x− y| = 2L− 1
}

. (23)

We set txy = t 6= 0 for all {x, y} ∈ E.
Let δnx = nx − 1l. Set

δ̃np = |Λ|−1/2
∑

x∈Λ

e−ix·pδnx. (24)

The charge susceptibility is defined by

χβ(p) = lim
L→∞

β
(
δ̃n−p, δ̃np

)
β,Λ

, p ∈ [−π, π]d, (25)

10Ueff will be called positive definite if, for all {ξx}x∈Λ ∈ C|Λ|\{0},X

x,y∈Λ

ξxξyUeff,xy > 0 (19)

holds.
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where

(A, B)β,Λ = Z−1
β,Λ

∫ 1

0

dsTr
[
e−sβ(H+

P
x∈Λ µxnx)A e−(1−s)β(H+

P
x∈Λ µxnx)B

]
,

(26)

Zβ,Λ = Tr
[
e−β(H+

P
x∈Λ µxnx)

]
. (27)

The local chemical potential is given by

µx =
2
ω0

∑

y,z∈Λ

gxzgzy. (28)

Note that if gxy = g0δxy, then µx = 2g2
0/ω0 for all x ∈ Λ. For any β and

Λ, we can check that the thermal average density of the system satisfies
〈no〉β,Λ := Z−1

β,ΛTr[noe−βH ] = 1, i.e., the system at half-filling is considered11.
We assume the following:

(B. 1) gxy and Uxy are translation-invariant, i.e., gxy = gx−y,o and Uxy =
Ux−y,o for all x, y ∈ Λ.

(B. 2) Set g(x) = gx,o and U(x) = Ux,o. Then g(x) ∈ `2(Zd) and U(x) ∈
`1(Zd).

(B. 3) For all L > 0, it holds that Ûeff,Λ(p) ≥ 0, where f̂Λ(p) =
∑

x∈Λ e−ix·pf(x).

Remark 1.5. (B. 3) implies that Ueff is positive semi-definite. ♦
Theorem 1.6. Assume (B. 1), (B. 2), and (B. 3). For each p ∈ [−π, π]d such
that Ûeff(p) > 0, we have

χβ(p) ≤ Ûeff(p)−1. (29)

Here f̂(p) =
∑

x∈Zd e−ix·pf(x).

Remark 1.7. (i) By direct computation, we have Ûeff(p) = Û(p)− 2ĝ(p)2/ω0.
(ii) This result is an extension of the Kubo–Kishi theorem [15] in the

following way: (a) The electron-phonon interaction is taken into account. (b)
Not only on-site but general Coulomb repulsion is considered.

(iii) In a companion paper [25], we obtain a similar bound on the Hub-
bard model coupled to a quantized radiation field. ♦
Corollary 1.8. Assume (B. 1), (B. 2) and (B. 3). In addition, assume that
there exists a constant u0 > 0 such that Ûeff(p) ≥ u0 for all p ∈ [−π, π]d.
Then we have

χβ(p) ≤ u−1
0 . (30)

Thus, by the Falk–Bruch inequality [2, 4], there is no charge long-range order.

Remark 1.9. The existence of u0 > 0 implies that Ueff is positive definite. ♦

11By A := B, we understand that A is defined in terms of B.
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Example 4. For each U0, U1, g0 ≥ 0, let

Uxy =





U0 x = y

U1/2d |x− y| = 1
0 otherwise

, gxy = g0δxy. (31)

Clearly, (B. 1) and (B. 2) are satisfied. Then one sees Ûeff(p) = (U0 − U1 −
2g2

0/ω0) + U1
d

∑d
j=1(1 + cos pj). Thus, (B. 3) is satisfied whenever U0 −U1 −

2g2
0/ω0 ≥ 0. There is no charge long-range order if U0 − U1 − 2g2

0/ω0 > 0. If
U0−U1−2g2

0/ω0 = 0, then χβ(p) could diverge at extreme points of [−π, π]d.
♦

Remark 1.10. In the case where U0−U1−2g2/ω0 < 0, the existence of charge
long-range order is proved in [27]. ♦

1.5. Organization

The organization of the paper is as follows: In Section 2, we introduce several
operator inequalities related to Hilbert cones. These operator inequalities are
very useful for our study. Sections 3-6 are devoted to proving the main results
in Section 1.

In Section 3, we provide several expressions of the Hamiltonian (5)
by performing the hole-particle and Lang–Firsov transformations. We then
choose a suitable expression in each section below.

In Section 4, we show Theorem 1.1. By choosing a suitable Hilbert cone,
we prove that the heat semi-group generated by the Hamiltonian preserves
the positivity. Theorem 1.1 is a corollary of this fact.

In Section 5, proof of Theorem 1.3 is given. We show that the semi-
group generated by the Hamiltonian improves the positivity with respect to
the Hilbert cone constructed in Section 4. The uniqueness of ground states
follows from Faris’ theorem, which is a generalization of the Perron–Frobenius
theorem. By applying this fact, the some magnetic structures of the ground
state are revealed.

Section 6 is devoted to the proof of Theorem 1.6. We obtain an upper
bound on the charge susceptibility by extending the method of Gaussian
domination established in [2, 8, 9].

In Appendices A and B, we give a list of basic facts that are used in the
main sections.

In Appendix C, we give a proof of a technical proposition which is
needed in Section 5.

Acknowledgements. This work was supported by KAKENHI(20554421). I
would be grateful to the anonymous referees for useful comments.
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2. Preliminaries

2.1. Hilbert cones and their associated operator inequalities

Definition 2.1. Let X be a complex Hilbert space. By a convex cone, we
denote a closed convex set X+ ⊆ X such that tX+ ⊆ X+ for all t ≥ 0 and
X+ ∩ (−X+) = {0}. In what follows, we always assume that X+ 6= {0}. A
convex cone, X+ in X, is called a Hilbert cone if it satisfies the following12:

(i) 〈x, y〉 ≥ 0 for all x, y ∈ X+.
(ii) Let XR be a real subspace of X generated by X+ . Then for all x ∈ XR,

there exist x+, x− ∈ X+ such that x = x+ − x− and 〈x+, x−〉 = 0.
(iii) X = XR + iXR = {x + iy |x, y ∈ XR}.
A vector x is said to be positive w.r.t. X+ if x ∈ X+. We write this as x ≥ 0
w.r.t. X+.

A vector y ∈ X is called strictly positive w.r.t. X+ whenever 〈x, y〉 > 0
for all x ∈ X+\{0}. We write this as x > 0 w.r.t. X+. ♦

In subsequent sections, we will use the following operator inequalities:

Definition 2.2. We denote by B(X) the set of all bounded linear operators
on X. Let A,B ∈ B(X).

(i) If AX+ ⊆ X+
13, we then write this as A¥0 w.r.t. X+

14. In this case, we
say that A preserves the positivity w.r.t. X+. Suppose that AXR ⊆ XR
and BXR ⊆ XR. If (A−B)X+ ⊆ X+, then we write this as A ¥ B w.r.t.
X+.

(ii) We write A ¤ 0 w.r.t. X+, if Ax > 0 w.r.t. X+ for all x ∈ X+\{0}. In
this case, we say that A improves the positivity w.r.t. X+. ♦
The following proposition is fundamental to this paper:

Proposition 2.3. Let A,B,C, D ∈ B(X) and let a, b ∈ R. We have the fol-
lowing:

(i) If A ¥ 0, B ¥ 0 w.r.t. X+ and a, b ≥ 0, then aA + bB ¥ 0 w.r.t. X+.
(ii) If A ¥ B ¥ 0 and C ¥ D ¥ 0 w.r.t. X+, then AC ¥ BD ¥ 0 w.r.t. X+.

Proof. (i) is trivial.
(ii) If X ¥0 and Y ¥0 w.r.t. X+, we have XY X+ ⊆ XX+ ⊆ X+. Hence,

it holds that XY ¥ 0 w.r.t. X+. Hence, we have

AC −BD = A︸︷︷︸
¥0

(C −D)︸ ︷︷ ︸
¥0

+(A−B)︸ ︷︷ ︸
¥0

D︸︷︷︸
¥0

¥0 w.r.t. X+.

This completes the proof. 2

In Appendix A, we give several crucial theorems on the operator in-
equalities associated with Hilbert cones.

12X+ is a Hilbert cone if and only if X+ is a self-dual cone [1, 21, 26].
13For each subset Y ⊆ X, AY is defined by AY = {Ax |x ∈ Y}.
14This symbol was introduced by Miura [28], see also [14].
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2.2. A canonical cone in L 2(h)
Let h be a complex Hilbert space. The set of all Hilbert-Schmidt class op-
erators on h is denoted by L 2(h), i.e., L 2(h) = {ξ ∈ B(h) |Tr[ξ∗ξ] < ∞}.
Henceforth, we regard L 2(h) as a Hilbert space equipped with the inner
product 〈ξ, η〉L 2 = Tr[ξ∗η], ξ, η ∈ L 2(h). For each A ∈ B(h), the left multi-
plication operator is defined by

L(A)ξ = Aξ, ξ ∈ L 2(h). (32)

Similarly, the right multiplication operator is defined by

R(A)ξ = ξA, ξ ∈ L 2(h). (33)

It is not hard to check that

L(A)L(B) = L(AB), R(A)R(B) = R(BA), A, B ∈ B(h). (34)

Definition 2.4. A canonical cone in L 2(h) is given by

L 2(h)+ =
{

ξ ∈ L 2(h)
∣∣∣ ξ is self-adjoint and ξ ≥ 0 as an operator on h

}
.

(35)

(Recall that a linear operator ξ on h is said to be positive if 〈x, ξx〉h ≥ 0 for
all x ∈ h. We write this as ξ ≥ 0.) ♦
Proposition 2.5. L 2(h)+ is a Hilbert cone in L 2(h).

Proof. We will check conditions (i)-(iii) in Definition 2.1.
(i) Let ξ, η ∈ L 2(h)+. Since ξ1/2ηξ1/2 ≥ 0, we have 〈ξ, η〉L 2 = Tr[ξη] =

Tr[ξ1/2ηξ1/2] ≥ 0.
(ii) Note that L 2(h)R = {ξ ∈ L 2(h) | ξ is self-adjoint }. Let ξ ∈ L 2(h)R.

By the spectral theorem, there is a projection valued measure {E(·)} such
that ξ =

∫
R λdE(λ). Denote ξ+ =

∫∞
0

λdE(λ) and ξ− =
∫ 0

−∞(−λ)dE(λ).
Clearly, it holds that ξ+ξ− = 0, ξ± ∈ L 2(h)+ and ξ = ξ+ − ξ−. Thus, (ii) is
satisfied.

(iii) For each ξ ∈ L 2(h), we have ξ = ξR + iξI , where ξR = (ξ + ξ∗)/2
and ξI = (ξ− ξ∗)/2i. Trivially, ξR, ξI ∈ L 2(h)R. This completes the proof. 2

Lemma 2.6. Let A ∈ B(h). We have L(A∗)R(A) ¥ 0 w.r.t. L 2(h)+.

Proof. For each ξ ∈ L 2(h)+, we have L(A∗)R(A)ξ = A∗ξA ≥ 0. 2

3. Several expressions of the Hamiltonian, H

3.1. The Lang–Firsov transformation

Let

qx =
1√
2ω0

(b∗x + bx), px = i
√

ω0

2
(b∗x − bx). (36)
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Both operators are essentially self-adjoint. We denote their closures by the
same symbols. Let

L = −i
√

2ω
−3/2
0

∑

x,y∈Λ

gxynxpy. (37)

L is essentially anti-self-adjoint. We also denote its closure by the same sym-
bol. Hence, eL is a unitary operator15. We see that

eLcxσe−L = exp

{
i
√

2ω
−3/2
0

∑

y∈Λ

gxypy

}
cxσ, (38)

eLbxe−L = bx − ω−1
0

∑

y∈Λ

gyxny. (39)

Let

Vxy =
∑

z∈Λ

2
ω0

gxzgyz. (40)

Using the facts that

e−i π
2 Npqxei π

2 Np = ω−1
0 px, e−i π

2 Nppxei π
2 Np = ω0qx, (41)

where Np =
∑

x∈Λ b∗xbx, one arrives at the following:

Proposition 3.1. Set U = e−i π
2 NpeL. We define ĤM by

ĤM = U HMU ∗ − 1
2

∑

x,y∈Λ

Vxy +
g2
∗

ω2
0

(|Λ| − 2M), (42)

where g∗ =
∑

x∈Λ gxy
16. Then we have

ĤM = −T−g,↑ − T−g,↓ + Hp + U, (43)

where

T±g,σ =
∑

{x,y}∈E

txyc∗xσcyσ exp
{
± iΦ{x,y}

}
, (44)

Φ{x,y} =
√

2ω
−1/2
0

∑

z∈Λ

(gxz − gyz)qz, (45)

Hp =
1
2

∑

x∈Λ

(
p2

x + ω2
0q2

x

)
, (46)

U =
1
2

∑

x,y∈Λ

Ueff,xy(nx − 1l
)(

ny − 1l
)
, (47)

Ueff,xy =Uxy − Vxy. (48)

15The unitary operator eL was introduced by Lang and Firsov [16].
16By (A. 1), g∗ is a constant independent of y.
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Proof. We note the following:
∑

x,y∈Λ

Vxynyσ =
2
ω0

g2
∗Neσ =

1
ω0

g2
∗(|Λ| − 2M) on HM . (49)

Here, we used (A. 1). Thus, the formula immediately follows from (38), (39)
and (41). 2

3.2. Expression of the Hamiltonian in (Fe ⊗ Fe)⊗P

Note that

cx↑ = cx ⊗ 1l, cx↓ = (−1l)Ne ⊗ cx, (50)

where cx and c∗x are the fermionic annihilation- and creation operators on
Fe, and Ne is the fermionic number operator given by Ne =

∑
x∈Λ nx with

nx = c∗xcx. Thus, we have the following:

T±g,↑ =
∑

{x,y}∈E

txyc∗xcy ⊗ 1l⊗ exp
{
± iΦ{x,y}

}
, (51)

T±g,↓ =
∑

{x,y}∈E

txy1l⊗ c∗xcy ⊗ exp
{
± iΦ{x,y}

}
, (52)

U =
1
2

∑

x,y∈Λ

Ueff,xy

(
nx ⊗ 1l + 1l⊗ nx − 1l

)(
ny ⊗ 1l + 1l⊗ ny − 1l

)⊗ 1lP,

(53)

where 1lP is the identity operator on P.

3.3. The hole-particle transformation

The hole-particle transformation is a unitary operator W on E|Λ| such that

Wcx ⊗ 1lW∗ = γxc∗x ⊗ 1l, Wc∗x ⊗ 1lW∗ = γxcx ⊗ 1l, W1l⊗ cxW∗ = 1l⊗ cx.
(54)

Observe that WNeW∗ = |Λ| − (Ne ⊗ 1l − 1l ⊗ Ne) and WS(z)W∗ =
1
2 |Λ| − 1

2 (Ne ⊗ 1l + 1l⊗ Ne). Hence, we have

WE|Λ| =
|Λ|⊕

n=0

Fe,n ⊗ Fe,n, WHM = Fe,(|Λ|−2M)/2 ⊗ Fe,(|Λ|−2M)/2, (55)

where Fe,n = ∧n`2(Λ). In what follows, we set

M† =
1
2
(|Λ| − 2M). (56)

Lemma 3.2. We have the following:
(i) WT−g,↑W∗ = T+g,↑.
(ii) WT−g,↓W∗ = T−g,↓.
(iii) WUW∗ = Ũ, where

Ũ =
1
2

∑

x,y∈Λ

Ueff,xy

(
nx ⊗ 1l− 1l⊗ nx

)(
ny ⊗ 1l− 1l⊗ ny

)⊗ 1lP. (57)
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Proof. (i) By definition of W, we have

W
∑

{x,y}∈E

txyc∗xcy ⊗ 1l⊗ exp
{
− iΦ{x,y}

}
W∗

=
∑

{x,y}∈E

txyγxγycxc∗y ⊗ 1l⊗ exp
{
− iΦ{x,y}

}
. (58)

Since G is bipartite, γxγy = −1 holds for all {x, y} ∈ E. Consequently,

RHS of (58) =
∑

{x,y}∈E

txyc∗ycx ⊗ 1l⊗ exp
{
− iΦ{x,y}

}
(59)

=
∑

{y,x}∈E

tyxc∗xcy ⊗ 1l⊗ exp
{
− iΦ{y,x}

}

=
∑

{x,y}∈E

txyc∗xcy ⊗ 1l⊗ exp
{

+ iΦ{x,y}
}

. (60)

Here, we used that txy = tyx and Φ{y,x} = −Φ{x,y}. Thus, we have (i).
Similarly, one obtains that WT−g,↓W∗ = T−g,↓.

(iii) Since Wnx⊗ 1lW∗ = (1l− nx)⊗ 1l and W1l⊗ nxW∗ = 1l⊗ nx, we see
that

WUW∗ = Ũ. 2 (61)

Corollary 3.3. Let HM = WĤMW∗. Then we have

HM = −T+g,↑ − T−g,↓ + Ũ + Hp. (62)

3.4. Expression of the Hamiltonian in L 2(Fe,M†)⊗ L2(Q)

3.4.1. Natural identification Fe,M† ⊗ Fe,M† with L 2(Fe,M†). Let ϑ be an
anti-linear involution on Fe,M† defined by

ϑcxϑ = cx, ϑΩ = Ω, (63)

where Ω is the Fock vacuum in Fe. We define an isometric isomorphism from
L 2(Fe,M†) onto Fe,M† ⊗ Fe,M† by

Φϑ

(|ϕ〉〈ψ|) = ϕ⊗ ϑψ. (64)

Hence, we can identify L 2(Fe,M†) with Fe,M† ⊗ Fe,M† by Φϑ. Moreover, one
has

ΦϑL(A)Φ−1
ϑ = A⊗ 1l, ΦϑR(ϑA∗ϑ)Φ−1

ϑ = 1l⊗A (65)

for any bounded linear operator A on Fe,M† . To summarize, we have the
following identifications:

Fe,M† ⊗ Fe,M† = L 2(Fe,M†), (66)

L(A) = A⊗ 1l, R(ϑA∗ϑ) = 1l⊗A. (67)
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3.4.2. The Schrödinger representation. Note the following identification:

P = L2(Q, dq) = L2(Q), (68)

where Q = R|Λ|, dq =
∏

x∈Λ dqx is the |Λ|-dimensional Lebesgue measure
on Q, and L2(Q) is the Hilbert space of the square integrable functions on
Q. Under this identification, qx and px can be viewed as multiplication and
partial differential operators, respectively. Moreover, the phonon energy term
can be expressed as

Hp =
1
2

∑

x∈Λ

(
− ∂2

∂q2
x

+ ω2
0q2

x

)
− |Λ|

2
. (69)

3.4.3. Representation in L 2(Fe,M†)⊗L2(Q). By (66) and (68), we have the
following identifications:

L 2(Fe,M†)⊗P = L 2(Fe,M†)⊗ L2(Q) =
∫ ⊕

Q
L 2(Fe,M†) dq. (70)

For each ψ =
∫ ⊕
Q ψ(q) dq ∈ L 2(Fe,M†) ⊗ L2(Q) =

∫ ⊕
Q L 2(Fe,M†) dq, let us

define an isometric isomorphism Φ⊕ϑ from L 2(Fe,M†)⊗L2(Q) onto [Fe,M† ⊗
Fe,M† ]⊗ L2(Q) by

Φ⊕ϑ (ψ) =
∫ ⊕

Q
Φϑ(ψ(q)) dq. (71)

Let q 7→ A(q) be a B(Fe,M†)-valued measurable map such that
supq ‖A(q)‖B < ∞. Using (65), we see that

Φ⊕ϑ

∫ ⊕

Q
L(

A(q)
)
dq Φ⊕−1

ϑ =
∫ ⊕

Q
A(q)⊗ 1l dq, (72)

Φ⊕ϑ

∫ ⊕

Q
R(

ϑA(q)∗ϑ
)
dq Φ⊕−1

ϑ =
∫ ⊕

Q
1l⊗A(q) dq. (73)

Lemma 3.4. Under identification (70), we have the following:

(i)

T+g,↑ =
∫ ⊕

Q
L(T+g(q))dq, T−g,↓ =

∫ ⊕

Q
R(T+g(q))dq, (74)

where

T±g(q) =
∑

{x,y}∈E

txyc∗xcy exp
{
± iΦ{x,y}(q)

}
, (75)

Φ{x,y}(q) =
√

2ω
−1/2
0

∑

z∈Λ

(gxz − gyz)qz, (76)

for each q = {qx}x ∈ Q.
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(ii)

Ũ =
1
2

∑

x,y∈Λ

Ueff,xy

{L(nx)−R(nx)
}{L(

ny)−R(ny)
}⊗ 1lL2 , (77)

where 1lL2 is the identity operator on L2(Q).

Proof. (i) Since L(·) is linear, i.e., L(aX + bY ) = aL(X) + bL(Y ), we
have

T+g,↑ =
∫ ⊕

Q

∑

{x,y}∈E

txy exp
{

iΦ{x,y}(q)
}

c∗xcy ⊗ 1ldq

=
∫ ⊕

Q

∑

{x,y}∈E

txy exp
{

iΦ{x,y}(q)
}
L(c∗xcy)dq

=
∫ ⊕

Q
L(T+g(q))dq. (78)

Similarly, since R(·) is linear and ϑcxϑ = cx, we have

T−g,↓ =
∫ ⊕

Q

∑

{x,y}∈E

txy exp
{
− iΦ{x,y}(q)

}
1l⊗ c∗xcydq

=
∫ ⊕

Q

∑

{x,y}∈E

txy exp
{
− iΦ{x,y}(q)

}
R(ϑ(c∗xcy)∗ϑ)dq

=
∫ ⊕

Q

∑

{x,y}∈E

txy exp
{
− iΦ{x,y}(q)

}
R(c∗ycx)dq

=
∫ ⊕

Q

∑

{y,x}∈E

tyx exp
{
− iΦ{y,x}(q)

}
R(c∗xcy)dq

=
∫ ⊕

Q
R(T+g(q))dq. (79)

Here, we have used txy = tyx and Φ{y,x}(q) = −Φ{x,y}(q).
(ii) is immediate. 2

Corollary 3.5. Under identification (70), we have

HM = −T− U+ Hp, (80)

where

T =
∫ ⊕

Q
L(T+g(q))dq +

∫ ⊕

Q
R(T+g(q))dq, (81)

T+g(q) = T+g(q) +
1
2
〈n,Ueffn〉, (82)

U =
∑

x,y∈Λ

Ueff,xyL(nx)R(ny)⊗ 1lL2 . (83)

Here, we use the following notation: 〈n,Ueffn〉 :=
∑

x,y∈Λ Ueff,xynxny.
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3.5. Functional integral representation

Under identification (70), each ψ ∈ L 2(Fe,M†)⊗ L2(Q) can be expressed as
ψ =

∫ ⊕
Q ψ(q) dq, where ψ(q) ∈ L 2(Fe,M†) for a.e. q.

Definition 3.6. Let A be a bounded linear operator on L 2(Fe,M†) ⊗ L2(Q).
If there exists a B(L 2(Fe,M†))-valued map (q, q′) 7→ K(q, q′) such that

(Aψ)(q) =
∫

Q
K(q, q′)ψ(q′)dq′ ∀ψ ∈ L 2(Fe,M†)⊗ L2(Q) , (84)

then we say that A has a kernel operator K. We denote by A(q, q′) the
kernel operator of A if it exists. Trivially, it holds that

〈ϕ,Aψ〉 =
∫

Q×Q
dqdq′

〈
ϕ(q), A(q, q′)ψ(q′)

〉
L 2(Fe,M† )

. ♦ (85)

In this subsection, we will express the kernel operator of exp{−β(−T+
Hp)} in terms of a functional integral representation.

In the remainder of this paper, we may assume that ω0 = 1 without loss
of generality.

Set A = C([0,∞);Q), the set of all Q-valued continuous functions on
[0,∞). Let (A,B(A), Dα) be the probability space for the |Λ|-dimensional
Brownian bridge {α(s) | 0 ≤ s ≤ 1} = {{αx(s)}x∈Λ | 0 ≤ s ≤ 1}, i.e., the
Gaussian process with covariance∫

A

αx(s)αy(t)Dα = δxys(1− t) (86)

for 0 ≤ s ≤ t ≤ 1 and x, y ∈ Λ. Define, for each q, q′ ∈ Q,

ω(s) = (1− β−1s)q + β−1sq′ +
√

βα(β−1s). (87)

The conditional Wiener measure dµq,q′;β is given by

dµq,q′;β = Pβ(q, q′)Dα, (88)

where Pβ(q, q′) = (2πβ)−1/2 exp
(− 1

2β |q − q′|2).
For each ϕ ∈ A, ω(ϕ) indicates a function s 7→ ω(s)(ϕ), the sample

path ω(·)(ϕ) associated with ϕ. Let

Gβ(ω(ϕ)) =

β
−→∏
0

eT+g(ω(s)(ϕ)) ds, (89)

where the RHS of (89) is the strong product integration (see Appendix B).
Note that since ω(s)(ϕ) is continuous in s for all ϕ ∈ A, the RHS of (89)
exists.

Proposition 3.7. Let

KM = −T+ Hp. (90)

Then e−βKM has a kernel operator given by

e−βKM (q, q′) =
∫

dµq,q′;β L
[
Gβ(ω)

]
R

[
Gβ(ω)∗

]
e−
R β
0 dsV(ω(s)), (91)
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where

V(q) =
1
2

∑

x∈Λ

ω2
0q2

x −
1
2
|Λ|. (92)

Proof. First, note that
〈
f0, e−βHp/nf1e−βHp/nf2 · · · fn

〉

=
∫

Q×Q
dqdq′

∫
dµq,q′;β e−

R β
0 dsV(ω(s))

× f0(q)∗f1

(
ω(β

n )
)
f2

(
ω( 2β

n )
) · · · fn−1

(
ω( (n−1)β

n )
)
fn(q′) (93)

for f0, fn ∈ L2(Q) and f1, . . . , fn−1 ∈ L∞(Q), see [33]. Let T(q) = L(T+g(q))+
R(T+g(q)). By (93) and the Trotter–Kato product formula, we have

〈
ϕ, e−βKM ψ

〉
= lim

n→∞

〈
ϕ,

(
e−βHp/neβT/n

)n

ψ
〉

= lim
n→∞

∫

Q×Q
dqdq′

∫
dµq,q′;β e−

R β
0 dsV(ω(s))

×
〈
ϕ(q), e

β
nT(ω(

β
n ))e

β
nT(ω(

2β
n )) · · · e

β
nT(ω(

nβ
n ))ψ(q′)

〉
L 2(Fe,M† )

= lim
n→∞

∫

Q×Q
dqdq′

∫
dµq,q′;βe−

R β
0 dsV(ω(s))

×
〈

ϕ(q),L
[
e

β
nT+g(ω(

β
n )) · · · e

β
nT+g(ω(

nβ
n ))

]

×R
[
e

β
nT+g(ω(

nβ
n )) · · · e

β
nT+g(ω(

β
n ))

]
ψ(q′)

〉

L 2(Fe,M† )
.

(94)

By the dominated convergence theorem, we conclude (91). 2

4. Proof of Theorem 1.1

4.1. Strategy

The main purpose of this section is to prove Theorem 4.1 below. As seen in
Subsection 4.5, Theorem 1.1 is a corollary of Theorem 4.1.

Theorem 4.1. Assume that |Λ| is even. Assume (A. 1). Assume that Ueff

is positive semi-definite. Then for all M ∈ {−|Λ|/2,−|Λ|/2 + 1, . . . , |Λ|/2},
there exists a Hilbert cone HM,+ such that e−βHM ¥ 0 w.r.t. HM,+ holds for
all β ≥ 0.

In the remainder of this section, we will continue to assume (A. 1) and
that |Λ| is even.
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4.2. Preliminaries

The canonical cone in L 2(Fe,M†)⊗ L2(Q) is given by

CM =
∫ ⊕

Q
L 2(Fe,M†)+dq, (95)

where the direct integral of L 2(Fe,M†)+ over Q is defined by
∫ ⊕

Q
L 2(Fe,M†)+dq

=
{

Ψ ∈ L 2(Fe,M†)⊗ L2(Q)
∣∣∣ Ψ(q) ≥ 0 w.r.t. L 2(Fe,M†)+ for a.e. q

}
.

(96)

Proposition 4.2. CM is a Hilbert cone in L 2(Fe,M†)⊗ L2(Q).

Proof. We will check the conditions (i)-(iii) of Definition 2.1.
(i) For all Φ, Ψ ∈ CM , we know that 〈Φ(q), Ψ(q)〉L 2 ≥ 0 for a.e. q.

Hence, 〈Φ, Ψ〉 =
∫
Q〈Φ(q), Ψ(q)〉L 2dq ≥ 0.

(ii) Let CM,R be a real subspace generated by CM . It is easy to see
that CM,R = {Ψ ∈ L 2(Fe,M†) ⊗ L2(Q) |Ψ(q) is self-adjoint for a.e. q}. Let
Ψ ∈ CM,R. Since L 2(Fe,M†)+ is a Hilbert cone, we have a decomposition
Ψ(q) = Ψ+(q)−Ψ−(q) such Ψ±(q) ∈ L 2(Fe,M†)+ and 〈Ψ+(q), Ψ−(q)〉L 2 =
0. Thus, (ii) is clear.

(iii) For each Ψ ∈ L 2(Fe,M†) ⊗ L2(Q), we define ΨR,ΨI ∈ CM,R by
ΨR(q) = 1

2 (Ψ(q) + Ψ(q)∗), ΨI(q) = 1
2i (Ψ(q)−Ψ(q)∗). Then Ψ = ΨR + iΨI .

2

Lemma 4.3. Let Ψ ∈ L 2(Fe,M†)⊗ L2(Q). The following are equivalent:
(i) Ψ ∈ CM .
(ii) ∀ξ ∈ L 2(Fe,M†)+∀f ∈ L2(Q)+, 〈Ψ, ξ ⊗ f〉 ≥ 0.

Proof. To show that (i) ⇒ (ii) is easy. Let us show the inverse. Set
gξ(q) = 〈Ψ(q), ξ〉L 2 . By (ii), we have

0 ≤ 〈Ψ, ξ ⊗ f〉 =
∫

Q
f(q)gξ(q)dq. (97)

From this, we conclude that gξ(q) ≥ 0 a.e. q. Since ξ is arbitrary, we see that
Ψ ∈ CM,R, otherwise, gξ(q) becomes a complex-valued function for some
ξ. Since L 2(Fe,M†)+ is a Hilbert cone, we have the decomposition Ψ(q) =
Ψ+(q)−Ψ−(q), such that Ψ±(q) ∈ L 2(Fe,M†)+ and 〈Ψ+(q), Ψ−(q)〉L 2 = 0.
Since ξ is arbitrary, by taking ξ = Ψ−(q), we have

0 ≤ gξ(q) = −‖Ψ−(q)‖2 ≤ 0, (98)

which implies that Ψ−(q) = 0. Thus, Ψ ∈ CM . 2

Lemma 4.4. Let B : Q → B(Fe,M†); q 7→ B(q) be strongly continuous. Then
we have ∫ ⊕

Q
L(B(q)∗)R(B(q))dq ¥ 0 w.r.t. CM . (99)
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In particular, L(C∗)R(C)⊗1lL2 ¥0 w.r.t. CM for each C ∈ B(L 2(Fe,M†))17.

Proof. For a.e. q, we obtain L(B(q)∗)R(B(q)) ¥ 0 w.r.t. L 2(Fe,M†)+
by Lemma 2.6. Thus,

∫ ⊕
Q L(B(q)∗)R(B(q))dq leaves CM invariant. 2

Let L2(Q)+ be a Hilbert cone in L2(Q) defined by

L2(Q)+ = {F ∈ L2(Q) |F (q) ≥ 0 a.e.}. (100)

Then, the following lemma will be useful:

Lemma 4.5. Let A be a bounded linear operator in L2(Q). If A ¥ 0 w.r.t.
L2(Q)+, then 1lL 2 ⊗A ¥ 0 w.r.t. CM .

Proof. Let f ∈ L2(Q)+. Since A ¥ 0 w.r.t. L2(Q)+, we know Af ∈
L2(Q)+. Thus, for each ξ ∈ L 2(Fe,M†)+, it holds that ξ ⊗Af ∈ CM . Hence,
for each Ψ ∈ CM , we have

〈1lL 2 ⊗AΨ, ξ ⊗ f〉 = 〈Ψ, ξ ⊗Af〉 ≥ 0. (101)

By Lemma 4.3, we obtain 1lL 2 ⊗ AΨ ∈ CM , which means that 1lL 2 ⊗ A ¥ 0
w.r.t. CM . 2

4.3. Lower bounds for the effective Coulomb interaction

Proposition 4.6. We have the following:

(i) If Ueff is positive semi-definite, then
∑

x,y∈Λ

Ueff,xyL
(
nx

)R(
ny

)⊗ 1lL2 ¥ 0 w.r.t. CM . (102)

(ii) If Ueff is positive definite, then there exists a U0 > 0 such that
∑

x,y∈Λ

Ueff,xyL
(
nx

)R(
ny

)⊗ 1lL2 ¥ U0

∑

x∈Λ

L(nx)R(nx)⊗ 1lL2 ¥ 0 w.r.t. CM .

(103)

Proof. (i) Let M = (Mxy) be a |Λ| × |Λ| matrix defined by Mxy =
Ueff,xy (x, y ∈ Λ). By assumption, M is positive semi-definite. Thus, there
exists an orthogonal matrix P such that M = PDPT , where D = diag(λx)
is a diagonal matrix with λx ≥ 0. Set n =

{
nx

}
x∈Λ

and set ñ = PT n.
Denoting ñ = (ñx)x∈Λ, we have

∑

x,y∈Λ

Ueff,xyL
(
nx

)R(
ny

)
= 〈L(n),MR(n)〉 = 〈L(ñ),DR(ñ)〉

=
∑

x∈Λ

λxL(ñx)R(ñx). (104)

Clearly, the RHS of (104) is positive w.r.t. CM by Lemma 4.4.

17B(L 2(Fe,M† )) is the set of all bounded linear operators in the Hilbert space L 2(Fe,M† ),
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(ii) By assumption, M is positive definite. Thus, the lowest eigenvalue
of M is strictly positive: U0 := minx λx > 0. Thus, by (104), one sees that

∑

x,y∈Λ

Ueff,xyL
(
nx

)R(
ny

)
=

∑

x∈Λ

λxL(ñx)R(ñx)

¥U0

∑

x∈Λ

L(ñx)R(ñx)

=U0

∑

x∈Λ

L(
nx

)R(
nx

)

¥0 w.r.t. L 2(Fe,M†)+. (105)

By Lemma 4.4, we conclude our proof of (ii). 2

4.4. Completion of proof of Theorem 4.1
Proposition 4.7. Assume that Ueff is positive semi-definite. For all β ≥ 0 and
M† ∈ {−|Λ|/2,−|Λ|/2 + 1, . . . , |Λ|/2}, we have e−βHM ¥ 0 w.r.t. CM .

Proof. Since U¥ 0 w.r.t. CM by Proposition 4.6, we have

eβU =
∞∑

n=0

βn

n!︸︷︷︸
≥0

Un︸︷︷︸
¥0

¥0 w.r.t. CM for all β ≥ 0. (106)

By (69) and Lemma 4.5, it holds that e−βHp ¤ 0 w.r.t. CM for all β ≥ 018.
Denoting K = Hp−U, we have e−βK = e−βHpeβU¥0 w.r.t. CM for all β ≥ 0.

By (81) and Lemma 4.4, we have

eβT =
∫ ⊕

Q
L

(
eβT+g(q)

)
R

(
eβT+g(q)

)
dq ¥ 0 w.r.t. CM . (107)

Combining these properties, we obtain
(

eβT/n︸ ︷︷ ︸
¥0

e−βK/n︸ ︷︷ ︸
¥0

)n

¥ 0 w.r.t. CM for all β ≥ 0. (108)

Thus, the proposition follows from the Trotter–Kato formula. 2

4.5. Proof of Theorem 1.1
Let J be a conjugation defined by (JΨ)(q) = Ψ∗(q) for each Ψ ∈ L 2(Fe,M†)⊗
L2(Q). Since e−βHM preserves the positivity w.r.t. CM , HM commutes with
J . Let λ be an eigenvalue of HM and let Ψ be a corresponding eigenvector.
Set ΨR = (Ψ+JΨ)/2 and ΨI = (Ψ−JΨ)/2i. Then ΨR(q) and ΨI(q) are self-
adjoint for a.e. q. In addition, they are eigenvectors of HM with an associated
eigenvalue λ.

Let ψM be a ground state ofHM . ψM can be written as ψM =
∫ ⊕
Q ψM (q)dq

under identification (70). By the observation above, we may assume that
ψM (q) is self-adjoint for a.e. q without loss of generality. Let ψM,+(q) (resp.

18To be precise, we know that exp{−β 1
2

P
x(−∇2

qx
+ ω2

0q2
x)}¥ 0 w.r.t. L2(Q)+. Thus, by

Lemma 4.5, we have e−βHp = 1lL 2 ⊗ exp{−β 1
2

P
x(−∇2

qx
+ ω2

0q2
x)}¥ 0 w.r.t. CM .
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ψM,−(q)) be the positive (resp. negative) part of ψM (q)19. Hence, it holds
that ψM = ψM,+−ψM,−, ψM,± ∈ CM and 〈ψM,+, ψM,−〉 = 0. By Proposition
4.7, we have

e−βEM = 〈ψM , e−βHM ψM 〉 ≤ 〈|ψM |, e−βHM |ψM |〉, (109)

where |ψM | = ψM,+ + ψM,−. This means that |ψM | is a ground state of HM

as well. We will show that |ψM | satisfies properties (i) and (ii) in Theorem
1.1.

Using the notation in Subsection 5.2, we can express |ψM | as

|ψM | =
∑

x,Y ∈∧M†
Λ

∫ ⊕

Q
|ψM |XY (q)|eX〉〈eY |dq. (110)

Since ψM is a non-zero vector, |ψM | is non-zero as well. Thus, there ex-
ists an X0 ∈ ∧M†

Λ and a measurable set I ⊆ Q with |I| > 0 such that
|ψM |X0X0(q) 6= 0 for all q ∈ I (X0 may depend on q)20. Observe that
S2

tot|eX0〉〈eX0 | = 0. From this, it follows that PS=0ψM 6= 0, where PS=0 is
the orthogonal projection onto ker[S2

tot]. Using the fact that W∗S2
totW = S̃2,

we obtain (i).
Let ϕM be a positive ground state of HM and let ϕ̃M be its representa-

tion in L 2(Fe,M†)⊗L2(Q). Note thatWSx+Sy−W∗ = γxγyL(cxc∗y)R((cxc∗y)∗).
Hence,

〈
ϕM , Sx+Sy−ϕM

〉
= γxγy

〈
ϕ̃M ,L(cxc∗y)R((cxc∗y)∗)ϕ̃M

〉
. (112)

Since ϕ̃M is positive and L(cxc∗y)R((cxc∗y)∗) ¥ 0 w.r.t. CM , we conclude our
proof of (ii). 2

5. Proof of Theorem 1.3

5.1. Strategy

Our main purpose in this section is to show Theorem 5.1 below. To this end,
recall the expression of HM in Corollary 3.5.

Theorem 5.1. Assume that |Λ| is even. Assume (A. 1) and (A. 2). Assume
that Ueff is positive definite. For all β > 0 and M† ∈ {−|Λ|/2,−|Λ|/2 +
1, . . . , |Λ|/2}, we have e−βHM ¤ 0 w.r.t. CM .

As a corollary, we obtain the following result by Theorem A.2.

19Precise definitions of ψM,±(q) are given in the proof of Proposition 2.5.

20Since |ψM | is non-zero, there exists a measurable set I with |I| > 0 such that |ψM |(q) 6= 0
for all q ∈ I. For each q ∈ I, we observe that

0 < Tr[|ψM |(q)] =
X

X∈∧M†
Λ

|ψM |XX(q). (111)

Hence, there exists an X0 ∈ ∧M†
Λ such that |ψM |X0X0 (q) 6= 0.
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Corollary 5.2. Assume that |Λ| is even. Assume (A. 1) and (A. 2). Assume
that Ueff is positive definite. Let EM be the ground state energy, i.e., the
lowest eigenvalue of HM . For each M† ∈ {−|Λ|/2,−|Λ|/2 + 1, . . . , |Λ|/2},
EM is nondegenerate and the corresponding eigenvector is strictly positive
w.r.t. CM .

By this result, we see the uniqueness claimed in Theorem 1.3. Some
additional observations tell us more detailed information about the ground
state stated in Theorem 1.3; see Subsection 5.5.

In the remainder of this section, we continue to make every assumption
named in Theorem 5.1.

Now, let us explain how to prove Theorem 5.1.

Proposition 5.3. Let U0 be a strictly positive constant given by Proposition
4.6. Let

U0 = U0

∑

x∈Λ

L(nx)R(nx)⊗ 1lL2 . (113)

We define a new Hamiltonian H(0)
M by

H(0)
M = KM − U0. (114)

If e−βH(0)
M ¤0 w.r.t. CM for all β > 0, then e−βHM ¤0 w.r.t. CM for all β > 0.

Proof. By Proposition 4.6, it holds that U¥U0 w.r.t. CM . Hence, by ap-
plying Proposition A.1, we have e−βHM ¥e−βH(0)

M w.r.t. CM . Thus, if e−βH(0)
M ¤0

w.r.t. CM , we conclude that e−βHM ¤ 0 w.r.t. CM . 2

By Proposition 5.3, it is sufficient to prove that e−βH(0)
M ¤ 0 w.r.t. CM

for all β > 0.
By the Duhamel formula, we have the following norm-convergent ex-

pansion:

e−βH(0)
M =

∑

n≥0

Dn,β , (115)

Dn,β =
∫

Sn(β)

e−s1KMU0 e−s2KMU0 · · · e−snKMU0 e−(β−Pn
j=1 sj)KM ,

(116)

where
∫

Sn(β)
=

∫ β

0
dt1

∫ β−t1
0

dt2 · · ·
∫ β−Pn−1

j=1 tj

0 dtn and D0,β = e−βKM . In
Subsection 5.3, we will prove the following:

Theorem 5.4. (Ergodicity) {Dn,β}n∈N0 is ergodic in the sense that for each
ϕ,ψ ∈ CM\{0}, there are β > 0 and n ∈ N0 := {0}∪N such that 〈ϕ,Dn,βψ〉 >
0.

Assuming Theorem 5.4, we can prove Theorem 5.1.
Proof of Theorem 5.1 given Theorem 5.4
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The basic idea originates from [7, 22]. Note that since eβT ¥ 0 and U0 ¥ 0
w.r.t. CM , we see that Dn,β ¥ 0 w.r.t. CM . Thus, for each n ∈ N0, one has

e−βH(0)
M ¥ Dn,β (117)

w.r.t. CM . Take ϕ,ψ ∈ CM\{0} arbitrarily. Then by Theorem 5.4, there exist
β > 0 and n ∈ N0 such that 〈ϕ,Dn,βψ〉 > 0. Hence, using (117), we have
〈ϕ, e−βH(0)

M ψ〉 ≥ 〈ϕ,Dn,βψ〉 > 0. To summarize, for each ϕ,ψ ∈ CM\{0},
there exists a β > 0 such that 〈ϕ, e−βH(0)

M ψ〉 > 0. This means that e−βH(0)
M

improves the positivity w.r.t. CM , according to Theorem A.2. 2

Conclusion: It suffices to show Theorem 5.4 to prove Theorem 1.3. ♦

5.2. Preliminaries

Before we enter the proof of Theorem 5.4, we need to make some preparations.
Let G = (Λ, E) be a connected graph. For each 0 ≤ n ≤ |Λ|, we set

Λ(n) =
{
X = (x1, . . . , xn) ∈ Λn

∣∣ x1 6= · · · 6= xn

}
. (118)

Let Sn be the permutation group on the set {1, . . . , n}. Let (x1, . . . , xn),
(y1, . . . , yn) ∈ Λ(n). If there exists a σ ∈ Sn such that (xσ(1), . . . , xσ(n)) =
(y1, . . . , yn), then we write (x1, . . . , xn) ∼ (y1, . . . , yn). The binary relation
“∼” on Λ(n) is an equivalence relation. We denote by ∧nΛ the quotient set
Λ(n)\ ∼. For notational simplicity, we denote by (x1, . . . , xn) the equivalence
class [(x1, . . . , xn)] if no confusion occurs. We say that X = (x1, . . . , xn), Y =
(y1, . . . , yn) ∈ ∧nΛ are neighbors if there exists a unique j such that xj and
yj are neighbors in G21 and xi = yi holds for all i ∈ {1, . . . , n}\{j}. For each
n ∈ N0, we define a graph ∧nG by

∧nG = (∧nΛ,∧nE), (119)

∧nE =
{{X,Y } ∈ [∧nΛ]2 |X,Y are neighbors

}
(120)

with ∧0G = (∅, ∅), the empty graph, and ∧1G = G. Remark that since
| ∧|Λ| Λ| = 1, ∧|V |G is trivial.

The following proposition is often useful:

Proposition 5.5. If G is connected, then ∧nG is connected for all 0 < n < |Λ|.
Proof. See [6, 22]. 2

A path in ∧nG is a graph P = (v, e) ⊆ ∧nG with v = {X1, . . . , XN} and
e = {{X1, X2}, {X2, X3}, . . . , {XN−1, XN}}, where all Xj are distinct. The
path P is simply denoted by P = X1X2 · · ·XN . The number N − 1 is called
the length of path P and denoted by |P |. For each X, Y ∈ ∧nΛ, we denote by
P

(n)
XY the set of all paths from X to Y . For each L ∈ N, we set

P
(n)
XY [L] =

{
P ∈ P

(n)
XY

∣∣∣ |P | = L
}

. (121)

21x, y ∈ Λ is said to be neighbors if {x, y} ∈ E.
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Clearly, it holds that P
(n)
XY =

⋃
L P

(n)
XY [L].

Let ex(y) = δxy. Then {ex |x ∈ Λ} is a complete orthonormal sys-
tem(CONS) of `2(Λ). For each X = (x1, . . . , xn) ∈ ∧nΛ, we define

eX = ex1 ∧ · · · ∧ exn
∈ ∧n`2(Λ). (122)

Then {eX |X ∈ ∧nΛ} is a CONS of ∧n`2(Λ) as well. Note that each ψ ∈
L 2(Fe,M†)⊗ L2(Q) can be expressed as

ψ =
∑

X,Y ∈∧M†
Λ

∫ ⊕

Q
ψXY (q)|eX〉〈eY |dq. (123)

5.3. Proof of Theorem 5.4
We will prove Theorem 5.4 step-by-step.

Proposition 5.6. Let

Cn,β =
(
UM†

0 e−βKM /(n−1)
)n−1

UM†
0

= UM†
0 eβKM /(n−1)UM†

0 · · · eβKM /(n−1)UM†
0 . (124)

Suppose that {Cn,β} is ergodic in the sense that, for each ϕ,ψ ∈ CM\{0},
there exist β > 0 and n ∈ N0 such that 〈ϕ,Cn,βψ〉 > 0. Then {Dn,β} is
ergodic.

Proof. Set N(n) = nM†+(n−1). It suffices to show that a subsequence
{DN(n),β}n,β is ergodic. Let

Fn(s1, . . . , sn) = e−s1KMU0 e−s2KMU0 · · · e−snKMU0 e−(β−Pn
j=1 sj)KM .

(125)

By (116), it holds that

DN(n),β =
∫

SN(n)(β)

FN(n)(s1, . . . , sN(n)). (126)

Remark that

Cn,β = FN(n)

(
0, . . . , 0︸ ︷︷ ︸

M†

, β/(n− 1), 0, . . . , 0︸ ︷︷ ︸
M†

, . . . , β/(n− 1), 0, . . . , 0︸ ︷︷ ︸
M†

)
. (127)

In particular, Cn,β ¥ 0 w.r.t. CM for all n ∈ N0 and β ≥ 0. Since {Cn,β}
is ergodic, for each ϕ,ψ ∈ CM\{0}, there are β > 0 and n ∈ N0 such that
〈ϕ,Cn,βψ〉 > 0. Let f(s1, . . . , sN(n)) = 〈ϕ,FN(n)(s1, . . . , sN(n))ψ〉. Then f is
a non-zero positive function such that

f
(

0, . . . , 0︸ ︷︷ ︸
M†

, β/(n− 1), 0, . . . , 0︸ ︷︷ ︸
M†

, . . . , β/(n− 1), 0, . . . , 0︸ ︷︷ ︸
M†

)
> 0 (128)

by (127). Moreover, f is continuous in s1, . . . , sN(n). Thus,

〈ϕ,DN(n),βψ〉 =
∫

SN(n)(β)

f(s1, . . . , sN(n)) > 0. (129)
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This means that {DN(n),β}n,β is ergodic. 2

In the remainder of this subsection, we will prove that {Cn,β} is ergodic.
Henceforth, we may assume that

U0 = 1 (130)

without loss of generality. Let ∧nG = (∧nΛ,∧nE) be the graph defined in
Subsection 5.2.

Lemma 5.7. Let EX = |eX〉〈eX | for each X ∈ ∧M†
Λ. We have

UM†
0 ¥

∑

X∈∧M†
Λ

L(EX)R(EX)⊗ 1lL2 w.r.t. CM . (131)

Proof. Since |ΛM† | ≥ | ∧M†
Λ| and EX = nx1 . . . nx

M† for each X =
(x1, . . . , xM†) ∈ ∧M†

Λ, we obtain, by Lemma 4.4,

UM†
0 =

∑

(x1,...,x
M† )∈ΛM†

L(
nx1 · · · nx

M†

)R(
nx1 · · · nx

M†

)⊗ 1lL2

¥
∑

X∈∧M†
Λ

L(EX)R(EX)⊗ 1lL2 (132)

w.r.t. CM . 2

We introduce the following notation:
∫

dν
(n−1)
q,q′;β F (ω1, . . . , ωn−1)

:=
∫

Qn−2

n−2∏

j=1

dqj

∫
dµq,q1;β(ϕ1) dµq1,q2;β(ϕ2) · · · dµqn−2,q′;β(ϕn−1)

× exp

[
−

n−1∑

j=1

∫ β

0

dsV(
ωj(s)(ϕj)

)
]
F

(
ω1(ϕ1), . . . , ωn−1(ϕn−1)

)
. (133)

Remark 5.8. Using the Brownian bridge αj (j = 1, . . . , n), ωj can be ex-
pressed as

ωj(s)(ϕj) = (1− β−1s)qj−1 + β−1sqj +
√

βαj(β−1s)(ϕj). ♦ (134)

Proposition 5.9. For each P = X1X2 · · ·X|P |+1 ∈ P
(M†)
XY and ϕ1, . . . , ϕ|P | ∈

A, let

G
(M†)
β

(
P, {ωj(ϕj)}|P |j=1

)
=

|P |
−→∏

j=1

EXj Gβ(ωj(ϕj))EXj+1 , (135)
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where

n
−→∏

j=1

Aj := A1A2 · · ·An, the ordered product. Set β̃ = β/(n − 1). The

kernel operator of Cn,β satisfies the following operator inequality :

Cn,β(q, q′)¥
∑

X1,Xn∈∧M†
Λ

∑

P∈P
(M†)
X1Xn

[n−1]

∫
dν

(n−1)

q,q′;β̃

× L
[
G

(M†)
β̃

(
P, {ωj}n−1

j=1

)]
R

[{
G

(M†)
β̃

(
P, {ωj}n−1

j=1

)}∗]
(136)

w.r.t. L 2(Fe,M†)+.

Proof. First, we note the following fact: Let A,B be bounded operators
on L 2(Fe,M†)⊗L2(Q). Suppose that A and B have kernel operators. If A¥B

w.r.t. CM , then A(q, q′) ¥ B(q, q′) w.r.t. L 2(Fe,M†)+ for a.e. q, q′22.
By Proposition 3.7 and Lemma 5.7, we have

Cn,β(q, q′)

¥
∑

X1,...,Xn∈∧M†
Λ

∫
dν

(n−1)

q,q′;β̃

× L
[
EX1Gβ̃(ω1)EX2 · · ·Gβ̃(ωn−1)EXn

]

×R
[
EXnGβ̃(ωn−1)∗EXn−1 · · ·Gβ̃(ω1)∗EX1

]

¥
∑

X1,Xn∈∧M†
Λ

∑

P=X1···Xn∈P
(M†)
X1Xn

[n−1]

∫
dν

(n−1)

q,q′;β̃

× L
[
EX1Gβ̃(ω1)EX2 · · ·Gβ̃(ωn−1)EXn

]

×R
[
EXnGβ̃(ωn−1)∗EXn−1 · · ·Gβ̃(ω1)∗EX1

]
(137)

w.r.t. L 2(Fe,M†)+. 2

22The proof of this fact is as follows. Since A ¥ B w.r.t. CM , we have 〈ϕ ⊗ f, Aψ ⊗
g〉 ≥ 〈ϕ ⊗ f, Bψ ⊗ g〉 for all f, g ∈ L2(Q)+ and ϕ, ψ ∈ L 2(Fe,M† )+. This means thatR

f(q)g(q′)〈ϕ, A(q, q′)ψ〉dqdq′ ≥ R f(q)g(q′)〈ϕ, B(q, q′)ψ〉dqdq′. Thus, 〈ϕ, A(q, q′)ψ〉 ≥
〈ϕ, B(q, q′)ψ〉 holds for a.e. q, q′. Since ϕ, ψ ∈ L 2(Fe,M† )+, we conlude that A(q, q′) ¥

B(q, q′) w.r.t. L 2(Fe,M† )+ for a.e. q, q′.
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Let ψ, ϕ ∈ CM\{0}. By (123), we can express these as

ψ =
∑

X,Y ∈∧M†
Λ

∫ ⊕

Q
ψXY (q)|eX〉〈eY | dq,

ϕ =
∑

X,Y ∈∧M†
Λ

∫ ⊕

Q
ϕXY (q)|eX〉〈eY | dq.

Since ψ ≥ 0, ϕ ≥ 0 w.r.t. CM , one obtains ψXX(q) = 〈eX , ψ(q)eX〉Fe,M† ≥
0 and ϕXX(q) = 〈eX , ϕ(q)eX〉Fe,M† ≥ 0 for all X ∈ ∧M†

Λ which imply

ψXX(q) ≥ 0 and ϕXX(q) ≥ 0 for all X ∈ ∧M†
Λ and a.e. q. In particular,

since both ψ and ϕ are non-zero, there exist X, Y ∈ ∧M†
Λ and SX ,SY ⊆ Q

with non-vanishing Lebesgue measures such that ψXX(q) > 0 on SX and
ϕY Y (q) > 0 on SY

23. Then one obtains the following:

Corollary 5.10. It holds that
〈
ϕ,Cn,βψ

〉 ≥
∑

P∈P
(M†)
Y X [n−1]

∫

SY ×SX

dq dq′
∫

dν
(n−1)

q,q′;β̃
ϕY Y (q)ψXX(q′)

×
∣∣∣∣
〈
eY , G

(M†)
β̃

(
P, {ωj}n−1

j=1

)
eX

〉
Fe,M†

∣∣∣∣
2

. (138)

Proof. By (136), we have
〈
ϕ, Cn,βψ

〉

≥
∑

X1,Xn∈∧M†
Λ

∑

P∈P
(M†)
X1Xn

[n−1]

∫

Q×Q
dq dq′

∫
dν

(n−1)

q,q′;β̃
ϕX1X1(q)ψXnXn(q′)

×
∣∣∣∣
〈
eX1 , G

(M†)
β̃

(
P, {ωj}n−1

j=1

)
eXn

〉
Fe,M†

∣∣∣∣
2

≥ RHS of (138). 2 (139)

Conclusion: By Corollary 5.10, to show that {Cn,β} is ergodic, it suffices to
find some n and β such that the RHS of (138) is strictly positive. ♦

For all {x, y} ∈ E and z ∈ Λ, set

az = az({x, y}) =
√

2ω
−1/2
0 (gxz − gyz). (140)

23Assume that ψXX(·) = 0 for all X ∈ ∧M†
Λ as a vector in L2(Q). Then we have

Tr[ψ(q)] =
P

X∈∧M†
Λ

ψXX(q) = 0 , which implies that ψ = 0. This is a contradiction.

Thus, there exists an X ∈ ∧M†
Λ such that ψXX(·) 6= 0 as a vector in L2(Q). Thus, there

exists a measurable set SX with |SX | > 0 such that ψXX(q) > 0 for all q ∈ SX .
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Let

Y =
{

(q, q′) ∈ Q×Q
∣∣∣∣ ∃{x, y} ∈ E s.t.

∑

z∈Λ

az({x, y})(qz − q′z) ∈ 2πZ
}

.

(141)

Clearly, Y is a set of Lebesgue measure 0. Let

Wβ =

{
ϕ ∈ A

∣∣∣∣∣ max
s∈[0,1]

|α(s)(ϕ)| ≤ β−1/4

}
. (142)

Note that
∫

Wβ
Dα > 0 for sufficiently small β > 0, since ∪β>0Wβ = A. In

Appendix C, we will show the following:

Proposition 5.11. (Connectivity) Let P ∈ P
(M†)
XY [L]. Let (q, q1), (q1, q2), . . . ,

(qL−1, q
′) ∈ Yc, the complement of Y. Then there exist β∗ > 0 and Γ∗ > 0

such that for all β ∈ (0, β∗) and ϕ1,ϕ2 . . . , ϕL ∈ Wβ, we have
∣∣∣∣∣β
−L

〈
eX ,G

(M†)
β

(
P, {ωj(ϕj)}L

j=1

)
eY

〉
Fe,M†

∣∣∣∣∣ ≥ Γ∗. (143)

Note that β∗ and Γ∗ depend on q, q1, . . . , qL−1, q
′.

Proof. See Appendix C. 2

5.4. Completion of proof of Theorem 5.4

By Propositon 5.5, we can take n ∈ N such that P
(M†)
Y X [n − 1] 6= ∅. Let

(q, q1), . . . , (qn−2, q
′) ∈ Yc. For all P ∈ P

(M†)
Y X [n − 1], β ∈ (0, β∗) and

ϕ1, . . . , ϕn−1 ∈ Wβ , the term
∣∣∣∣
〈
eY , G

(M†)
β̃

(
P, {ωj(ϕj)}n−1

j=1

)
eX

〉
Fe,M†

∣∣∣∣
2

is strictly positive by Proposition 5.11. Thus, it holds that
∫ 1

0

dβ

∫
dµq,q1;β(ϕ1) dµq1,q2;β(ϕ2) · · · dµqn−2,q′;β(ϕn−1)

× exp

[
−

n−1∑

j=1

∫ β

0

dsV(
ωj(s)(ϕj)

)
]∣∣∣∣

〈
eY , G

(M†)
β̃

(
P, {ωj(ϕj)}n−1

j=1

)
eX

〉
Fe,M†

∣∣∣∣
2

> 0 (144)

for all (q, q1), . . . , (qn−2, q
′) ∈ Yc. Let Kn,β be the RHS of (138). By (133)

and (144), we have
∫ 1

0
Kn,βdβ > 0. Since Kn,β is continuous in β, there exists

a β0 > 0 such that Kn,β0 is strictly positive. Hence, {Cn,β} is ergodic. 2
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5.5. Proof of Theorem 1.3
By Corollary 5.2 and Theorem A.2, the ground state of HM is unique and
strictly positive w.r.t. CM .

(i) immediately follows from Theorem 1.1.
Because HM commutes with S2

tot and because the ground state of HM

is unique, we obtain (ii).
By an argument similar to that for (112), we have

〈
ψM , Sx+Sy−ψM

〉
= γxγy

〈
ψM ,L(cxc∗y)R((cxc∗y)∗)ψM

〉
. (145)

Since ψM is strictly positive and L(cxc∗y)R((cxc∗y)∗)¥0 w.r.t. CM , we conclude
(iii). 2

6. Proof of Theorem 1.6

6.1. Gaussian domination

In this section, we assume (B. 1), (B. 2) and (B. 3).
In the previous sections, we considered the Hamiltonian in the M -

subspace. Here, we will study the Hamiltonian in the full space E ⊗ P. In
this case, we can still define the Lang–Firsov transformation U and the hole-
particle transformation W as before. Let us define H by

H = W U HU ∗W ∗ +
∑

x∈Λ

µxnx − 1
2

∑

x,y∈Λ

Vxy. (146)

We can confirm that

H = −T+g,↑ − T−g,↓ + Ũ + Hp, (147)

where T±,σ and Ũ are given in Subsections 3.1 and 3.3, respectively.
For each h = {hx}x∈Λ ∈ R|Λ|, let

Ũ(h) =
1
2

∑

x,y∈Λ

Ueff,xy

(
nx↑ − nx↓ + hx

)(
ny↑ − ny↓ + hy

)
. (148)

We introduce a new Hamiltonian given by the following:

H(h) = −T+g,↑ − T−g,↓ + Ũ(h) + Hp. (149)

Note that

H = H(0). (150)

The main purpose in this subsection is to show the following:

Theorem 6.1. Let Zβ,ε(h) = Tr
[
e−βH(h)e−εHp

]
. We have Zβ,ε(h) ≤ Zβ,ε(0)

for all h ∈ R|Λ| and ε > 0.

Remark 6.2. We introduced e−εHp in Zβ,ε(h) for the following reason: the
factor e−εHp enables us to interchange a limit operation and a trace operation
in the final step of the proof. ♦



Rigorous results concerning the Holstein–Hubbard model 31

6.1.1. Auxiliary lemmas. Let T = T+g,↑ + T−g,↓. Under the identification

E⊗P =
∫ ⊕

Q
Fe ⊗ Fedq, (151)

we have

T =
∫ ⊕

Q
T (q)dq, T (q) = T+g(q)⊗ 1l + 1l⊗T−g(q), (152)

where T±g(q) is defined by (75).

Lemma 6.3. Let K = −T + Hp. Let

Zβ,n,ε(h) = Tr
[(

e−βK/ne−β eU(h)/n
)n

e−εHp

]
, n ∈ N, ε > 0. (153)

Let us introduce the following notation:
∫

dν
(n+1)
q,q′;β,εF (ω1, . . . , ωn+1)

:=
∫

Qn

n∏

j=1

dqj

∫
dµq,q1;β

∫
dµq1,q2;β · · ·

∫
dµqn−1,qn;β

∫
dµqn,q′;ε

× exp

{
−

n∑

j=1

∫ β

0

dsV(ωj(s))−
∫ ε

0

dsV(ωn+1(s))

}
F

(
ω1, . . . , ωn+1

)
.

(154)

Then, setting β̃ = β/n, we have

Zβ,n,ε(h)

=(4π)−n|Λ|/2

∫

Rn|Λ|

n∏

j=1

dkj

∫

Q
dq

∫
dν

(n+1)
q,q;β,εe

−i
Pn

j=1 kj ·he−
Pn

j=1 k2
j/4

× TrFe⊗Fe

[ n
−→∏

j=1

( β̃
−→∏
0

eT (ωj(s))dsei
P

x,y∈Λ β̃kjxUeff,xy(ny⊗1l−1l⊗ny)

)]
. (155)

Proof. By the Trotter–Kato product formula, we have

e−βK(q, q′) =
∫

dµq,q′;β

( β
−→∏
0

eT (ω(s))ds

)
e−
R β
0 dsV(ω(s)). (156)

Let

In,β,ε =
(
e−βK/ne−β eU(h)/n

)n

e−εHp . (157)
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By (156), the kernel operator of In,β,ε is obtained by the following observa-
tion:

In,β,ε(q0, qn+1)

=
∫

Qn

n∏

j=1

dqj

( n
−→∏

j=1

e−βK/n(qj−1, qj)e−β eU(h)/n

)
e−εHp(qn, qn+1)

=
∫

Qn

n∏

j=1

dqj

∫
dµq0,q1;β̃

· · ·
∫

dµqn,qn+1;εe
−Pn

j=1

R β̃
0 dsV(ωj(s))−

R ε
0 dsV(ωn+1(s))

×
n
−→∏

j=1

{( β̃
−→∏
0

eT (ωj(s))ds

)
e−β̃ eU(h)

}

=
∫

dν
(n+1)
q0,qn+1;β,ε

n
−→∏

j=1

{( β̃
−→∏
0

eT (ωj(s))ds

)
e−β̃ eU(h)

}
. (158)

Thus, we have

Zβ,n,ε(h) = Tr[In,β,ε] =
∫

Q
dqTrFe⊗Fe

[
In,β,ε(q, q)

]

=
∫

Q
dq

∫
dν

(n+1)
q,q;β,εTrFe⊗Fe

[ n
−→∏

j=1

{( β̃
−→∏
0

eT (ωj(s))ds

)
e−β̃ eU(h)

}]
.

(159)

Finally, applying the following identity

e−β̃ eU(h) = (4π)−|Λ|/2

∫

R|Λ|
dke−ih·ke−k2/4ei

P
x,y∈Λ β̃Ueff,xykx(ny↑−ny↓), (160)

we obtain the assertion in the lemma. 2

Lemma 6.4. We have

Zβ,n,ε(h)

=(4π)−n|Λ|/2

∫

Rn|Λ|

n∏

j=1

dkj

∫

Q
dq

∫
dν

(n+1)
q,q;β,εe

−i
Pn

j=1 kj ·he−
Pn

j=1 k2
j/4

×
∣∣∣∣∣TrFe

[ n
−→∏

j=1

( β̃
−→∏
0

eT+g(ωj(s))dsei
P

x,y∈Λ β̃kjxUeff,xyny

)]∣∣∣∣∣

2

. (161)
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Proof. Note that Tr[A ⊗ B] = Tr[A]Tr[B]. By Lemma 6.3, we immedi-
ately have

Zβ,n,ε(h)

=(4π)−n|Λ|/2

∫

Rn|Λ|

n∏

j=1

dkj

∫

Q
dq

∫
dν

(n+1)
q,q;β,εe

−i
Pn

j=1 kj ·he−
Pn

j=1 k2
j/4

× TrFe

[ n
−→∏

j=1

( β̃
−→∏
0

eT+g(ωj(s))dse+i
P

x,y∈Λ β̃kjxUeff,xyny

)]

× TrFe

[ n
−→∏

j=1

( β̃
−→∏
0

eT−g(ωj(s))dse−i
P

x,y∈Λ β̃kjxUeff,xyny

)]
. (162)

Let Θ be a conjugation in Fe defined by Θc∗x1
· · · c∗xN

Ω = c∗x1
· · · c∗xN

Ω,
where Ω is the Fock vacuum in Fe. Noting that ΘcxΘ = cx, we have ΘT−g(ω(s))Θ =
T+g(ω(s)) and ΘnxΘ = nx. Thus, it holds that

Θ

β̃
−→∏
0

eT−g(ω(s))dsΘ =

β̃
−→∏
0

eT+g(ω(s))ds, (163)

Θe−i
P

x,y∈Λ β̃kjxUeff,xynyΘ = e+i
P

x,y∈Λ β̃kjxUeff,xyny . (164)

Hence, using the fact that Tr[A] = (Tr[ΘAΘ])∗, we observe that

TrFe

[ n
−→∏

j=1

( β̃
−→∏
0

eT−g(ω(s))dse−i
P

x,y∈Λ β̃kjxUeff,xyny

)]

=

{
TrFe

[
Θ

n
−→∏

j=1

( β̃
−→∏
0

eT−g(ω(s))dse−i
P

x,y∈Λ β̃kjxUeff,xyny

)
Θ

]}∗

=

{
TrFe

[ n
−→∏

j=1

( β̃
−→∏
0

eT+g(ω(s))dse+i
P

x,y∈Λ β̃kjxUeff,xyny

)]}∗

. (165)

This completes the proof. 2

6.1.2. Proof of Theorem 6.1. Remark that except for e−i
Pn

j=1 kj ·h, all fac-
tors of the integrand in (161) are positive. Thus, |Zβ,n,ε(h)| ≤ Zβ,n,ε(0). As
n →∞, Zβ,n,ε(h) converges to Zβ,ε(h) by Lemma 6.5 below. Thus, we have
Zβ,ε(h) ≤ Zβ,ε(0). 2

Lemma 6.5. We denote by L 1(X) the ideal of all trace class operators on
a Hilbert space X. Let An, A ∈ B(X) and Bn, B ∈ L 1(X) such that An

converges to A strongly and ‖Bn − B‖1 → 0 as n → ∞, where ‖ · ‖1 is the
trace norm. Then ‖AnBn −AB‖1 → 0 as n →∞.

Proof. See [34, Chap. 2, Example 3]. 2
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6.2. Completion of proof of Theorem 1.6
We define the Duhamel two-point function as

((A,B))β,Λ = Z−1
β

∫ 1

0

dxTr
[
e−xβHAe−(1−x)βHB

]
. (166)

Theorem 6.6. Let σx = nx↑ − nx↓. For all h ∈ C|Λ|, we have((〈
σ,Ueffh

〉∗
,
〈
σ,Ueffh

〉))
β,Λ

≤ β−1
〈
h,Ueffh

〉
, (167)

where 〈σ,Ueffh〉 =
∑

x,y∈Λ Ueff,xyσxhy.

Proof. Let λ ∈ R. We note

H(λh) = H+ δŨ(λh), (168)

δŨ(λh) = Ũ(λh)− Ũ(0) = λ〈σ,Ueffh〉+
λ2

2
〈h,Ueffh〉. (169)

By the Duhamel formula, we have the norm-convergent expansion:

e−βH(λh) =
∞∑

n=0

Dn(λ), (170)

Dn(λ) = (−β)n

∫

Sn(1)

e−s1βHδŨ(λh) · · · e−snβHδŨ(λh)e−(1−Pn
j=1 sj)βH.

(171)

By Lemma 6.5, we have

Zβ,ε(λh) =
∞∑

n=0

Tr
[
Dn(λ)e−εHp

]
. (172)

Note that

Tr
[
D1(λ)e−εHp

]
=

λ2

2
〈h,Ueffh〉Tr

[
e−βHe−εHp

]
(173)

and, by Theorem 6.1,
Zβ,ε(0)−Zβ,ε(λh)

λ2
≥ 0. (174)

Hence, letting λ → 0, it follows s that
β

2
〈h,Ueffh〉Tr

[
e−βHe−εHp

]

− β2

∫ 1

0

ds1

∫ 1−s1

0

ds2Tr
[
e−s1βH〈σ,Ueffh〉e−s2βH〈σ,Ueffh〉

× e−(1−s1−s2)βHe−εHp

]
≥ 0. (175)

By applying Lemma 6.5 again, we have limε→+0 Tr[e−βHe−εHp ] = Zβ and

the second term in (175)

→β2

2

∫ 1

0

dxTr
[
〈σ,Ueffh〉e−xβH〈σ,Ueffh〉e−(1−x)βH

]
as ε → +0. (176)
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Thus, we obtain (167) for h real-valued. To extend this to complex-valued
h’s, we just note that, if A = AR + iAI with A∗R = AR, A∗I = AI, we have
((A∗, A))β,Λ = ((AR, AR))β,Λ + ((AI, AI))β,Λ. 2

To finish proof of Theorem 1.6, we note that
(
〈δn,Ueffh〉∗, 〈δn,Ueffh〉

)
β,Λ

=
((〈

σ,Ueffh
〉∗

,
〈
σ,Ueffh

〉))
β,Λ

. (177)

Thus, by the Fourier transformation, we obtain Theorem 1.6. 2

Appendix A. Operator inequalities associated with the Hilbert
cone

Let X be a complex Hilbert space and X+ be a Hilbert cone in X.

Proposition A.1. Let A,B be self-adjoint positive operators on X. Suppose
that

(i) e−βA ¥ 0 w.r.t. X+ for all β ≥ 0;
(ii) A ¥ B w.r.t. X+;
(iii) C = A−B is bounded.
Then we have e−βB ¥ e−βA w.r.t. X+ for all β ≥ 0.

Proof. By (ii), C¥0 w.r.t. X+ and B = A−C. By the Duhamel formula,
we have the following norm-convergent expansion:

e−βB =
∞∑

n=0

Dn(β), (178)

Dn(β) =
∫

Sn(β)

e−s1ACe−s2AC · · · e−snACe−(β−Pn
j=1 sj)A, (179)

where
∫

Sn(β)
=

∫ β

0
ds1

∫ β−s1

0
ds2 · · ·

∫ β−Pn−1
j=1 sj

0 dsn and D0(β) = e−βA. Since
C ¥ 0 and e−tA ¥ 0 w.r.t. X+, it holds that Dn(β)¥ 0 w.r.t. X+ for all n ≥ 0.
Thus, by (178), we have e−βB ¥ D0(β) = e−βA w.r.t. X+ for all β ≥ 0. 2

The following theorem plays an important role:

Theorem A.2. (Perron–Frobenius–Faris) Let A be a positive self-adjoint op-
erator on X. Suppose that 0 £ e−tA w.r.t. X+ for all t ≥ 0 and inf spec(A) is
an eigenvalue. Let PA be the orthogonal projection onto the closed subspace
spanned by eigenvectors associated with inf spec(A). Then the following are
equivalent:

(i) dim ranPA = 1 and PA ¤ 0 w.r.t. X+.
(ii) 0 ¢ e−tA w.r.t. X+ for all t > 0.
(iii) For each x, y ∈ X+\{0}, there exists a t > 0 such that 〈x, e−tAy〉 > 0.

Proof. See [5, 21, 31]. 2
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Appendix B. Strong product integration

Let Cn×n be the space of n × n matrices with complex entries. Let A(·) :
[0, a] → Cn×n be continuous. Let P = {s0, s1, . . . , sn} be a partition of [0, a]
and µ(P ) = maxj{sj − sj−1}. The strong product integration of A is defined
by

a
−→∏
0

eA(s)ds := lim
µ(P )→0

eA(s1)(s1−s0)eA(s2)(s2−s1) · · · eA(sn)(sn−sn−1). (180)

Note that the limit is independent of any partition P .

Theorem B.1. It holds that
∥∥∥∥∥

a
−→∏
0

eA(s)ds − 1l−
∫ a

0

dsA(s)

∥∥∥∥∥ ≤ e
R a
0 ds‖A(s)‖ − 1−

∫ a

0

ds‖A(s)‖. (181)

Proof. See [3]. 2

Appendix C. Proof of Proposition 5.11

To show Proposition 5.11, we need two technical lemmas.
Recall the definition of Φ{x,y}(·) given by (45).

Lemma C.1. Let (q, q′) ∈ Yc, the complement of Y. There exist β0 > 0 and
C > 0 such that, for all β ∈ (0, β0) and ϕ ∈ Wβ,

∣∣∣∣∣β
−1

∫ β

0

ds exp
{

iΦ{x,y}
(
ω(s)(ϕ)

)}
∣∣∣∣∣ ≥ γxy − Cβ1/4, (182)

where

γxy = 2
∣∣∣∣
sin θxy

θxy

∣∣∣∣, θxy =
1
2

∑

z∈Λ

az({x, y})(q′z − qz). (183)

Note that γxy > 0 for all (q, q′) ∈ Yc and β0 depends on (q, q′).

Proof. Let

Kxy =
1

2θxy
ei
P

z∈Λ azqz

(
e2iθxy − 1

)
. (184)

Note that |Kxy| = γxy and

Kxy = β−1

∫ β

0

ds exp
{

iΦ{x,y}
(
(1− β−1s)qz + β−1sq′z

)}
. (185)
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Thus, since |eia − 1| ≤ |a|, we have
∣∣∣∣∣β
−1

∫ β

0

ds exp
{

iΦ{x,y}
(
ω(s)(ϕ)

)}−Kxy

∣∣∣∣∣

=

∣∣∣∣∣β
−1

∫ β

0

ds exp
{

iΦ{x,y}
(
(1− β−1s)qz + β−1sq′z

)}

×
(

exp
{

i
√

βΦ{x,y}
(
α(s)(ϕ)

)}
− 1

)∣∣∣∣∣

≤ max
s∈[0,β]

∣∣∣∣
√

βΦ{x,y}
(
α(s)(ϕ)

)∣∣∣∣
≤β1/4

∑

z∈Λ

∣∣az({x, y})∣∣. (186)

This completes the proof. 2

Lemma C.2. Let (q, q′) ∈ Yc. Let {X, Y } ∈ ∧M†
E. There exist β0 > 0 and

γ > 0 such that, for all β ∈ (0, β0) and ϕ ∈ Wβ, we have
∣∣∣∣
〈

eX , β−1

∫ β

0

dsT+g

(
ω(s)(ϕ)

)
eY

〉∣∣∣∣ ≥ γ. (187)

Note that β0 and γ = γ(q, q′) depend on (q, q′).

Proof. Using standard notation of the second quantization24, we can
write

T+g(q) = dΓ(T+g(q))M† , (190)

T+g(q) =
∑

{x,y}∈E

txy exp
{
iΦ{x,y}(q)

}|ex〉〈ey| (191)

for all q ∈ Q.
Write X, Y as X = (x1, . . . , xM†) and Y = (y1, . . . , yM†). Then, there

exists a unique j such that {xj , yj} ∈ E and xi = yi holds for all i 6= j. By

24Let A be a bounded self-adjoint operator on `2(Λ). The second quantization of A is
defined by

dΓ(A)N =
NX

j=1

1l⊗ · · · ⊗ A|{z}
jth

⊗ · · · ⊗ 1l. (188)

dΓ(A)N acts in ∧N `2(Λ). Set axy = 〈ex, Aey〉. Then dΓ(A)N can be expressed as

dΓ(A)N =
X

x,y∈Λ

axyc∗xcy . (189)
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(190), it indicates the following:

〈
eX ,

∫ β

0

dsT+g

(
ω(s)(ϕ)

)
eY

〉
=

〈
exj ,

∫ β

0

dsT+g

(
ω(s)(ϕ)

)
eyj

〉

=
∫ β

0

ds txjyj exp
{

iΦ{xj ,yj}
(
ω(s)(ϕ)

)}
.

(192)

By (192) and Lemma C.1, we have
∣∣∣∣
〈

eX , β−1

∫ β

0

dsT+g

(
ω(s)(ϕ)

)
eY

〉∣∣∣∣

=|txjyj |
∣∣∣∣∣β
−1

∫ β

0

ds exp
{

iΦ{xj ,yj}
(
ω(s)(ϕ)

)}
∣∣∣∣∣

≥|txjyj
|(γxjyj

− Cβ1/4). (193)

Thus, we have the desired assertion. 2

Completion of proof of Proposition 5.11

For each P = X1X2 · · ·XL+1 ∈ PM†
XY [L], let

τ
(M†)
β

(
P, {ωj(ϕj)}L

j=1

)
=

L
−→∏

j=1

EXj

∫ β

0

dsj T+g

(
ωj(sj)(ϕj)

)
EXj+1 . (194)

We claim that

G
(M†)
β

(
P, {ωj(ϕj)}L

j=1

)
= τ

(M†)
β

(
P, {ωj(ϕj)}L

j=1

)
+O(βL+1). (195)

Here, the error term O(βL+1) satisfies ‖O(βL+1)‖ ≤ CβL+1, where C is
independent of ϕj . To see this, we observe that, by Theorem B.1,

∥∥∥∥∥EXj

[
Gβ

(
ωj(sj)(ϕj)

)−
∫ β

0

dsT+g

(
ωj(s)(ϕj)

)
]
EXj+1

∥∥∥∥∥

=

∥∥∥∥∥EXj

[
Gβ

(
ωj(sj)(ϕj)

)− 1l−
∫ β

0

dsT+g

(
ωj(s)(ϕj)

)
]
EXj+1

∥∥∥∥∥

≤
( ∫ β

0

ds
∥∥T+g

(
ωj(s)(ϕj)

)∥∥
)2

≤ β2C(M†)2(max
x,y

|txy|)2. (196)

Here, we have used the fact that EXj EXj+1 = 0.
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Denote X0 = X and XL+1 = Y . By Lemma C.2, we have∣∣∣∣∣β
−L

〈
eX , τM†

β

(
P, {ωj(ϕj)}L

j=1

)
eY

〉∣∣∣∣∣

=
L+1∏

j=1

∣∣∣∣∣

〈
eXj−1 , β

−1

∫ β

0

dsT+g

(
ωj(s)(ϕj)

)
eXj

〉∣∣∣∣∣
≥γ(q, q1)γ(q1, q2) · · · γ(qL−1, q

′), (197)

where γ(q, q′) is given by Lemma C.2. By combining this and (195), we obtain
the desired result. 2
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