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Abstract 4 

Realistic assessment of existing masonry structures requires the use of detailed nonlinear 5 

numerical descriptions with accurate model material parameters. In this work, a novel 6 

numerical-experimental strategy for the identification of the main material parameters of a 7 

detailed nonlinear brick-masonry mesoscale model is presented. According to the proposed 8 

strategy, elastic material parameters are obtained from the results of diagonal compression 9 

tests, while a flat-jack test, purposely designed for in-situ investigations, is used to determine 10 

the material parameters governing the nonlinear behaviour. The identification procedure 11 

involves: a) the definition of a detailed finite element (FE) description for the tests; b) the 12 

development and validation of an efficient metamodel; c) the global sensitivity analysis for 13 

parameter reduction; and d) the minimisation of a functional representing the discrepancy 14 

between experimental and numerical data. The results obtained by applying the proposed 15 

strategy in laboratory tests are discussed in the paper. These results confirm the accuracy of 16 

the developed approach for material parameter identification, which can be used also in 17 

combination with in-situ tests for assessing existing structures. Practical and theoretical 18 

aspects related to the proposed flat-jack test, the experimental data to be considered in the 19 

process and the post-processing methodology are critically discussed. 20 
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1 Introduction 22 

Masonry is an old material extensively used in the past to construct a variety of structural 23 

systems including buildings, bridges and monuments. Thus, most of the historical structures 24 

around the world are made of brick- or stone-masonry. Such structures typically exhibit poor 25 

performance when subjected to extreme loading (e.g. earthquakes), hence at present they 26 

need to be assessed and eventually strengthened to avoid future failures. The behaviour of 27 

masonry is very complex, strongly nonlinear and dependent on the properties of the two 28 

components, unit and mortar, and their interaction. Therefore, an accurate masonry 29 

description allowing for material nonlinearity is generally required to achieve realistic 30 

structural response predictions. In the assessment of masonry structures subjected to extreme 31 

loading, macroscale models where the characteristics of bricks and mortar joints are smeared 32 

into a fictitious continuum or one-dimensional macro-elements (Lourenço, 1996; Berto, et al., 33 

2002; Papa, 1996; Gambarotta & Lagomarsino, 1997; Pantò, et al., 2016) are usually 34 

adopted. Although computationally efficient, modelling strategies at the macroscale feature 35 

an inherent drawback due to the problematic identification of model material parameters, 36 

which should be based on expensive and invasive in-situ experiments. To overcome this 37 

limitation, homogenization techniques can be employed to estimate macroscale model 38 

parameters from the mechanical characteristics of the constituents (Anthoine, 1995; Mistler, 39 

et al., 2007; Milani, et al., 2006; Luciano & Sacco, 1997) or alternatively, approaches 40 

explicitly based on separate descriptions of masonry units and mortar joints can be used. 41 

Mesoscale masonry models belong to the latter class of modelling strategies, where the 42 

contribution of both mortar and brick-mortar interfaces is represented using zero-thickness 43 

nonlinear interface elements (Lotfi & Shing, 1994; Lourenço & Rots, 1997; Gambarotta & 44 

Lagomarsino, 1997; Macorini & Izzuddin, 2011). This enables the analysis to account also 45 
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for damage-induced anisotropy achieving realistic predictions of crack propagation within 46 

any masonry element. Recent research has shown that the high computational demand 47 

generally associated with detailed masonry models can be alleviated by the use of the multi-48 

scale approach (Massart, et al., 2007; Kouznetsova, et al., 2002) and domain decomposition 49 

techniques (Park & Felippa, 2000; Jokhio & Izzuddin, 2015; Macorini & Izzuddin, 2013). 50 

Thanks to these recent advances in computational mechanics, it seems realistic to predict that 51 

mesoscale modelling will be successfully used in the near future also for the analysis of real 52 

large-scale masonry structures.  53 

In the case of mesoscale masonry descriptions, model material parameters refer to each 54 

masonry component and can be potentially estimated by means of simple material tests 55 

(CUR, 1994). However, especially for elastic parameters of interfaces representing mortar 56 

joints, it has been shown that correlations with mortar properties obtained from bare mortar 57 

samples are generally poor (Chaimoon & Attard, 2007; Da Porto, et al., 2010; Sarhosis, 58 

2016), and intuitive assumptions considering a linear elastic behaviour are not applicable 59 

(Lotfi & Shing, 1994; Atkinson, et al., 1989).  Moreover, individual components show high 60 

scattering in the response (Kaushik, et al., 2007; Brencich & de Felice, 2009), implying that a 61 

large number of tests are usually needed to obtain statistically meaningful values. Finally, in 62 

the assessment of existing structures it is often difficult to extract specimens to be tested in 63 

laboratory, and, in the case of historical buildings, highly invasive testing is not possible at 64 

all. To overcome these issues, other methodologies for the calibration of material parameters 65 

are required. Instead of performing many tests on small specimens, it can be useful to infer 66 

model parameters representative of the “average” structural response by studying larger 67 

portions of masonry. In this respect, the use of Inverse Problem Theory (Tarantola, 2005) 68 

provides the link between structural behaviour at the macroscale and mesoscale parameters 69 

(Fedele, et al., 2006), where inverse methods, considering either static (Morbiducci, 2003; 70 
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Sarhosis & Sheng, 2014) or dynamic testing (D'Ambrisi, et al., 2012; Gentile & Saisi, 2007) 71 

have been recently applied to the characterisation of masonry models. The application to 72 

meso-model calibration was the aim of previous research by the authors (Chisari, et al., 73 

2015), in which an innovative in-situ test was proposed to estimate the elastic properties of 74 

the zero-thickness interfaces. The study adopted a pseudo-experimental approach, in which 75 

numerical data was perturbed by a priori known errors to assess the accuracy of the 76 

identification. The setup was subsequently modified and simplified (Chisari, et al., 2015), 77 

where elastic parameters were estimated considering the initial loading steps and some 78 

nonlinear parameters were identified following an approximate procedure. However, it was 79 

later recognised that the estimation of the elastic parameters is strongly affected by the stress 80 

state of the test, and the presence of tensile actions may induce premature cracking and 81 

consequently inaccurate identification of fictitious “damaged” stiffness. In this paper, an 82 

experimental programme in which an inverse analysis procedure is applied to the estimation 83 

of the main parameters for a mesoscale masonry model is described. The underlying 84 

objective of this investigation is setting up a calibration method for a mesoscale masonry 85 

model consisting of a simple and low-invasive experimental test and appropriate post-86 

processing. The proposed approach can be used for the identification of the model material 87 

parameters leading to realistic results when the mesoscale description is employed for the 88 

assessment of existing masonry structures. In particular, the undamaged elastic parameters 89 

are retrieved from the results of diagonal compression tests, while a complete set of 90 

parameters governing the nonlinear behaviour is identified fitting the response of a small 91 

masonry panel under a purposely designed flat-jack test. The theoretical background, 92 

including the material model description and some details of inverse analysis, surrogate 93 

modelling and sensitivity analysis are described in Section 2. The experimental programme is 94 

presented in Section 3 along with the main outcomes of the physical tests, while the material 95 
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parameters identification is detailed in Section 4. The conclusions, highlighting the 96 

effectiveness of the methodology and indicating future perspectives, are finally drawn in 97 

Section 5. 98 

2 Theoretical background 99 

Experimental tests represent a key part of research and professional practice in structural 100 

engineering. A crude but incisive taxonomy of experimental testing can be readily associated 101 

with the objective of the investigation as follows: 102 

- Exploration: no theories exist about the physical process under study, and the 103 

outcomes of the tests are used as the basis to understand the phenomenon and the 104 

principles underlying it, or directly to the subsequent design/calculation (e.g. in the 105 

design assisted by testing allowed by current codes). 106 

- Validation: a theory/model must be validated against cases not directly used to 107 

develop it. 108 

- Control: typical of pre-fabricated structural elements, control testing is used to verify 109 

that the products are built according to a priori defined prescriptions. 110 

- Characterisation: the test provides information about the materials and model 111 

parameters. This is in turn used in the response prediction, as for instance in the 112 

assessment of existing structures. 113 

Clearly, these categories are not mutually exclusive and overlap. For example, material tests 114 

performed during the erection of buildings are at the same time characterisation and control 115 

tests, as they are used to verify the consistency between what is being built and the design 116 

assumptions. This work concerns with characterization tests which can be described 117 

considering: 118 
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- the test setup including the instrumentation needed to apply the external actions and 119 

the boundary conditions, and all stages of the loading history; 120 

- the data measured in the test. These should be chosen to be as representative as 121 

possible of the global response and highly sensitive to the variation of the sought 122 

material parameters. An innovative technique for the choice of the experimental data 123 

has been recently proposed by the authors (Chisari, et al., 2016) with the aim of 124 

recording the most meaningful data for the problem under examination; 125 

- a procedure to post-process the data and provide the results in terms of material 126 

parameters, as very seldom the quantities of interest may be directly measured during 127 

the test. In traditional tests, this step consists of simple analytical expressions relating 128 

the output of the test with the unknown parameters. In tests investigated by inverse 129 

analysis, as those described hereinafter, the post-processing involves creating a 130 

numerical model of the test and performing an optimisation analysis. 131 

It is often neglected that the parameters estimated by means of a characterisation test always 132 

refer to a specific material model. To clarify the concept with a simple example, a diagonal 133 

compression test is often used to estimate shear mechanical parameters (Calderini, et al., 134 

2010). These parameters have clearly no meaning if one uses a mesoscale approach to model 135 

masonry, where the global strength of the panel depends on the strength properties of the 136 

components and the masonry bond.  137 

In the following subsections, all these points are described with reference to an experimental 138 

investigation carried out at the Laboratory for Testing Material and Structures at the 139 

University of Trieste (Italy).  140 
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2.1 The material model 141 

2.1.1 Description of the model 142 

In the masonry model adopted in this work, mortar and brick–mortar interfaces are modelled 143 

by 2D 16-noded zero-thickness nonlinear interface elements (Macorini & Izzuddin, 2011). 144 

Masonry units are represented by elastic 20-noded solid elements, and possible unit failure in 145 

tension and shear is accounted for by means of zero-thickness interface elements place at the 146 

vertical mid-plane of each block (Figure 1). The discretisation for the structure, as proposed 147 

in (Macorini & Izzuddin, 2011), consists of two solid elements per brick (Figure 1) linked by 148 

a brick-brick interface allowing for a possible crack in the brick. 149 

 150 

Figure 1. Mesoscale representation for brick-masonry. 151 

The interface local material model is formulated in terms of one normal and two tangential 152 

tractions σ (1) and relative displacements u (2) evaluated at each integration point over the 153 

reference mid-plane: 154 

 𝝈 = {𝜏𝑥, 𝜏𝑦, 𝜎}
𝑇
 (1) 

 𝒖 = {𝑢𝑥, 𝑢𝑦, 𝑢𝑧}
𝑇

 (2) 
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The constitutive model for zero-thickness interfaces considers specific elastic stiffness values 155 

which are regarded as uncoupled: 156 

 𝒌𝟎 = [

𝑘𝑉 0 0
0 𝑘𝑉 0
0 0 𝑘𝑁

] (3) 

In Equation (3), kN and kV are respectively the normal and the tangential stiffness, the latter 157 

assumed equal in the two main directions in the local plane xy.  158 

The formulation for nonlinear behaviour is characterized by one hyperbolic yield function F1 159 

to simulate Mode I and Mode II fracture, providing smooth transition between pure tension 160 

and shear failure: 161 

 𝐹1 = 𝜏𝑥
2 + 𝜏𝑦

2 − (𝑐 − 𝜎 𝑡𝑎𝑛𝜙)2 + (𝑐 − 𝜎𝑡 𝑡𝑎𝑛𝜙)2 = 0 (4) 

The three parameters 𝑐, 𝜎𝑡, 𝑡𝑎𝑛𝜙 associated with surface F1 represent cohesion, tensile 162 

strength and friction coefficient at mortar interface. A hyperbolic plastic potential different 163 

from the yield function is considered to avoid excessive dilatancy and account for the actual 164 

roughness of the fracture surface. The model employs a second hyperbolic function F2, the 165 

cap in compression, to account for crushing in the mortar interfaces. It must be only 166 

mentioned here that more advanced mesoscale models representing the actual nonlinear 167 

behaviour under compressive failure of masonry exist (Xavier, et al., 2013), but this type of 168 

failure is not taken into account in this work. Furthermore, both surfaces F1 and F2 shrink 169 

with the development of plastic work, following an evolution law governed by the fracture 170 

energy, which is assumed as characteristic property of the material. Three fracture energies 171 

are to be defined to fully characterise the nonlinear response of the interface: Gf,I for mode I 172 

(tension) failure, Gf,II for mode II (shear) failure, and Gf,C for failure in compression. It is 173 

assumed that when the dissipated energy equals the fracture energy cohesion, tensile strength 174 

and friction coefficient reach some residual values, characteristic of the material. Further 175 
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details of this model, which is implemented in ADAPTIC (Izzuddin, 1991), are provided 176 

elsewhere (Macorini & Izzuddin, 2011). 177 

2.1.2 Physical meaning of model parameters 178 

Lumping mortar joints into zero-thickness interfaces and extending the solid elements 179 

representing bricks have important effects on the definition of the elastic parameters. With 180 

reference to the stress state shown in Figure 2a, the shortening Δ𝑢 of the element of length 181 

hb+hm is: 182 

 Δ𝑢 = 𝜎 (
ℎ𝑚

𝐸𝑚
+

ℎ𝑏

𝐸𝑏
) (5) 

where Em, Eb are mortar and brick Young modulus respectively. In the mesoscale 183 

representation (Figure 2b), Δ𝑢 reads: 184 

 Δ𝑢 = 𝜎 (
1

𝑘𝑁
+

ℎ𝑏 + ℎ𝑚

𝐸𝑏
) (6) 

where now kN is the zero-thickness interface axial stiffness. Imposing the congruence 185 

between the two representations, we obtain the expression: 186 

 𝑘𝑁 =
𝐸𝑚𝐸𝑏

ℎ𝑚(𝐸𝑏 − 𝐸𝑚)
 (7) 

 187 

Figure 2. (a) Simple brick-mortar element subjected to compression, and (b) mesoscale representation. 188 

Considering on the other hand a shear stress state, the analogous expression for the shear 189 

stiffness can be obtained as: 190 
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 𝑘𝑉 =
𝐺𝑚𝐺𝑏

ℎ𝑚(𝐺𝑏 − 𝐺𝑚)
 (8) 

Equations (7) and (8) are suggested in (Lourenço, 1996) and (CUR, 1994) for the calibration 191 

of interface stiffness values. From these equations, it is clear that the stiffness value is not a 192 

mortar characteristic “per-se” but it contains information about the relationship between 193 

mortar and brick Young modulus. It is not recommended thus to consider the stiffness value 194 

as unknown in the identification problem, as in the numerical study (Chisari, et al., 2015), but 195 

rather consider separately Em and Eb and then estimate kN and kV by means of Equations (7) 196 

and (8). A very high interface stiffness does not correspond to a very stiff mortar joint, but 197 

simply to similar Young’s moduli of the masonry components. Equations (7) and (8) are not 198 

defined when Em ≥ Eb. In this case, to maintain compatibility between the two 199 

representations, keeping the interface stiffness equal to infinity, an increase in the fictitious 200 

brick Young’s modulus Ebf in Figure 2b must correspond to an increase in Em in Figure 2a. 201 

Considering the equality between Equations (5) and (6) with 1/kN=0, Ebf  reads: 202 

 𝐸𝑏𝑓 = 𝐸𝑏

ℎ𝑚 + ℎ𝑏

ℎ𝑚
𝐸𝑏

𝐸𝑚
+ ℎ𝑏

 
(9) 

and, in this case, the equivalence between unit Young modulus Ebf in the mesoscale model 203 

and experimental brick Young’s modulus Eb does not hold anymore. Analogously,                  204 

𝐺𝑏𝑓 = 𝐺𝑏
𝐻

ℎ𝑚
𝐺𝑏
𝐺𝑚

+ℎ𝑏

, and the Poisson’s ratio may be defined as 𝜈𝑏𝑓 =
𝐸𝑏𝑓

2𝐺𝑏𝑓
⁄ − 1. 205 

Another interesting consideration arises if we consider the ratio between kN and kV defined as 206 

in Equations (7) and (8): 207 

 
𝑘𝑁

𝑘𝑉
= 2 ⋅ (1 + 𝜈𝑖) (10) 

 208 
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with 𝜈𝑖 =
𝜈𝑚−

𝐸𝑚
𝐸𝑏

⁄ 𝜈𝑏

1−
𝐸𝑚

𝐸𝑏
⁄

. It is evident that, 𝜈𝑖 may in some case assume negative values also 209 

when satisfying the condition Em<Eb (where equations (7) and (8) are defined), meaning that 210 

the axial stiffness may even be smaller than the shear stiffness. This was reported in (Lotfi & 211 

Shing, 1994) from experimental observations.  As a further complication, the definition of the 212 

mortar Poisson’s ratio is never straightforward, since as highlighted in (McNary & Abrams, 213 

1985) it strongly depends upon the stress state. Thus, 𝜈𝑚 often assumes a “conventional” 214 

value, and this once more shows the limitations of considering a linear elastic behaviour for 215 

masonry.  216 

Regarding the mortar strength properties, UNI EN 1052 (UNI EN 1052-3:2007, 2007) 217 

provides a reference for determining initial shear strength (cohesion) and friction angle from 218 

tests on triplets. It implicitly assumes a linear relationship, determined by means of linear 219 

regression of the experimental data, between compressive stress and shear strength (Mohr-220 

Coulomb law). Furthermore, the peak shear stress is evaluated as mean stress, i.e. assuming a 221 

constant stress distribution at failure. Both assumptions may not be valid for the material 222 

model utilised in this work. Equation (4) defines a hyperbolic curve with asymptote 223 

characterised by the slope 𝑡𝑎𝑛𝜙, meaning that the linear relationship between shear and axial 224 

stress assumed by the standard is reasonable only asymptotically, i.e. for high values of 225 

compression. Cohesion, which in the approach (UNI EN 1052-3:2007, 2007) is the value of 226 

the yield function for zero compressive stress, represents the intercept of the asymptote with 227 

the axis σ = 0 in the mesoscale model, whereas the actual intercept of F1 assumes a different 228 

value. The hyperbolic curve reduces to a straight line only when 𝑐 = 𝜎𝑡 = 0, as it is usually 229 

observed at residual state. In addition, it seems at least doubtful that in the shear test a stress 230 

redistribution could manifest, given the brittleness usually reported. So, the evaluation of the 231 

peak shear stress as mean stress may not be consistent with the stress state given at peak by a 232 
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mesoscale representation. For this reason, special care should be taken to identifying the 233 

strength parameters 𝑐 and 𝑡𝑎𝑛𝜙 in Equation (4) with the corresponding “cohesion” and 234 

“friction coefficient” obtained by ordinary post-processing the results from shear tests on 235 

triplets.  236 

2.1.3 Some assumptions on the nonlinear parameters 237 

The set of parameters controlling the nonlinear behaviour of the mortar interfaces include 238 

cohesion, friction angle and tensile strength for the initial and residual state, dilatancy angle, 239 

parameters controlling the compressive failure surface, and fracture energies for all the 240 

different failure modes. Furthermore, these parameters should be defined for three types of 241 

interfaces, modelling bed and head joints and brick-brick cracks, respectively. It is not 242 

realistic to identify all parameters by means of a single test; so, to decrease the number of 243 

unknowns for the inverse procedure, some assumptions must be made.  244 

Firstly, for bed joints it is common practice to assume the same friction angle for the initial 245 

and residual state, and zero residual cohesion (Atkinson, et al., 1989); this also implies zero 246 

residual tensile strength. Secondly, due to lack of significant normal stress, shrinkage and the 247 

subsequent loss of bond between the unit and mortar, the contribution of the head joints to the 248 

shear transfer is considered insignificant by many authors, compared to that of the bed joints 249 

(Mann & Muller, 1982; Ganz, 1985; Mojsilovic & Marti, 1997). Consequently, even initial 250 

cohesion and tensile strength have been neglected for the head joints, while the friction 251 

coefficient has been set equal to that of bed joints. Furthermore, no dilatancy has been 252 

considered and, as compressive strength is not of concern in this investigation and neither 253 

may be estimated by means of the proposed test, it was set as very high, and so was the 254 

fracture energy in compression (for both mortar and brick-brick interfaces). Finally, as shear 255 

failure is rarely significant in bricks, cohesion and friction angle for the brick-brick interface 256 
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assumes a conventional value, whereas the most important parameters are those related to 257 

mode-I failure. 258 

All these assumptions allow for decreasing the number of unknowns to the following:  259 

- cohesion c, tensile strength σt for the bed joints; 260 

- friction coefficient tanϕ for bed and head joints; 261 

- fracture energies Gf,I and Gf,II for bed and head joints; 262 

- tensile strength ftb and mode-I fracture energy Gfb,I for brick-brick interfaces. 263 

2.2 Calibration through inverse analysis 264 

2.2.1 Overview 265 

Physical theories allow us to make predictions, hence given a complete description of a 266 

physical system, we can predict the outcome of some measurements 𝒅𝒄 (forward problem). 267 

The solution of the system of partial differential equations describing the process can be 268 

approximated using a FE model. The inverse problem consists of using the actual result of 269 

some measurements 𝒅𝒐𝒃𝒔 to infer the values of the parameters 𝒎 characterising the system. 270 

Due to measurement uncertainties and modelling imperfections, the predicted values 271 

generally cannot be identical to the observed values. Hence, the calibration problem is solved 272 

by minimising: 273 

 𝒎̃ = arg min
𝒎

𝜔(𝒅𝒐𝒃𝒔, 𝒅𝒄(𝒎)) (11) 

where 𝒎̃ is the solution of the optimisation problem, 𝜔 is the discrepancy (or cost) function, 274 

measuring the inconsistency between 𝒅𝒐𝒃𝒔 and 𝒅𝒄, the latter depending on the unknown 275 

material parameters 𝒎. The general formulation for the discrepancy function is: 276 

 𝜔(𝒅𝒐𝒃𝒔, 𝒅𝒄(𝒎)) = (‖ 𝒅𝒐𝒃𝒔 − 𝒅𝒄(𝒎)‖𝑞)
𝑞
 (12) 

where ‖∙‖𝑞, with 1 ≤ 𝑞 ≤ ∞, is the weighted Lq-norm of a vector. The most common 277 

formulation is given with q=2 (Euclidean norm), and it is derived directly from the 278 
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assumption that all measurements follow a Gaussian probability distribution (Tarantola, 279 

2005). If gross errors (outliers) are expected, it is preferable to impose q=1, i.e. the Least-280 

Absolute-Value criterion in Equation (12) (Claerbout & Muir, 1973).  281 

Applied to structural problems, the identification process implies performing an experimental 282 

test, from which some observed data dobs are recorded, and a numerical simulation of the test 283 

to calculate the corresponding numerical results dc. The solution of the optimisation problem, 284 

where the discrepancy between the two sets of data is minimised, gives the sought material 285 

parameters m. To solve the optimisation problem (11), several methods can be used. Even 286 

though gradient-based methods are computationally attractive, Genetic Algorithms 287 

(Goldberg, 1989)  are more effective in many cases, as they do not require calculating 288 

derivatives, and allow overcoming potential numerical problems associated with non-convex 289 

and non-continuous objective functions. In this respect, they were used for kinematic limit 290 

analysis of complex masonry components, e.g. vaults in (Chiozzi, et al., 2017), and optimal 291 

design of structures (Poh'sie, et al., 2016; Chisari & Bedon, 2016). In this work, a GA 292 

implemented in the software TOSCA (Chisari, 2015) has been employed.  293 

In some cases, before performing inverse analysis, a preliminary stage involving metamodel 294 

construction-validation and model parameter reduction is required. This is the topic of the 295 

next subsections. 296 

2.2.2 The Kriging surrogate model 297 

One of the bottlenecks of the optimisation process is the large number of forward analyses 298 

needed to solve problem (11), often in the order of hundreds if not thousands. Thus to 299 

guarantee a reasonable overall computing time, the single analysis should take some seconds 300 

or a very few minutes at most. This could potentially limit the possibility of using the 301 

framework described before, as nonlinear analyses of complex 3D models may require hours 302 

in many cases. To address this issue, a possible strategy consists of using metamodels (or 303 
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surrogate models) to approximate the solution of the finite element model. A similar concept 304 

was considered in (Milani & Benasciutti, 2010), where polynomial Response Surface 305 

approximation was adopted for expensive Monte Carlo simulations of masonry structures. 306 

In general, if the FE model represents a black-box functional dc=F(m) which gives the 307 

numerical response for a trial choice of material parameters m, a metamodel is “model of the 308 

model”, i.e. a known function 𝒅̃𝑐 = 𝐹̃(𝝑, 𝒎) which provides an approximated response 𝒅̃𝑐 309 

depending on the material parameters m and some metamodel parameters ϑ. The latter 310 

parameters are calibrated such as the approximate response 𝒅̃𝑐 fits exactly the “true” response 311 

dc at some design points. Thus, the construction of a metamodel implies (i) an off-line phase, 312 

in which the complex numerical model is evaluated at the design points (calibration set) 313 

calculating the parameters ϑ, and (ii) a validation phase in which the true and approximate 314 

responses for different points in a validation set are compared. If the chosen statistics (i.e. 315 

mean, maximum) of the error in the validation set satisfy a certain criterion, the metamodel 316 

may be employed in place of the detailed model to obtain a fast-computed response; 317 

otherwise, the number of design points must be increased or the metamodel changed. 318 

Several classes of metamodels exist in the literature (Press, et al., 2007), among which very 319 

popular are Radial Basis Functions and quadratic or cubic Response Surfaces. Although 320 

rather powerful to approximate nonlinear black-box functionals, these approaches requires 321 

inversion of matrices which can easily become ill-conditioned when, due to large number of 322 

variables, equi-spaced grids for the design points are not suitable, and random or quasi-323 

random sequences must be used instead. An effective class of metamodels which solves this 324 

drawback is represented by the kriging methods, widely utilised in geostatistics. Named after 325 

the South-African mining engineer D.G. Krige, this class of methods consists of 326 

approximating the function value by a weighted sum of the known data, but, unlike other 327 
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approximating techniques, which assign decreasing weights with increasing separation 328 

distance, kriging assigns weights according to a (moderately) data-driven weighting function.  329 

Considering for the sake of simplicity the case in which a single response d is to be 330 

approximated, the method considers the function 𝑑(𝒎) as a random field with a trend 331 

component, 𝑡(𝒎), and a residual component, 𝑅(𝒎) = 𝑑(𝒎) − 𝑡(𝒎). The estimator 𝑑̃(𝒎) is 332 

defined as:  333 

 𝑑̃(𝒎) = ℱ(𝜷, 𝒎) + 𝑧(𝜽, 𝒎) (13) 

where: 334 

 𝑑̃(𝒎) is the estimated value of the function at location 𝒎; 335 

 ℱ(𝜷, 𝒎) is the regression model, which approximates the trend component 𝑡(𝒎); 336 

 𝑧(𝜽, 𝒎) is the random process which approximates the residual 𝑅(𝒎). 337 

The regression model ℱ(𝜷, 𝒎) is defined as linear combination of p chosen functions, 338 

through the coefficients 𝜷, called regression parameters. The random process 𝑧(𝜽, 𝒎), 339 

assumed to have zero mean and covariance 𝐸[𝑑(𝒎𝒊)𝑑(𝒎𝒋)] = 𝜎2ℛ(𝜽, 𝒎𝒊, 𝒎𝒋) with 𝜎2 340 

process variance for d, depends on a correlation model ℛ(𝜽, 𝒎𝒊, 𝒎𝒋) with parameters 𝜽. The 341 

correlation model is usually selected as dependent on the distance 𝒓 = 𝒎𝒊 − 𝒎𝒋, i.e. 342 

ℛ = ℛ(𝜽, 𝒎𝒊 − 𝒎𝒋). Given some design points, the regression parameters 𝜷 are evaluated 343 

by imposing that, under the unbiasedness constraint 𝐸{𝑑(𝒎) − 𝑑̃(𝒎)} = 0, the mean 344 

squared error of the linear predictor is minimised. This consists of solving a generalised least 345 

squares problem with respect to R, the matrix of stochastic-process correlations between m at 346 

the design points. Hence, a preliminary choice of the parameters 𝜽 must be made: following 347 

(Lophaven, et al., 2002), the optimal choice 𝜽∗is selected as the maximum likelihood 348 

estimator. In this work, the DACE toolbox (Lophaven, et al., 2002) is utilised to build the 349 

surrogate model of the nonlinear numerical FE model. More details on the theoretical aspects 350 

and issues can be found elsewhere (Lophaven, et al., 2002; Lophaven, et al., 2002). 351 
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2.2.3 Sensitivity analysis 352 

To fully define the numerical model used in the optimisation process, many parameters 353 

describing material properties or boundary conditions are usually needed. As the 354 

experimental data available are usually limited and thus the inferred information is 355 

necessarily incomplete, it may be necessary to reduce the number of unknowns of the inverse 356 

problem to those which are actually possible to estimate. 357 

To understand which model parameters are important in a test response and which ones 358 

conversely have little influence, a preliminary global sensitivity analysis (SA) is needed: the 359 

method of elementary effects (EE) (Morris, 1991), belonging to the class of screening 360 

methods, is considered in the following. The EE method is a screening method aiming at 361 

determining if the effect of each parameter is a) negligible, b) linear and additive, c) 362 

nonlinear or involved in interactions with other inputs, with a reasonable computational effort 363 

(remarkably lower than Monte Carlo-based methods). It implies that interactions among 364 

parameters are detected only in a qualitative fashion. The method is based on the evaluation 365 

of the elementary effect EEi of the parameter mi on the scalar response d(m) when it is 366 

perturbed by a step Δ𝑖 while all the other parameters are fixed. It is defined as: 367 

 𝐸𝐸𝑖 =
𝑑(𝑚1, … , 𝑚𝑖−1, 𝑚𝑖 + Δ𝑖, 𝑚𝑖+1, … , 𝑚𝑘) − 𝑑(𝑚1, … , 𝑚𝑘)

Δ𝑖
 (14) 

with k number of parameters. 368 

The global sensitivity measure is the finite distribution Fi composed of all possible 𝐸𝐸𝑖. It 369 

may be represented by the values of the mean and standard deviation, estimated from a 370 

sample composed by N points: 371 

 

𝜇𝑖 =
1

𝑁
∑ 𝐸𝐸𝑖

𝑁

𝑖=1

 

𝜎𝑖 = √
1

𝑁 − 1
∑(𝐸𝐸𝑖 − 𝜇𝑖)2

𝑁

𝑖=1

 

(15) 
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A large measure of central tendency 𝜇𝑖 for Fi indicates an input with important “overall” 372 

influence on the output. A large measure of spread 𝜎𝑖 indicates an input whose influence is 373 

highly dependent on the values of the overall set of inputs, meaning that it is involved in 374 

interactions with other parameters or its effect is nonlinear. The sensitivity analyses is 375 

performed here by means of the SAFE toolbox (Pianosi, et al., 2015). 376 

The whole calibration process is shown in Figure 3. 377 

 378 

Figure 3. The identification process. 379 

3 The experimental programme 380 

The procedure illustrated in the previous section has been used to determine the mesoscale 381 

material characteristics of masonry specimens physically tested in an experimental 382 

programme including diagonal compression and flat-jacks tests as discussed in the following. 383 

The material were nominally the same for all tests performed. The masonry specimens were 384 

built using M4 mortar with 1:1:5 (cement:lime:sand) proportion by volume with assumed 385 
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characteristic compressive strength at 28 days equal to 4 N/mm
2
 (BS 5628-1: 2005, 2005). 386 

The units were 250×120×55mm
3
 clay bricks. Standard material and small specimen tests 387 

were performed to obtain some initial reference values for the masonry material properties. 388 

These tests include: 1) compressive (a) and splitting (b) tests on mortar cylinders; 2) 389 

compressive (a) and splitting (b) tests on bricks; 3) compressive tests on stack-bond masonry 390 

prisms and 4) shear tests on masonry triplets. The test results are reported in Table 1, along 391 

with the coefficients of variation (CV). 392 

Table 1. Material properties of the tested masonry wall. 393 

Test Property Symbol Average CV 

1a Mortar compressive strength fm 7.86 MPa 6.24% 

1b Mortar tensile strength fvm 1.33 MPa 31.79% 

2a  Brick compressive strength fb 18.27 MPa 14.08% 

2b Brick tensile strength ftb 4.233 MPa 3.94% 

2a Brick Young modulus Eb 11.2 GPa 16.28% 

2a Brick Poisson ratio νb 0.19 35.71% 

3 Masonry compressive strength fs 18.98 MPa 22.62% 

3 Masonry Young modulus Es 6.9 GPa 20.58% 

4 Mortar-brick interface peak cohesion cp 0.298 MPa 26.11% 

4 Mortar-brick interface residual cohesion cr 0.046 MPa 91.33% 

4 Mortar-brick interface peak friction coefficient tanϕp 1.579 9.30% 

4 Mortar-brick interface residual friction coefficient tanϕr 1.135 6.61% 

 394 

3.1 The diagonal compression test 395 

Two 650×650×90mm
3 

running bond wallettes (labelled CD1 and CD2) were tested under 396 

diagonal compression. The panels were made of 250×55×90 mm
3
 solid clay bricks, 10 mm 397 
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thick mortar bed joints and mortar head joints with 15 mm thickness. The results from 398 

material tests are reported in Table 1. Before the test, each panel was rotated and placed on a 399 

stiffened steel angle, and a similar angle was set at the opposite top corner for the load 400 

application. Thin layers of plaster and sand were arranged between the two steel angles and 401 

the specimen to enable the development of a uniform distribution of stresses during the test 402 

(Figure 4a). 403 

 404 

Figure 4. Diagonal compression test: (a) lateral view and (b) sensor position. 405 

Displacements were acquired by 12 LVDTs (25mm stroke) on both specimen faces along the 406 

diagonals and the specimen edges (Figure 4b). Aluminium bars were used to connect each 407 

LVDT to the opposite gauge point. The load was applied by a hydraulic jack with 200kN 408 

maximum load. As the test was force-controlled, the post-peak behaviour was not captured. 409 
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3.2 The flat-jack test 410 

The proposed experimental setup consists of a non-conventional shear test proposed in other 411 

context by (Caliò, 2011), in which a vertical flat-jack is used to apply a controlled pressure on 412 

the surrounding masonry (Figure 5a). This gives rise to a displacement field, whose 413 

investigation allows estimating strength properties of mortar joints when cracks begin to 414 

develop. This set-up can be used also for in-situ experiments, where vertical stresses on the 415 

portion of the tested masonry panel, which influence masonry strength, can be preliminarily 416 

estimated by a conventional flat-jack test (ASTM, 1991).  417 

The physical test was performed in laboratory on a 1310×1960×120mm
3
 running bond 418 

masonry wall, made up of 250×120×55 mm
3
 bricks, 10 mm thick horizontal mortar bed joints 419 

and 15 mm thick mortar head joints, using the same masonry components and bond of the 420 

masonry walletes tested under diagonal compression. The slot for the vertical flat-jack was 421 

prepared during the construction phase and filled with polystyrene sheets, to avoid cutting the 422 

panel. To be consistent with a potential in-situ application, a horizontal flat-jack was used to 423 

estimate vertical stresses induced by a hydraulic jack and distributed by a steel beam on the 424 

top of the panel. The adopted 240×120×4 mm
3
 rectangular flat-jacks are manufactured by 425 

DRC (DRC Diagnostic Research Company, 2015) and are characterised by 60 bar maximum 426 

admissible pressure. The effective pressure pvfj transferred by the flat-jack may be evaluated 427 

as: 428 

 pKKp amvfj   (16) 

where p is the pressure in the flat-jack measured by the gauge, Km is a constant provided by 429 

the manufacturer and equal to 0.86. Ka is the area factor depending on size of the slot which 430 

is 250mm wide, thus Ka=240/250=0.96. 431 

The vertical flat-jack pressure induces high shear stresses in the mortar bed joints and tensile 432 

stress in the adjacent bricks (Figure 5b). Depending on the relative strength of the two 433 
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components and the geometrical configuration of the specimen, increasing pressure can lead 434 

either the brick or the mortar to fail. To avoid tension failure with propagation of vertical 435 

cracks without significant development of material nonlinearity in mortar bed joints, the 436 

bricks above and below the vertical flat-jack were reinforced using Carbon Fibre-Reinforced 437 

Polymer (CFRP) strips, as shown in Figure 5c. 438 

 439 

Figure 5. Flat-jack test: (a) Application of the flat-jack, (b) qualitative stress state near the cutting, and (c) view 440 
of the specimen with FRP reinforcement. 441 

The displacement field was measured by 18 LVDTs with 25 mm stroke. Eleven of these were 442 

used to obtain displacement data around the vertical flat-jack (Figure 6a) considering two 443 

groups: (a) those in proximity of the vertical slots (Figure 6b), and those with larger base 444 

length (Figure 6c). The sensor placement was designed mainly following the procedure 445 

described in (Chisari, et al., 2016) introducing some modifications based on the experimental 446 

observations, as discussed in the next parts.  447 
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 448 

Figure 6. Instrumentation for displacement acquisition from the flat-jack test: (a) view of the setup around the 449 
vertical flat-jack; (b) LVDTs in proximity of the vertical slot; (c) LVDTs with longer base length. 450 

3.3 Experimental results 451 

3.3.1 Diagonal test 452 

The results of the two diagonal compression tests are summarised in Figure 7, where the 453 

curves represent the average between the measurements on the two sides of the specimen: 454 

LVDTs 1,7 for the principal diagonal and 2,8 for the secondary diagonal, with reference to 455 

Figure 4. The ultimate load for specimen CD1 was equal to 144.95kN and to 173.10kN for 456 

specimen CD2. 457 
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 458 

Figure 7. Load-displacement curves for the diagonal compression tests. 459 

The failure modes are shown in Figure 8. In particular, specimen CD1 was characterised by 460 

failure of the mortar-brick interface along bed and head joints and limited cracks in the 461 

bricks. On the contrary, CD2 exhibited vertical cracks intersecting both bricks and mortar. 462 

 463 

Figure 8. Failure modes for the diagonal compression tests on specimens (a) CD1 and (b) CD2. 464 

3.3.2 Flat-jack test 465 

The results in terms of the load-displacement curve of a representative LVDT placed at the 466 

middle of the slot (LVDT 2) are shown in Figure 9. The maximum load transferred by the 467 
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vertical flat-jack was equal to 3.65MPa. After reaching the peak, the load gradually decreased 468 

under increasing displacements until reaching an almost horizontal plateau at a pressure equal 469 

to about 2.60MPa. 470 

 471 

Figure 9. Load-displacement plot of LVDT 2 in the flat-jack test. 472 

At failure, diagonal cracks developed in the upper-right part of the specimen (Figure 10a). 473 

Because of the CFRP reinforcement, cracks developed vertically just below the reinforced 474 

brick until the base of the specimen. Even though the cracking pattern was clearly 475 

asymmetric, symmetric diagonal cracks in the bricks close to the vertical slot were observed. 476 

Some of them eventually developed into major cracks characterising the ultimate behaviour. 477 
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 478 

Figure 10. Flat-jack test: (a) the specimen at failure with major cracks, and (b) minor cracks around the slot. 479 

It is important to point out that the post-elastic behaviour of the proposed flat-jack test is 480 

remarkably ductile, especially compared to the diagonal compression test. This is an 481 

important feature for a test used for the calibration of material parameters governing the 482 

nonlinear behaviour for two reasons. Firstly, a brittle failure, as that exhibited by the diagonal 483 

compression test, is likely to be triggered by local defects. Thus, large scattering is expected 484 

in the results, as confirmed by the different ultimate loads of the two specimens made of the 485 

same materials, and a considerable number of test repetitions is generally needed to obtain an 486 

averaged response for the masonry. Furthermore, a ductile behaviour with relatively large 487 

deformations is generally due to the contribution of a larger number of material parameters, 488 

including fracture energy, which do not play a significant role in the first stages of the 489 

nonlinear response. 490 
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4 Identification of model parameters 491 

4.1 Elastic parameters 492 

4.1.1 Issues in identification of elastic properties 493 

A typical approach to the identification of a complete set of model parameters usually 494 

consists of splitting the problem into two sub-problems (Sarhosis & Sheng, 2014; Chisari, et 495 

al., 2015; Garbowski, et al., 2011): i) estimation of elastic properties considering the initial 496 

part of the experimental plots and a linear model for the numerical simulations, and ii) 497 

estimation of nonlinear properties after fixing the previously calibrated elastic parameters. 498 

Although this methodology may appear reasonable in some contexts, it may lead to 499 

substantial errors in the case of masonry structures. For instance, in Figure 11 the results in 500 

terms of elastic behaviour of the numerical model representing the diagonal compression test 501 

(discussed in the following subsection), with the elastic material properties identified in 502 

(Chisari, et al., 2015) are compared with the experimental data already presented in Section 503 

3.3.1. It is clear that the principal diagonal shortening is severely overestimated, while the 504 

secondary diagonal lengthening is correctly captured.  505 

 506 

Figure 11. Experimental plots and numerical predictions of the diagonal compression test elastic behaviour 507 
using properties calibrated in (Chisari, et al., 2015). 508 



28 

 

The inaccurate prediction given by the calibration performed in (Chisari, et al., 2015) is due 509 

to the intrinsic features of masonry-like materials, which are characterised by very low tensile 510 

strength and generally experience initial cracking due to stress concentrations even for low 511 

loading levels. Thus, similar to materials not resisting tension, the “apparent” stiffness 512 

depends upon the stress state (Angelillo, et al., 2010; Fortunato, 2010). The consequence is 513 

that a blind parameter identification performed on a test in which large parts of the structure 514 

are subjected to tension (as in the flat-jack test) may provide lower elastic properties than a 515 

test in which compression is prevalent (diagonal test). For this reason, the estimation of the 516 

elastic parameters for the numerical model simulating the tested masonry was based in this 517 

study on the response recorded in the diagonal compression tests. To this aim, the elastic 518 

phase was defined as secant stiffness between 20 kN and 60 kN before the onset of cracks in 519 

the two specimens. On the contrary, the nonlinear parameters of the model may be 520 

determined onto the results of the novel flat-jack test, as described in Section 4.2. It is 521 

underlined that the specimens tested according to different protocols and setups in this 522 

research were made of the same nominal materials. In real-world applications, a diagonal 523 

compressive test is often unfeasible for existing structures, as it would imply complete 524 

destruction of the wall. Elastic parameters should be estimated by means of tests in which 525 

tensile stress does not play a significant role, as for instance ordinary double flat-jack tests. 526 

Different sources of information coming for instance from double-flat-jack tests, micro-527 

drilling, acoustic emissions, operational modal analysis could also be included in a unified 528 

strategy exploring the possibilities offered by multi-objective calibration (Chisari, et al., 529 

2017). Another approach, herein not investigated, could consist of performing the calibration 530 

of both elastic and strength parameters at the same time, without preliminarily identifying the 531 

elastic branch. This would allow the consideration of early-stage cracking and damage even 532 

though it is not apparent from the test. 533 
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4.1.2 FE modelling 534 

A FE mesoscale model of the test was developed. Each brick was discretised by two 20-535 

noded solid elements connected by stiff elastic 16-node interfaces. Mortar joints were 536 

modelled by elastic 16-node interface elements, with vertical and horizontal interfaces having 537 

different properties. The two steel angles were represented by very stiff solid elements 538 

(E=300GPa) at the top and bottom of the panel; the bottom angle was fully restrained. Four 539 

vertical forces F00, F01, F10, F11, 184 and 90 mm spaced in X and Y directions respectively, 540 

were applied on the top angle: by changing the magnitude of each relatively to the others, it is 541 

possible to simulate accidental eccentricities ex and ey, respectively in X and Y directions. 542 

Elastic interfaces were used between the angles and the panel to simulate the plaster layer. 543 

The full numerical model is displayed in Figure 12a,b. The head joint Young modulus was 544 

assumed equal to the bed joint’s Em, multiplied by a factor r less than unity to account for the 545 

possible decrease in stiffness due to a reduced bond between units and mortar. 546 

Since each forward analysis lasts a few seconds, the use of surrogate model as described in 547 

Section 2.2.2 is not required. Thus, all the optimisation and sensitivity analyses were 548 

performed employing the FE description. 549 

 550 

Figure 12. FE model of the diagonal compression test: (a) view of the mesoscale model, (b) arrangement of 551 
interfaces, (c) 3D detailed model. 552 
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4.1.3 Verification of mesoscale representation 553 

To verify the validity of the mesoscale framework and discretisation, a detailed 3D model 554 

with elastic solid elements for both units and mortar joints and rather fine mesh discretisation 555 

was also developed (Figure 12c). This was then used as benchmark to compare the response 556 

of the mesoscale model with coarse mesh, and elastic properties defined as in Eqs. (7)-(10). 557 

The comparison was performed on several geometrically identical models with different 558 

elastic material properties. Thus, 200 samples for both modelling types were generated by 559 

varying the main material parameters in the ranges displayed in Table 1 according to Sobol 560 

distribution (Antonov & Saleev, 1979). The force F, assumed centred, was fixed at 100kN. 561 

The relative displacements of the points corresponding to the instruments 1-7 displayed in 562 

Figure 4a were evaluated for both mesoscale and 3D models. The results relative to 563 

instruments 1 and 2 are displayed in Figure 13, along with the regression line. It may be 564 

noticed that a good agreement between the two representations exists (R>0.95) with very 565 

small differences (slope of the tendency line equal to 1.02) for all instruments. Thus it may be 566 

argued that the mesoscale representation with two solid elements per brick is sufficiently 567 

accurate in the elastic range compared to a more demanding full 3D model. 568 

Table 1. Variation range for the material parameters in the validation of the diagonal compression test model. 569 

Parameter Explanation Lower bound Upper bound 

𝐸𝑏 (N/mm2) Brick Young modulus 5000  20000  

𝐸𝑚 (N/mm2) Mortar Young modulus (bed joint) 5000  30000  

r Head joint Young modulus ratio 0.001 1 

𝜈𝑏 Brick Poisson’s ratio 0.001 0.499 

𝜈𝑚 Mortar Poisson’s ratio 0.001 0.499 

 570 
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 571 

Figure 13. Comparison between 3D and mesoscale model of the diagonal compression test: (a) LVDT 1; (b) 572 
LVDT 2. 573 

4.1.4 Sensitivity analysis 574 

The model parameters include: 575 

- Brick parameters: Eb, 𝜈𝑏; 576 

- Mortar parameters: Em, 𝜈𝑚, r; 577 

- Plaster parameters: kN,pl, kV,pl; 578 

- Boundary conditions: ex, ey. 579 

A global sensitivity analysis was performed considering the variation of the parameters above 580 

by means of the Elementary Effects Method, as described in Section 2.2.3. Since a strong 581 

correlation is expected between Em and Eb, the mortar parameter considered was the ratio 582 

Em/Eb instead of only Em. The variation range for the global sensitivity analysis is reported in 583 

Table 2. Ten sample points (N=10) were selected according to the procedure proposed in 584 

(Campolongo, et al., 2011). The total number of evaluations is thus N(k+1)=100, where k=9 585 

is the number of sought parameters. The results in terms of 𝜇𝑖, 𝜎𝑖 for the L1-norm of the 586 

vector collecting the data corresponding to the 12 LVDTs are displayed in Figure 14. The 587 

plot shows that the most influential parameters in the recorded response are ey, Eb and Em/Eb, 588 
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and thus they will be considered as the unknown of the identification problem. All the other 589 

parameters lay in an area close to the origin, meaning that their effect can be neglected. For 590 

this reason, in the inverse analysis they were assumed as constant, equal to the values 591 

reported in Table 3. The plaster axial stiffness was assumed very high compared to shear 592 

stiffness to account for early cracking in the layer, which makes the load transferred from the 593 

angle to the specimen mainly by normal stresses. The brick Poisson’s ratio was set equal to 594 

the experimental value, while for the mortar Poisson’s ratio a typical value in the literature 595 

was considered. Finally, the load was assumed as centred in the x-direction. 596 

 597 

Table 2. Variation range for the material parameters in the sensitivity analysis of the diagonal compression test. 598 

Parameter Lower bound Upper bound 

𝐸𝑏 (N/mm
2
) 5000  20000  

𝜈𝑏 0.001 0.499 
𝐸𝑚

𝐸𝑏
⁄  0.01  1.5  

𝜈𝑚 0.001 0.499 

r 0.001 1.000 

kN,pl (N/mm
3
) 1 100 

kV,pl (N/mm
3
) 1 100 

ex 0.0 1.0 

ey 0.0 1.0 

 599 

 600 

Figure 14. Results of the global sensitivity analysis of the diagonal compression test. 601 
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Table 3. Constant parameters for the elastic identification problem. 602 

Parameter Value 

kN,pl 50 N/mm
3
 

kV,pl 1 N/mm
3
 

υb 0.187 

υm 0.2 

r  1.0 

ex 0.5 

 603 

4.1.5 Results of the inverse analysis 604 

The solution 𝒎̃ in terms of brick and mortar Young modulus and out-of-plane eccentricity 605 

was obtained by solving the following problem for each of the two tests CD1 and CD2: 606 

 𝒎̃ = arg min
𝒎

[
1

𝑁
∑|𝑢𝑖,𝑒𝑥𝑝 − 𝑢𝑖,𝑐(𝒎)|

𝑁

𝑖=1

] (17) 

where N=12 is the number of LVDTs, ui,exp and ui,c the i-th recorded displacement for the 607 

experimental test and the numerical model, respectively. 608 

The minimisation of the discrepancy function (17) was carried out by a GA characterised by 609 

the following parameters: 610 

- Population: 50 individuals; 611 

- Initial population generated by the Sobol algorithm; 612 

- Number of generations: 100; 613 

- Selection: Stochastic Universal Sampling, with linear ranking and scaling pressure 614 

equal to 2.0; 615 

- Crossover: Blend-α, with α=2.0; 616 

- Crossover probability: 1.0; 617 

- Mutation probability: 0.005. 618 

Both the operators and the GA internal variables were selected considering the results of 619 

previous research (Chisari, 2015). In particular, quasi-random sequences as the Sobol 620 

algorithm explores the parameter space more uniformly than simple random sequence. 621 
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Stochastic Universal Sampling avoids the phenomenon of genetic drift; Blend-α crossover 622 

with α=2.0 is designed to preserve the probability density function of the population while 623 

keeping its ability of yielding novel solutions in the finite population case, e.g. functional 624 

specialization hypothesis (Kita & Yamamura, 1999). According to the same principle, the 625 

scaling pressure and the number of generations were designed to gradually narrow the 626 

probability distribution function of the population. Crossover and mutation probabilities are 627 

based on previous research and are consistent with general literature assumptions. 628 

The average of the results between the two tests read Eb=13300MPa and Em=10100MPa. The 629 

brick Young’s modulus is slightly higher than the value displayed in Table 1 (19% increase). 630 

However, in the literature (Fodi, 2011) it is shown that clay-bricks have higher stiffness and 631 

strength along the short direction, while the values shown in Table 1 were estimated by 632 

loading the brick along the longest direction (stretcher). Thus, if an isotropic material is used 633 

to model actual anisotropic behaviours, as in the mesoscale representation, it must average 634 

these differences in properties. Since the mortar Young’s modulus was found close to Eb, in 635 

the mesoscale approximation (7) and (8) the interface stiffness resulted in very high values, 636 

and thus in the elastic phase the masonry may be regarded as a homogeneous material with 637 

Young’s modulus equal to Eb. The nonlinear properties for mortar-brick interfaces, which are 638 

preferential sliding surfaces where the crack starts and propagates, were estimated 639 

considering the experimental response of the flat-jack test, as described in the next 640 

subsection.  641 

4.2 Nonlinear parameters 642 

4.2.1 The FE model and kriging approximation 643 

A nonlinear FE model of the masonry specimen investigated in the flat-jack test was 644 

developed considering a discretisation of the masonry texture following the approach 645 
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described for the diagonal test. Thus, each brick was represented by two 20-noded solid 646 

elements connected by a rigid-plastic 16-noded interface elements. Different interface 647 

material properties were used to model head and bed joints. Thanks to the geometrical and 648 

loading symmetry, only half specimen was discretised adding appropriate symmetry 649 

constraints. In a first phase, the vertical load was applied as distributed load on the top 650 

surface of the specimen. Conversely, a specific approach, based on the idea proposed in 651 

(Anthoine, 2006), was used to model the load transferred by the flat-jack, with the aim of 652 

capturing the post-peak response. In this respect, the force proportional loading was 653 

transformed into a displacement-controlled load by inserting constraints at the nodes where 654 

the load is applied. A system of statically determined rigid elements allowed the transfer of a 655 

uniformly distributed load onto the masonry (Figure 15) capturing the softening branch of the 656 

load-displacement curve. To overcome numerical difficulties, dynamic analyses were 657 

performed imposing a constant velocity at the node where the displacement is controlled. The 658 

Hilber-Hughes-Taylor integration scheme with α=-0.33, β= 0.25(1-α)
2
, γ=0.5-α was 659 

employed. 660 

 661 

Figure 15. Flat-jack load modelling: (a) force-control; (b) displacement-control. 662 
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The elastic properties determined from the diagonal compression tests presented in the 663 

previous subsection were assumed. The nonlinear parameters m governing the model 664 

response are: 665 

- Brick parameters ftb, Gfb,I; 666 

- Interface parameters c, tanϕ, σt, Gf,I, Gf,II. 667 

In the investigation, L=11 load-displacement curves provided by the LVDTs located around 668 

the vertical flat-jack were considered (Figure 6); from those, T=3 reference values were 669 

extracted, i.e. the effective pressures recorded when each LVDT recorded the displacements 670 

δ1=0.1mm, δ2=0.325, δ3=0.8mm, respectively. The calibration was carried out by solving the 671 

minimisation problem: 672 

 𝒎̃ = arg min
𝒎

∑ ∑|𝑝𝑗,𝑐
𝑖 (𝒎) − 𝑝𝑗,𝑒𝑥𝑝

𝑖 |

𝑇

𝑗=1

𝐿

𝑖=1

 (18) 

where 𝑝𝑗
𝑖  represents the effective pressure on the flat-jack when the i-th LVDT reaches the j-673 

th displacement reference value. The extraction of 𝑝𝑗,𝑒𝑥𝑝
𝑖  from the load-displacement plot is 674 

shown in Figure 16 with reference to LVDT 2 (corresponding to the experimental plot shown 675 

in Figure 9); the extraction of 𝑝𝑗,𝑐
𝑖  is analogous as it is derived from the numerical curve. 676 

 677 

Figure 16. Points to match in the load-displacement plot of LVDT 2 in the flat-jack test. 678 
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An efficient metamodel was developed and validated, as the direct use of the 3D mesoscale 679 

description described before for the sensitivity analysis and the minimisation of the objective 680 

function was impractical, due to the substantial computational cost. A set of 200 design 681 

points in the parameter space for the kriging approximation was defined by using the Sobol 682 

sequence. The admissible variation ranges for the parameters are reported in Table 4. For 683 

each parameter design load-displacement curves were obtained from the results of the 684 

expensive FE model. A different kriging metamodel for each 𝑝𝑗,𝑐
𝑖  was built on the 200 design 685 

samples. It should be pointed out that not all the design samples were able to converge up to 686 

the displacements δ1, δ2, δ3: so the design points for the metamodels were always less than 687 

200; for instance, they were 191, 121, 49, respectively, for the metamodels related to LVDT 688 

2. For this reason, it is expected that the metamodels approximating response p3 are less 689 

accurate than the others, as they were tuned on less design points. 690 

Table 4. Variation range for the strength material parameters. 691 

Parameter Explanation Lower bound Upper bound 

ftb (N/mm
2
) Brick tensile strength 0.5  7.0 

Gfb,I (N/mm
3
) Brick fracture energy (mode I) 0.01  0.25  

c (N/mm
2
) Interface cohesion 0.1 1.8 

tanϕ Interface friction coefficient 0.45 1.5 

σt (N/mm
2
) Interface tensile strength 0.1 ⋅ 𝑐 0.5 ⋅

𝑐

𝑡𝑎𝑛𝜑
 

Gf,I (N/mm
3
) Interface fracture energy (mode I) 0.005 0.02 

Gf,II (N/mm
3
) Interface fracture energy (mode II) 0.01 (with Gf,II > Gf,I ) 0.25 

 692 

The validation of the metamodel was conducted considering a leave-one-out cross-validation 693 

(Queipo, et al., 2005) to provide a reliable estimate of the error in the approximation without 694 

additional computational cost. In leave-one-out cross validation, the metamodel is trained N 695 

separate times (with N=number of design samples) on N-1 design points and a prediction is 696 

made for the point not considered in the training. On this set of N predictions, some statistics 697 

of the error are computed and used to evaluate the model. This technique was used to select 698 

the optimal metamodel for each response p1, p2, p3 among those proposed by the package 699 
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DACE by means of a GA managed by TOSCA. The details of the process are not reported for 700 

the sake of brevity, but, as an example, the characteristics of the final metamodels adopted for 701 

LVDT 2 are reported in Table 5. As expected, the metamodel related to p3 features higher 702 

levels of error compared to the others, due to the smaller number of design points utilised. To 703 

increase the confidence in the approximation, more design points reaching the deformation 704 

level δ3 would be necessary, but for the purposes of this investigation the error level given by 705 

this metamodel was considered acceptable. 706 

 707 

Table 5. Metamodels adopted for approximating reference response quantities for LVDT 2 in the flat-jack test. 708 

Response 

quantity 

Regression 

model 

Correlation 

model 

Error 

average [%] 

Error standard 

deviation [%] 

p1 Zero order 

polynomial 

Exponential 0.1% 3.6% 

p2 First order 

polynomial 

Gaussian 0.9% 6.6% 

p3 Zero order 

polynomial 

Gaussian 1.8% 14.7% 

 709 

4.2.2 Sensitivity analysis 710 

Once the metamodels were trained and validated, they were used for sensitivity analysis of 711 

the objective function ω employing the elementary effect implemented in the software SAFE 712 

(Pianosi, et al., 2015). The parameters and the bounds were those described in Table 4. 713 

N=100 sample points were used, and the sensitivity of the L1-norm of the vector collecting all 714 

𝑝𝑗,𝑐
𝑖  to each input variable was evaluated.   715 

The results are reported in Figure 17, where it can be noticed that the most influential 716 

parameters in the nonlinear response are the brick tensile strength ftb, the Mode-II fracture 717 

energy Gf,II, the mortar cohesion c and the friction coefficient tanϕ. All the other parameters 718 

are less critical and will be considered as constant in the optimisation process. In particular, 719 
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the values reported in Table 6 were utilised, representing the mean values of the ranges 720 

shown in Table 4.  721 

 722 

Figure 17. Results of the global sensitivity analysis of the flat-jack test. 723 

Table 6. Constant parameters for the nonlinear identification problem. 724 

Parameter Value 

Gfb,I (N/mm
3
) 0.1  

σt (N/mm
2
) 0.05 ⋅ 𝑐+0.25 ⋅

𝑐

𝑡𝑎𝑛𝜑
 

Gf,I (N/mm
3
) 0.01 

 725 

4.2.3 Results of the inverse analysis 726 

The minimisation of the discrepancy function (18) was carried out by a GA characterised by 727 

the same parameters as for the elastic problem described in Section 4.1. The optimal 728 

metamodel obtained by the analysis considers the following parameters: 729 

- c=0.32N/mm
2
;
 

730 

- tanϕ=1.03; 731 

- ftb=5.3N/mm
2
; 732 

- Gf,II=0.188N/mm
3
. 733 

The cohesion, the friction coefficient and the brick tensile strength seem compatible with the 734 

values obtained from standard material tests (Table 1), even though ftb is slightly higher than 735 

the value evaluated through the splitting test on the bricks. Furthermore, the friction 736 
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coefficient agrees well with the simplified analysis proposed in (Chisari, et al., 2015) and 737 

based on the final state of the test. The Mode-II fracture energy appears similar to the values 738 

generally reported in the literature, and it was not possible to estimate it from the tests on 739 

triplets, as they were force-controlled.  740 

A full FE model of the test with the optimal material parameters was created in ADAPTIC. 741 

The comparison between the experimental and the numerical data are reported in Figure 18, 742 

along with the values p1, p2, p3 estimated by the surrogate model. 743 

 744 

Figure 18. Comparison between experimental and numerical responses for the flat-jack test. 745 
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It is observed that the accuracy of the metamodel compared to the expensive FE model is 746 

excellent for p1 and degrades for p2 and particularly p3. This was expected from the results of 747 

the metamodel validation, as reported in Table 5 for LVDT2. More design points would be 748 

needed to build a more accurate surrogate model for p2 and p3.  749 

Notwithstanding this lower accuracy of the surrogate model, the agreement between 750 

numerical and experimental data is generally good, and thus the result of the inverse analysis, 751 

based on the surrogate model, seems reliable. The fitting of the numerical responses is more 752 

accurate for LVDT 8, 9, 15, 16, which are located far from the flat-jack (see Figure 6), while 753 

the initial stiffness is slightly overestimated for the other instruments. This may indicate that 754 

the response near the flat-jack is influenced by local damage as an effect of the cutting.  755 

The deformed shape of the specimen generated by the post-processor Gmsh (Geuzaine & 756 

Remacle, 2009), is displayed in Figure 19a-b for the initial and final state respectively, using 757 

a scale factor of 100. It shows that the physical crack pattern in Figure 10 is well reproduced 758 

by the model. In particular, top diagonal (Mode I and II) cracks may be seen in Figure 19b; 759 

Mode I cracks at the external bed joints and bottom quasi-vertical cracks are noticed as well. 760 

This is in good agreement with the experimental observations. 761 

An interesting remark concerns the distribution of vertical stresses z depicted in Figure 19. 762 

At the beginning of the test all bed joints are subjected to uniform vertical pressure 763 

transferred by the steel beam, but during the test the distribution of vertical stresses changes 764 

considerably due to the effects of the vertical pressure at flat-jack load and stress distribution 765 

due to cracking. This leads to the development of tension in the bed joints at the external 766 

parts of the wall which also implies that the vertical stresses are not uniform on the bed joints 767 

of the specimen. On one side, this confirms what was pointed out in Section 4.1.1 about the 768 

presence of tensile stresses in this test. On the other side, the variable stress distribution 769 

enables the estimation of the friction angle together with the cohesion, because more (σv-τ) 770 
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couples are available to implicitly fit the failure surface. This avoids resorting to the 771 

simplified approach described in (Chisari, et al., 2015) which needs a fully damaged 772 

specimen. 773 

 774 

Figure 19. Results of the numerical model of the flat-jack test: deformed shape(a) at the initial state, and (b) at 775 
failure. The contour plot of the vertical stress σz is superimposed. 776 

4.2.4 Some remarks on computational time 777 

The computational time required to perform a single elastic analysis of the diagonal 778 

compression test is about 9s. Considering the population size and number of generations 779 

described in Section 4.1.5 and the possibility that an individual may appear more than once 780 

during the optimisation process (but will not be evaluated again), the complete identification 781 

analysis lasted ~12 hours. On the contrary, the single nonlinear analysis of the flat-jack test 782 

requires much more time which in turn depends on the particular combination of parameters. 783 

The 200 FE analyses performed for the construction of the metamodel were on average 4.76 784 

hours long, including a maximum analysis time of 23.75 hours. Thanks to the availability of 785 

High Performance Computing facilities at Imperial College London, it was possible to run 786 

them mostly in parallel, and completing the design point evaluation in a few days, but the 787 

impossibility of an optimisation analysis based on the full FE model is evident. After its 788 
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calibration, the metamodel ran in about 3s and the complete characterisation of the nonlinear 789 

parameters was completed in ~4 hours. 790 

5 Conclusions 791 

In this work, an experimental-numerical procedure is proposed for the identification of 792 

material parameters of an accurate mesoscale masonry model. This is based on the inverse 793 

analysis of the experimental data provided by tests on small panels and walls. In particular, 794 

the elastic parameters are estimated from the output of diagonal compression tests, while 795 

nonlinear parameters from a purposely designed flat-jack test. The procedure involves the 796 

minimisation of a functional of the discrepancy between experimental outcomes and 797 

numerical simulation provided by the FE model of the test. When this becomes excessively 798 

demanding, it is proposed to use a validated metamodel in place of the expensive FE model.  799 

The results of the inverse analysis, which have been conducted after a sensitivity analysis 800 

leading to a reduction of the sought material parameters, confirm that the proposed approach 801 

enables an accurate calibration of the main model material parameters.  802 

One of the main merit of the developed methodology regards the practicality of the proposed 803 

in-situ test which is simple and low-invasive. Moreover, the material parameter identification 804 

is based on processing basic experimental data (e.g. relative displacements). The main 805 

demand of the method mainly resides in the post-processing phase, where a sensitivity 806 

analysis and optimisation process are carried out after developing and validating detailed FE 807 

descriptions and associated surrogate models. Each of these sub-phases has been addressed in 808 

this paper carefully considering (i) the computational cost of the numerical analysis, (ii) the 809 

reliability of the surrogate model, (iii) the selection of the material parameters to be 810 

realistically calibrated given the experimental data, and (iv) optimisation issues. 811 
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The application of the identification procedure to physical experiments allowed some critical 812 

considerations related to the general methodology and the proposed flat-jack test which may 813 

lead to future improvements for the proposed calibration strategy. The experimental results 814 

confirm that it is very difficult to identify an “elastic” phase in the response, as linear load-815 

displacement curves may erroneously be considered as elastic while in fact they are related to 816 

a situation in which some damage has already developed. In this research, the elastic 817 

properties were identified using the diagonal compression test, which is actually rather 818 

complicated to perform in-situ. These difficulties could be avoided if a separation between 819 

the elastic and nonlinear branches is not artificially set, and all parameters, elastic and 820 

nonlinear, are identified together by the same flat-jack test. Evidently, this would require the 821 

execution of a larger number of numerical simulations, where the use of metamodels may 822 

mitigate the computational cost enhancing efficiency. About the practical implementation of 823 

the flat-jack test, the use of local reinforcement to avoid undesirable Mode-I failure in the 824 

bricks appears feasible. For practical in-situ applications, it is also expected that the distance 825 

of the flat-jack from the openings may influence the activation of different failure modes, and 826 

thus it is suggested to perform the test in situ under several conditions to estimate more 827 

parameters. Based on the results of this investigation, it is also recommended to place the 828 

instrumentation rather far from the flat-jack, to decrease the influence of local defects. 829 

Further research will focus on the improvement of the procedure following these guidelines 830 

and on the application to real structures. 831 
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