
DWT based Digital Watermarking Fidelity and
Robustness Evaluation

Franco A. Del Colle� Juan Carlos Gómez
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ABSTRACT

An Image Adaptive Watermarking method based on the
Discrete Wavelet Transform is presented in this paper.
The robustness and fidelity of the proposed method are
evaluated and the method is compared to state-of-the-art
watermarking techniques available in the literature. For
the evaluation of watermark transparency, an image fidelity
factor based on a perceptual distortion metric is introduced.
On the other hand, a degradation factor is introduced for
the evaluation of watermark robustness against JPEG com-
pression and resizing. The new fidelity metric allows a
perceptually aware objective quantification of image fi-
delity. The suitability of the proposed metric for the fidelity
evaluation of still image watermarking is supported by sim-
ulation results.
Keywords: Digital Watermarking, Discrete Wavelet Trans-
form, Perceptual Metrics.

1. INTRODUCTION

In the last decade, an important research effort has been
devoted to the development of techniques addressing the is-
sue of digital data protection. Among them, Digital Water-
marking has become the most efficient and widely used.

Digital Watermarking refers to techniques that are used
to protect digital data by imperceptibly embedding infor-
mation (the watermark) into the original data in such a way
that always remains present. As pointed out in [2], a set
of requirements should be met by any watermarking tech-
nique. The main requirements are perceptual transparency,
payload of the watermark and robustness. Perceptual trans-
parency refers to the property of the watermark of being
imperceptible in the sense that humans can not distinguish
the watermarked images from the original ones by simple
inspection. Payload of the watermark refers to the amount
of information stored in the watermark, which in general
depends on the application. Finally, robustness refers to the
capacity of the watermark to remain detectable after alter-
ations due to processing techniques or intentional attacks.

Good overviews on the state of the art of classical
watermarking techniques can be found in the recent text-
books [2] and [7], and in [8], [10], [12] and the references
therein.

Several techniques have been proposed in the literature
for the watermarking of still images. From a general point
of view, embedding is achieved by first extracting a set of
features from the image to be watermarked, and then mod-
ifying them according to the watermark content. Thus, two
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steps are required to define the embedding process: choice
of the features to be modified, and definition of the em-
bedding rule. Several solutions have been proposed, lead-
ing to different watermarking schemes. The different ap-
proaches can be classified taking into account different as-
pects. When the domain in which the watermark is be-
ing embedded is considered, a classification in spatial do-
main techniques and transform domain techniques can be
made [8]. When the watermark adaptation to the particular
image is considered, a classification in Image Adaptive Wa-
termarking (IAW) methods ([3], [12], [13], [15]) and Im-
age Independent Watermarking (IIW) methods ([6], [11])
can be done. In the IAW techniques the length, location
and amplitude of the watermark are adapted to the image
characteristics, while in the IIW techniques the length of
the inserted watermark does not depend on the particular
image. This paper will focus on Image Adaptive Discrete
Wavelet Transform (IADWT) domain watermarking tech-
niques since they have proved to yield better results regard-
ing transparency and robustness.

Typically, the evaluation of the performance of a water-
marking scheme is carried out by quantifying the perceptual
transparency of the watermark and its robustness against
several signal processing operations such as compression,
scaling, cropping, etc. [13], [9].

Several image quality metrics have been used in the
literature for the evaluation of watermark transparency, and
can be classified into perceptual and non perceptual metrics
depending on whether they take into account the character-
istics of the Human Visual System (HVS) or not. Among
the firsts, the Komparator metric in [1] and the Structural
Similarity Index in [16] can be mentioned. On the other
hand, the standard Root Mean Square Error (RMSE) or the
Peak Signal-to-Noise Ratio (PSNR) are usually employed
as non perceptual metrics. In [9], the authors perform
watermark fidelity assessment for different watermarking
schemes using the perceptual metrics in [1] and [16].

The evaluation of watermark robustness is typically
performed by quantifying the capacity of the watermark
to survive standard image processing operations. A thor-
ough study of watermark robustness evaluation for different
watermarking schemes can be found in [13].

In this paper, a new criterion (fidelity factor) for wa-
termark transparency evaluation is proposed based on per-
ceptual distortion metrics. The distortion metrics are based
on a model of the Human Visual System that takes into
account the different sensitivity of the human eye for color
discrimination, contrast masking and texture masking. The
proposed fidelity factor proves to have a better correla-
tion with subjective evaluations than the standard Root
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Mean Square Error. In addition, a novel watermarking
scheme in the DWT domain is proposed as a modification
of the one in [13], which will prove to have a better per-
formance, regarding transparency and robustness against
JPEG-compression and re-scaling.

The rest of the paper is organized as follows. In sec-
tion 2, the IADWT technique is briefly described. A slight
variation of the IADWT method in [13] is also introduced
in this section. In section 3, the perceptual metric used for
the evaluation of the fidelity performance is described and a
new fidelity factor is introduced also there. The robustness
criterion to evaluate watermark detectability after attacks is
described in section 4. Results on the comparison between
the proposed method and the method in [13] during inser-
tion and detection are presented in section 5. Finally, some
concluding remarks are given in section 6.

2. IMAGE ADAPTIVE DWT WATERMARKING

Image adaptive watermarking methods make use of vi-
sual models in order to determine the maximum length and
power of the watermark according to the image capacity to
”hide information” without being perceptible. This capac-
ity is calculated by means of the so called Just Noticeable
Differences (JND) thresholds, which measure the smallest
difference between images which is perceptually detectable
by the human eye. In the DWT domain, these thresholds al-
lows to determine the location of the transform coefficients
and the amount that they can vary without being noticeable
in the spatial domain.

In the watermark embedding scheme in [13], the wa-
termark is modulated by the JND, and the coefficients are
marked whenever they are greater than the JND threshold,
i.e.

X̂w(u,v) =

{
X̂(u,v)+ J(u,v)w(�) X̂(u,v) > J(u,v)
X̂(u,v) othewise

(1)

where X̂(u,v) and X̂w(u,v) are the DWT coefficients of the
original image and the watermarked image respectively, and
J(u,v) is the JND matrix at the u,v frequency in the DWT
domain.

In this scheme, the watermark sequence w(�) is gen-
erated from a zero mean, unit variance, normally distrib-
uted random sequence. In this way, the watermark sequence
weighted by the JND thresholds has lower power than the
maximum power that can be inserted without causing no-
ticeable distortions in the image. Figure 1 schematically de-
picts the image adaptive watermarking embedding scheme,
where X(i, j) denotes the original image and Xw(i, j), the
watermarked image.

Watermark
Embedding
Algorithm

JND
Perceptual
Thresholds

To
Spatial
Domain

Watermarked
Image

Original
Image

To
Transform
Domain

Watermark

X(u,v) X  (u,v)
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w

w

X(i,j) X  (i,j)

Figure 1: Image Adaptive Watermarking Embedding
Scheme.

The JND thresholds are computed based on a percep-
tual model of the Human Visual System (HVS). A widely
used perceptual model is the one introduced by Watson
in [17]. This model takes into account frequency sen-
sitivity, local luminance and contrast masking effects to

determine an image-dependent quantization matrix, which
provides the maximum possible quantization error in the
DWT coefficients which is not perceptible by the HVS.
This model has been used by the image compression stan-
dard JPEG2000 [14], where the JND thresholds determine
the optimal quantization step sizes or bit allocations for
different parts of the image to be compressed.

In the watermark detection scheme the JND are calcu-
lated using the original image, then, the DWT coefficients
of the original image are subtracted from the ones of the
image suspected to be watermarked, and this difference is
divided by the JND in order to obtain the received water-
mark. The correlation between the extracted watermark and
the original one is then performed and the maximum value
is determined, i.e.

we(�) =
X̂w(u,v)− X̂(u,v)

J(u,v)
if X̂(u,v) > J(u,v) (2)

rw,we =
we(�)∗w(−�)

Ewe .Ew
(3)

where Ewe and Ew are the energies of the extracted wa-
termark sequence, we(�), and the original watermark se-
quence, w(�), respectively. Figure 2 schematically depicts
the image adaptive watermarking detection scheme.

l

Figure 2: Image Adaptive Watermarking Detection
Scheme.

The IADWT method has been studied in [13] and the
authors pointed out two main advantages with respect to
the IIW methods. First, non adaptive watermarking tech-
niques are less robust, in order to guarantee transparency
for a wide variety of input images. This is in contrast to the
image adaptive approach which allows the watermark signal
to reach the perceptual upper limit given by the JND thresh-
olds. Second, for images with large uniform areas, heuristic
techniques based on a global transform (like the one in [6]),
could result in visible watermarks since the algorithms are
not able to adapt to local image characteristics. On the other
hand, the JND paradigm adapts the watermark not only to
the global characteristics associated to the viewing condi-
tions, but also to the local image characteristics associated
with visual masking effects.

The following modification to the IADWT insertion
scheme in Eq. (1) can be introduced

X̂w(u,v) =

{
X̂(u,v)+ J(u,v)w(�) X̂(u,v) > J(u,v) > T
X̂(u,v) othewise

(4)

This modified insertion scheme will be hereafter de-
noted as IADWTT . The rationale for the constrain J(u,v) >

T is that when the JND thresholds are too small, the magni-
tude of the marking term in Eq. (4) becomes negligible. The
introduction of the lower bound T has then the advantage
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of reducing the watermark length, improving in this way
the fidelity and also the robustness, as will be illustrated in
section 5.

The detection scheme in Eq. (2) has to be modified to
take into account the modification in the insertion scheme,
as follows

we(�) =
X̂w(u,v)− X̂(u,v)

J(u,v)
if X̂(u,v) > J(u,v) > T (5)

3. FIDELITY EVALUATION USING PERCEPTUAL
METRICS

In the evaluation of image watermarking methods it
may be of interest to judge the fidelity of the inserted wa-
termark. Basically the fidelity is a measure of the similarity
between the images before and after the watermark inser-
tion. For some watermarking applications, fidelity is the
primary perceptual measure of concern, thus the water-
marked image must be indistinguishable from the original.

In studies that involve the judgment by human beings,
it is important to recognize that visual sensitivity can vary
significantly from individual to individual, and moreover
that sensitivity can change over time in any one individual.
Therefore, it is common that studies involving human eval-
uation use a large number of subjects and perform a large
number of trials, resulting in experiments that are statistical
in nature and which become expensive and time consuming
if a large group is being considered. To avoid the depen-
dence on human judgement it would be desirable to objec-
tively quantify the fidelity of watermarked images based on
a metric that takes into account the characteristics of the
HVS.

Image fidelity metrics appeared in the context of
imaging applications to quantify the distortion in images
produced by processing algorithms such as compression,
halftoning, printing, etc. Different metrics have been pro-
posed in the literature to measure image distortion (see [18]
for a thorough treatment of distortion metrics and the more
recent work [16]). Among them, the ones based on the
characteristics of the HVS have proved to deliver the best
results, since they take into account the different sensitivity
of the human eye for color discrimination, contrast masking
and texture masking.

A metric widely used to measure fidelity is the CIELAB
metric [4] that specifies how to transform physical image
measurements into perceptual differences (ΔE). The met-
ric was derived from perceptual measurements of color dis-
crimination of large uniform targets. A modification of the
ΔE formula was released by CIE (International Commis-
sion on Illumination, Vienna) in 1994 based on new exper-
imental data. The new formula was found to predict color
differences slightly better than the old formula and it was
named CIE94 [5].

An extension of CIELAB, named S-CIELAB [20], in-
cludes the spatial-color sensitivity of the human eye. The
S-CIELAB metric incorporates the different spatial sensi-
tivities of the three opponent color channels by adding a
spatial pre-processing step before the standard CIELAB ΔE
calculation. The S-CIELAB metric achieves this by remov-
ing the image components that cannot be seen by the naked
eye. S-CIELAB consists of three processing steps. First,
the original and distorted images, which are represented
in a device-dependent space, are converted into a device-
independent representation consisting of one luminance and
two chrominance color components for each image, known
as the YCbCr color space. Second, each component im-

Figure 3: Left: Original Image. Center: Noisy Image.
Right: Distortion Map.

age is passed through a spatial filter that is selected accord-
ing to the spatial sensitivity of the human eye for that color
component. Third, the filtered images are transformed into
the CIELab color space format such that the color differ-
ence formula can be applied to give a S-CIELAB ΔE94 map,
which indicates where the visible distortions are in the im-
age, and how large the distortions are.

In [19] the authors test how well the S-CIELAB metric
predicts image fidelity for a set of color images by com-
parison with two other metrics, namely, the widely used
root mean square error (point-by-point RMS) computed in
un-calibrated RGB values and the point-by-point CIELAB
ΔE94 values.

Since the S-CIELAB metric takes into account the per-
ceptual characteristics of the HVS, such as color discrimina-
tion, different spatial sensitivity, etc., this metric represents
a natural choice for the quantification, in an objective way,
of the fidelity of watermarked images. To the best of the au-
thors’ knowledge, this perceptual evaluation of the fidelity
based on the S-CIELAB metric has not been considered be-
fore in the context of Color Images Digital Watermarking.

To illustrate the use of the S-CIELAB metric, a re-
gion of the left image in Figure 3, delimited by the white
square in the center image, is corrupted with zero mean
unit variance additive Gaussian white noise. The right im-
age shows the image distortion map corresponding to the
noise corrupted image, where the S-CIELAB ΔE94 values
are shown with a grayscale color map. The pixels where
the S-CIELAB ΔE94 values are above a specified thresh-
old are then marked in green. For reference purposes the
edges of the original image are displayed in white. Note
the reader that there are no perceptible differences between
the original and corrupted images (left and center images in
Figure 3, respectively).

The idea in this paper is to use distortion maps to com-
pare watermarked image fidelity for the two insertion meth-
ods described in section 2. Due to the spatial distribution
of the S-CIELAB ΔE94 errors in the distortion maps (the
green marks in the right image of Figure 3) it is difficult to
make a comparison of the different methods. To provide a
unique parameter quantifying this fidelity, a pooling of the
S-CIELAB ΔE94 errors is proposed as follows:

F �

(
1− ∑M

i=1 ∑N
j=1(SΔE94(i, j)Mask(i, j))

∑M
i=1 ∑N

j=1

√
XL(i, j)2+Xa(i, j)2+Xb(i, j)2

)
×100 (6)

where SΔE94 is a matrix with the values of the S-CIELAB
ΔE94 errors for each pixel, i.e. the image distortion map,
Mask is a mask with ones in the positions where the S-
CIELAB ΔE94 errors are above the threshold and zeros oth-
erwise, XL, Xa and Xb are the image components in the Lab
color space. Values of F close to 100 % indicate that no
perceptible distortion is present in the watermarked image.

The performance of the proposed metric will be com-
pared in section 5 with that of a standard non perceptual
metric based on the Root Mean Square (RMS) error. This
metric, namely RMS Fit (RMSFIT ), is obtained by making
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a pooling of the RMS errors, resulting in:

RMSFIT �

(
1− ∑M

i=1 ∑N
j=1

√
ΔXR(i, j)2+ΔXG(i, j)2+ΔXB(i, j)2

∑M
i=1 ∑N

j=1

√
XR(i, j)2+XG(i, j)2+XB(i, j)2

)
×100 (7)

where the subindexes R, G and B denote the corresponding
image components in the RGB color space.

4. ROBUSTNESS EVALUATION

Another important issue when evaluating image water-
marking methods is the robustness, i.e., the capacity of the
watermark to survive standard image processing alterations,
such as lossy compression, scaling, cropping, printing and
scanning, etc..

In this paper, robustness of the watermark against
JPEG compression and re-scaling is evaluated by com-
puting a degradation coefficient, D, which quantifies the
degradation in the watermark detectability caused by these
image processing tasks. To perform the robustness test,
the watermarked image is subjected to each one of the
above mentioned attacks, and then the watermark is ex-
tracted following the procedure described in section 2. The
normalized cross-correlation between the original and the
extracted watermarks is then computed. The detectability
degradation coefficient is then defined as,

D � (1− rw,we(0))×100 (8)

where rw,we(k) � rw,we(k) |k=0 denotes the normalized cor-
relation between the original watermark, w(�), and the ex-
tracted watermark, we(�), at lag k = 0.

5. RESULTS

In order to compare the performance of the proposed
watermarking scheme IADWTT and the IADWT in [13],
a set of (256 × 256) natural color images was used. To
make the results independent of the particular set of nat-
ural images considered, the same tests were also performed
on synthetic pattern images with large uniform areas (like
Image 4 in Figure 4.D) and images with predominant high
frequency regions (like Image 5 in Figure 4.E).

Due to space limitations the results corresponding to
only five images are presented in this paper. The original
images, called Image 1 to Image 5, are shown in Figure 4.

A. B. C.

D. E.

Figure 4: A. Image 1, B. Image 2, C. Image 3, D. Image 4
and E. Image 5.

Fidelity Evaluation results

In this section two separate tests to evaluate fidelity will be
performed. The purpose of Test 1 in subsection 5 is to il-
lustrate the fact that the fidelity factor F defined in Eq. (6)
provides a much better assessment of image quality than the

standard RMSFIT . On the other hand, Test 2 in subsection 5
is designed to compare the fidelity of the two DWT based
insertion schemes described in Section 2.

Fidelity Test 1 In order to illustrate the fact that the
RMSFIT does not provide an objective assessment of im-
age quality, a watermarked image with a strong watermark
was generated with the IIW embedding technique proposed
in [6]. In this method, the watermark, denoted {w(�)}L

�=1,
is a length L sequence of normally distributed, zero-mean
unit-variance random numbers. Let X(i, j) be the original
image, Xw(i, j) the watermarked image, and X̂(u,v) and
X̂w(u,v) their corresponding DCT coefficients. The embed-
ding algorithm in [6] takes the L most significant non-DC
DCT coefficients and marks them as follows:

X̂w
� (u,v) = X̂�(u,v)(1+αw(�)) (9)

where α is a scale factor which prevents unreasonable val-
ues for X̂w

� (u,v). The authors propose an empirically de-
termined value of 0.1 for α and they choose to insert the
watermark in the 1000 most significant non-DC DCT coef-
ficients. After the watermark is embedded, the watermarked
image Xw(i, j) is obtained by inverse transforming all the
DCT coefficients.

The original and the marked images are shown in the
left and right sides of Figure 5, respectively. In this case the
α parameter was chosen equal to 0.25, resulting in a fidelity
factor F = 34.04% and a RMSFIT = 91.26%. Based only
on the RMSFIT one would expect no noticeable distortions
on the watermarked image which is not the case for this
example (particularly in the sky portion at the top of the im-
age). The fidelity factor F in turn gives a better assessment
of image quality.

Figure 5: Left: Original Image. Right: Watermarked Im-
age.

Fidelity Test 2 The values of the watermark length
L, the normalized watermark energy in the spatial domain E
(or equivalently, the normalized mean square error between
the original and the watermarked images), the fidelity factor
F , and the RMSFIT were computed for the five images in
Figure 4, marked using the IADWT and IADWTT insertion
schemes described in Section 2. The results are shown in
Table 1.

As can be observed from the fifth column in Table 1
there is no noticeable difference between the fidelity, as
measured by the RMSFIT , using both insertion schemes.
The difference is more noticeable using the proposed fi-
delity factor, as can be observed from the values in the
fourth column.

The values of the fidelity factor, F , in Table 1 show that
the IADWTT method consistently outperforms the IADWT
method regarding fidelity. Even for the case of images with
large uniform color regions, as the one in Figure 4.D, where
the image adaptive methods are supposed to work poorly
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Table 1: Experimental results on Fidelity Evaluation for Im-
ages 1 to 5.

L E F RMSFIT

(×10−3) (%) (%)

Image 1
IADWT 8347 1.40 82.55 97.45

IADWTT 874 0.38 95.16 99.20
Image 2

IADWT 9314 1.26 84.42 97.52

IADWTT 1036 0.37 95.55 99.22
Image 3

IADWT 8196 1.76 79.68 97.11

IADWTT 1117 0.65 94.18 98.90
Image 4

IADWT 3002 0.12 97.81 99.17

IADWTT 1138 0.07 99.21 99.67
Image 5

IADWT 11336 1.06 89.01 97.56

IADWTT 1458 0.33 95.44 99.05

[13], the IADWTT method produces non perceptible water-
marks. On the other hand, the IADWT method produces
visible distortions, as can be observed from Figure 6 (see
for instance the spots in the green regions of the upper left
image).

The left columns in Figures 6 and 7 show the water-
marked images corresponding to Image 1 and Image 4
using the above mentioned watermarking schemes (namely
IADWT and IADWTT from top to bottom). The right
columns show the corresponding distortion maps obtained
after applying the S-CIELAB ΔE94 metric to the water-
marked images. As expected, the distortion is larger in the
regions with high frequency components, resulting in a less
perceptible watermark due to the masking phenomenon of
the HVS.

Figure 6: Left Column: Watermarked Image 4 using
IADWT (top) and IADWTT (bottom). Right Column: Cor-
responding distortion maps.

Robustness Evaluation Results

In this subsection the robustness of the watermarked images
against JPEG compression and re-scaling is evaluated, for
both image adaptive DWT-based watermarking schemes.

Figure 7: Left Column: Watermarked Image 1 using
IADWT (top) and IADWTT (bottom). Right Column: Cor-
responding distortion maps.

JPEG Compression The detectability degradation
coefficient D , as defined in Eq. (8), is computed for both
image adaptive DWT-based watermarking schemes when
JPEG-compression with quality factors in the range [95%-
75%] is applied. The results for Images 1, 4 and 5 are shown
in Figure 8 from top to bottom respectively. As can be
observed the IADWTT watermarking scheme consistently
outperforms the IADWT one regarding robustness against
this image processing operation.

Re-scaling The robustness against re-scaling is
tested by first resizing the watermarked image to half of
its size and then enlarging the image to its original size.
Both image resizing operations are performed using the
nearest neighbor interpolation method. The detectabil-
ity degradation coefficient D is then computed for both
image adaptive DWT-based watermarking schemes. The
results are shown in Table 2. It can be observed that the
IADWTT scheme outperforms the IADWT one for most
of the images, the exception being for Image 4 which has
large uniform color regions. Results not shown in Table 2
suggest that this behavior applies for images with large
uniform color regions in general.

Table 2: Detectability degradation coefficient for 50% re-
scaling.

Scaling (50%)

Im. 1 Im. 2 Im. 3 Im. 4 Im. 5
IADWT 89.11 89.13 89.70 29.37 85.63

IADWTT 54.63 62.92 63.28 42.95 51.25

6. CONCLUDING REMARKS

An image fidelity factor based on the S-CIELAB ΔE94
perceptual distortion metric has been introduced in this pa-
per for the purposes of evaluating the distortion introduced
by different IADWT watermark insertion algorithms. The
use of this metric allows a perceptually aware objective
quantification of image fidelity. Simulation results show
the suitability of the proposed metric in the framework of
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Figure 8: From Top to Bottom: Detectability degradation
coefficient vs. JPEG Quality Factor for Images 1, 4 and 5,
for IADWT and IADWTT watermarking schemes.

still image digital watermarking. In addition, a new IADWT
watermarking scheme has been introduced. The robustness
against compression and re-scaling, and the fidelity of the
proposed method have been investigated and the results
show that the proposed technique outperforms other meth-
ods available in the literature. A work is in progress where
the proposed fidelity factor is being validated through sub-
jective tests. Preliminary results show a good correlation of
the proposed metric with the subjective assessment.
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