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Abstract

This work is devoted to the broadband wireless transmission techniques, which are se-
rious candidates to be implemented in future broadband wireless and cellular systems,
aiming at providing high and reliable data transmission and concomitantly high mobility.

In order to cope with doubly-selective channels, receiver structures based on OFDM
and SC-FDE block transmission techniques, are proposed, which allow cost-effective im-
plementations, using FFT-based signal processing.

The first subject to be addressed is the impact of the number of multipath compo-
nents, and the diversity order, on the asymptotic performance of OFDM and SC-FDE, in
uncoded and for different channel coding schemes. The obtained results show that the
number of relevant separable multipath components is a key element that influences the
performance of OFDM and SC-FDE schemes.

Then, the improved estimation and detection performance of OFDM-based broad-
casting systems, is introduced employing SFN (Single Frequency Network) operation.
An initial coarse channel is obtained with resort to low-power training sequences estima-
tion, and an iterative receiver with joint detection and channel estimation is presented.
The achieved results have shown very good performance, close to that with perfect chan-
nel estimation.

The next topic is related to SFN systems, devoting special attention to time-distortion
effects inherent to these networks. Typically, the SFN broadcast wireless systems employ
OFDM schemes to cope with severely time-dispersive channels. However, frequency er-
rors, due to CFO, compromises the orthogonality between subcarriers. As an alternative
approach, the possibility of using SC-FDE schemes (characterized by reduced envelope
fluctuations and higher robustness to carrier frequency errors) is evaluated, and a tech-
nique, employing joint CFO estimation and compensation over the severe time-distortion
effects, is proposed.

Finally, broadband mobile wireless systems, in which the relative motion between
the transmitter and receiver induces Doppler shift which is different or each propagation
path, is considered, depending on the angle of incidence of that path in relation to the
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direction of travel. This represents a severe impairment in wireless digital communica-
tions systems, since that multipath propagation combined with the Doppler effects, lead
to drastic and unpredictable fluctuations of the envelope of the received signal, severely
affecting the detection performance. The channel variations due this effect are very dif-
ficult to estimate and compensate. In this work we propose a set of SC-FDE iterative re-
ceivers implementing efficient estimation and tracking techniques. The performance re-
sults show that the proposed receivers have very good performance, even in the presence
of significant Doppler spread between the different groups of multipath components.

Keywords: Matched filter bound, OFDM, SC-FDE, Frequency-Domain Equal-
ization (FDE), Turbo Equalization, Diversity, Channel Estimation, Channel Track-
ing, Doppler Effects, Carrier Frequency Offset (CFO), Single Frequency Networks
(SFN), Training Sequences, Iterative Receivers.



Resumo

Nos últimos anos tem-se vindo a assistir a um rápido desenvolvimento de técnicas de
transmissão de banda larga sem fios, sendo capazes de fornecer ritmos de transmissão
elevados, mesmo em cenários de elevada mobilidade. De modo a lidar com sistemas
duplamente seletivos, é dado neste trabalho especial ênfase à concepção de estruturas
de recepção adequadas a cenários caracterizados por canais fortemente dispersivos no
tempo e na frequência. Para tal, são usadas técnicas de transmissão por blocos assistidas
por prefixos cíclicos (CP), permitindo assim que essas técnicas sejam implementadas,
a baixo custo, através do processamento de sinal baseado na transformada de Fourier
discreta, FFT (Fast Fourier Transform).

Numa primeira fase foi abordado o impacto do número de componentes multiper-
curso, assim como da ordem de diversidade, no desempenho assimptótico de esquemas
OFDM e SC-FDE, em cenários sem codificação de canal, ou usando diferentes tipos de
codificação de canal. Os resultados obtidos mostram que o número de componentes
multipercurso é um factor chave que influencia o desempenho de esquemas OFDM e
SC-FDE.

O tema seguinte tem como foco as redes de frequência única, SFN (Single Frequency
Network), e apresentada um método com vista ao melhoramento do desempenho da es-
timação e deteção conjunta de sistemas de difusão baseados em OFDM. Inicialmente é
obtida uma estimativa do canal com recurso a sequências de treino de baixa potência.
Essa estimação é posteriormente melhorada com recurso a um recetor iterativo Decision-
Directed, onde é realizada estimação e deteção conjunta. Os resultados alcançados indi-
cam um desempenho muito bom, perto do desempenho obtido com estimação perfeita
do canal.

Seguidamente é dada especial atenção aos efeitos de dispersão temporal inerentes a
SFN. Tipicamente, de modo a lidar com canais severamente dispersivos no tempo, as re-
des de difusão SFN baseiam-se em esquemas OFDM. No entanto, a existência de erros
na frequência devido a desvios na frequência da portadora, CFO (Carrier Frequency Off-
set), podem comprometer a ortogonalidade entre as subportadoras. Como alternativa,
é avaliado o desempenho de esquemas SC-FDE (caracterizados por menores flutuações
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de envolvente, assim como uma maior robustez a erros da frequência da portadora), e
proposta uma nova técnica que, com recurso à estimação e compensação conjunta das
rotações de fase, permite obter resultados de desempenho muito satisfatórios.

Por último, são considerados sistemas de transmissão em banda larga sem fios, em
cenários onde movimento relativo entre emissor e recetor induz um desvio de Doppler
diferente para cada componente multipercurso (por sua vez dependente do ângulo de
incidência desse raio em relação à direção do deslocamento). Quando combinada com
efeitos de Doppler, a propagação multipercurso conduz a flutuações drásticas e imprevi-
siveis da envolvente do sinal recebido, levando a variações de canal extremamente difí-
ceis de estimar e compensar. Como tal, surgem muitas dificuldades ao nível da deteção e,
consequentemente, levando à degradação do desempenho deste tipo de sistemas. Neste
trabalho são propostos recetores iterativos para o SC-FDE, implementando técnicas efici-
entes de estimação e seguimento das variações do canal. Os resultados de desempenho
mostram que estes recetores têm muito bom desempenho, mesmo na presença de fortes
desvios de Doppler.

Palavras Chave: Matched filter bound, OFDM, SC-FDE, Igualização no Domí-
nio da Frequência (FDE), Turbo–Igualização, Diversidade, Estimação de Canal,
Seguimento do Canal, Efeito de Doppler, Desvios da Frequência da Portadora
(CFO), Redes de Frequência Única (SFN), Sequências de Treino, Receptores Itera-
tivos.
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ĤTS
k training sequence overall channel enhanced frequency response estimation for the

kth frequency

H̃TS,D
k overall channel basic frequency response combined estimation for the kth fre-

quency
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ĥTSn training sequence overall channel enhanced impulsive response estimation for the
nth time-domain sample



CONTENTS xxiii

h̃TS,Dn overall channel basic impulsive response combined estimation for the nth time-
domain sample
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1
Introduction

1.1 Motivation and Scope

The tremendous growth of mobile internet and multimedia services, accompanied by the
advances in micro-electronic circuits as well as the increasing demands for high data rates
and high mobility, motivated the rapid development of broadband wireless systems over
the past decade. Future wireless systems are expected to be able to deploy very high data
rates of services within high mobility scenarios. As a result, broadband wireless com-
munication is nowadays a fundamental part of the global information and the world’s
communication structure.

A major challenge in the design of mobile communications systems is to overcome
the mobile radio channel effects, assuring at the same time high power and spectral effi-
ciencies. Since in mobile communications the information data is transmitted across the
wireless medium, then the transmitted signal will certainly suffer from adverse effects
originated by two different factors: multipath fading and mobility.

Within a multipath propagation environment waves arriving from different paths
with different delays combine at the receiver with different attenuations. Multipath prop-
agation leads to the time dispersion of the transmitted symbol resulting in frequency-
selective fading.

Besides multipath propagation, time variations within the channel may also arise due
to oscillator drifts, as well as due to mobility between transmitter and receiver [1]. The
relative motion between the transmitter and the receiver results in Doppler frequency
which has a strong negative impact on the performance of mobile radio communication
systems since it generates different frequency shifts for each incident plane wave, caus-
ing the channel impulse response to vary in time. The channel characteristics change
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depending on the location of the user, and because of mobility, they also vary in time.
Hence, when the relative positions of the different objects in the environment including
the transmitter and receiver change with time, the nature of the channel also varies. In
mobility scenarios, the rate of variation of the channel response in time is characterized
by the Doppler spread. Significant variations of the channel response within the signal
duration lead to time-selective fading, and this represents a major issue in wireless com-
munication systems.

Channels whose response is selective in time and frequency are referred as doubly-
selective. As a result of these two phenomena, the equivalent received signal is time
varying and may be highly attenuated. This is considered a severe impairment in wire-
less communication systems, since these effects lead to drastic and unpredictable fluctu-
ations of the envelope of the received signal (deep fades of more than 40 dB bellow the
mean value can occur several times per second).

Block transmission techniques, with cyclic extensions and FDE techniques (Frequency-
Domain Equalization), are known to be suitable for high data rate transmission over
severely time-dispersive channels due to its reduced complexity and excellent perfor-
mance, provided that accurate channel estimates are provided. Moreover, since these
techniques usually employ large blocks, the channel can even change within the block
duration. Fourth generation broadband wireless systems employ CP-assisted (Cyclic
Prefix) block transmission techniques, and although these techniques allow the simpli-
fication of the receiver design, the length of the CP should be a small fraction of the
overall block length, meaning that long blocks are susceptible to time-varying channels,
especially for mobile systems. Hence, the receiver design for doubly-selective channels
is of key importance, especially to reduce the relative weight of the CP.

Efficient channel estimation techniques are crucial onto achieving reliable communi-
cation in wireless communication systems. When the channel changes within the block
duration then significant performance degradation occur. Channel variations lead to two
different difficulties: first, the receiver needs continuously accurate channel estimates;
second, conventional receiver designs for block transmission techniques are not suitable
when there are channel variations within a given block. As with any coherent receiver,
accurate channel estimation is mandatory for the good performance of FDE receivers,
both for OFDM (Orthogonal Frequency-Division Multiplexing) and SC-FDE (Single Car-
rier with Frequency Domain Equalization).

The existence of residual CFO (Carrier Frequency Offset) between the transmitter and
the receiver’s local oscillators means that the equivalent channel has a phase rotation that
changes within the block. It was shown in [2]–[4] that residual CFO leads to simple phase
variations that are relatively easy to compensate at the receiver’s side. However, that may
not be the case for single frequency broadcast networks. Within a SFN (Single Frequency
Networks), several receiving zones within the overall coverage location are served by
more than one transmitter, meaning that multiple transmitters must broadcast the same
signal simultaneously over the network. Hence, each transmission will most likely have
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an associated frequency offset. This leads to a very difficult scenario where there will be
substantial variations on the equivalent channel which can not be treated as simple phase
variations.

For channel variations due to Doppler effects, receiver structures for double-selective
channels combining an iterative equalization and compensation of channel variations,
have already been proposed [5]. These kind of channel variations can become extremely
complex since the Doppler effects are distinct for different multipath components (e.g.,
when we have different departure/arrival directions relatively to the terminal move-
ment).

It is difficult to ensure stationarity of the channel within the block duration, which is
a requirement for conventional OFDM and SC-FDE receivers. Hence, efficient estimation
and tracking procedures are required, and should be able to cope with channel variations.

1.2 Objectives

This work considers the study of effective detection of broadband wireless transmission,
and it is intended for future broadband wireless and cellular systems which should be
able to provide high transmission, together with high mobility (e.g., WiFi/WiMax-type
LANs).

Contrarily to common approach that assume that either the channel is fixed or non-
dispersive, this research will focus on the problem of digital transmission over severely
time-dispersive channels that are also time-varying. Both OFDM and SC-FDE schemes
will be considered. Effective detection within channels that are both time dispersive and
time varying can be achieved with resort to receiver designs implemented in the fre-
quency domain, capable of performing channel estimation and compensation, as well as
channel tracking techniques. This work aims to develop and evaluate these techniques
for estimating the channel impulse response and track its variations. These techniques
should take advantage of reference symbols/block multiplexed with data and/or added
to it. The final goal of this work will be to develop receivers for severely time-dispersive
channels, where the channel impulse response changes within the block duration. These
receivers should combine the detection/equalization procedures with the channel esti-
mation techniques, while assuring low and moderate signal processing requirements.
Moreover, the required overheads for channel estimation and tracking should be kept as
low as possible.
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2
Fading

In order to enable communication over wireless channels it is necessary to characterize
the propagation models. However, trying to make an analysis of the mobile communica-
tion under such harsh propagation conditions might seem a very hard task to accomplish.
Nevertheless, starting from a model based on the multipath propagation we will see that
many of the properties of the transmission can be successfully predicted with resort to
powerful techniques of statistical communication theory [6].

One of the major challenges in the design of mobile communications systems is to
overcome the effects of mobile radio channels, assuring at the same time reliable high-
speed communication. Parameters like the paths taken by the multipath components,
the presence of objects along these paths and the distance between the transmitter and
receiver, have a direct influence on the signal.

The wireless channel experiences deep fade in time or frequency. Fading effects re-
lated with mobile communications can be classified in two spatial scales:

• Large scale fading: based on path-loss and shadowing;

• Small scale fading: based on multipath fading and Doppler spread.

2.1 Large Scale Fading

As the name suggests, large scale fading refers to variations in received power occurred
over large distances. In this section, we characterize these variations in received signal
power over distance, which are due to path-loss and shadowing.

5
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2.1.1 Path-Loss

The signal attenuation of an electromagnetic wave (represented by a reduction in its
power density), between a transmitting and a receiving antenna as a function of the
propagation distance, is called path-loss. As the relative distance between the transmit-
ter and receiver increases, the power radiated by the transmitter dissipates as the radio
waves propagate through the channel. This is commonly referred as free-space path-loss
and refers to a signal propagating between the transmitter and receiver with no attenua-
tion or reflection. This is the simplest model for signal propagation and is based on the
free-space propagation law. Let us consider the free-space propagation model. It consid-
ers the line of sight channel in which there are no objects between the receiver and the
transmitter, and it attempts to predict the received signal strength assuming that power
decays as a function of the distance between the transmitter and receiver.

The Friis free space equation states that for a transmission between a transmitter and
receiver separated by a distance d, then the power acquired by the receiver’s antenna, as
a function of the d, is given by [7],

Pr(d) =
PtGtGrλ

2

(4π)2d2Ls
, (2.1)

where Pt stands for the transmitted power (assumed to be known in advance), Gt and
Gr represent the gains at the transmitter and receiver antenna, respectively, considering
that both antennas are isotropic. The parameter λ is the wavelength measured in meters,
and is related with the carrier frequency by

λ =
c

fc
=

c

2π/ωc
, (2.2)

with c representing the speed of light (in m/s), fc representing the carrier frequency (in
Hertz), ωc the frequency carrier (in rads/s). The Ls is a factor representing system losses
which are inherent to hardware, and not related with propagation issues (assuming that
there are no losses in the system, we will consider a value of Ls = 1).

By definition, the antenna’s gain is related with the antenna’s effective area or “aper-
ture” by,

G =
4πAe
λ2

, (2.3)

where the aperture Ae is related with the dimensions of the antenna. However, in wire-
less systems are used isotropic antennas in order to have reference antenna gains. An
isotropic radiator consists in an ideal antenna which transmits energy uniformly in all
directions, having unit gain (G = 1).

It can be seen from equation (2.1) that the received power falls off with the square of
the distance d, which can be quantified as a decay with distance at a rate of 20 dB/decade
[7].

In fact, the signal attenuation of an electromagnetic wave represented by the path-loss,
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is measured in dB, and it gives the difference between the effective isotropic radiated
power (EIRP) and the received power, and consists in a theoretical measurement of the
maximum radiated power available from a transmitter in the direction of maximum an-
tenna gain, as compared to an isotropic radiator. The path-loss for the free space model is
given by

PL = 10 log
Pt
Pr

= −10 log

[
GtGrλ

2

(4π)2d2

]
, (2.4)

It can be seen that in free-space, we have

PL ∝ d2. (2.5)

However, in practical scenarios in which the transmitted signal may be reflected, the
power signal decays faster with distance. Several propagation models show that the
average received signal power decreases in a logarithmical form with distance. And it
is defined that the average large-scale path-loss (over a infinity of different points) for
a distance d between the transmitter and receiver, can be given as a function of d with
resort to path-loss factor n, which is the rate at which the path-loss increases with distance.
Therefore, a simple model for path-loss given by [7], may be

PL = PL(d0) + 10n log

(
d

d0

)
, [dB] (2.6)

where PL(d0) is the mean path-loss in dB at distance d0 (the bar in the equation refers
to the joint average of all possible loss values). It is also important to point out that the
since equation (2.1) is not defined for d = 0, then the term d0 is used as a known received
power reference point [7]. Hence, the received power Pr(d), at a given spatial separation
d > d0, may be related to Pr(d0). This reference point can be obtained analytically with
resort to equation (2.1), or experimentally by measuring the received power in several
locations sited in a radial distance d0 from the transmitter, and performing the average.
Typically, depending on the size of the covered area, d0 is assumed to be 1 km for large
cells and 100 m for microcells. It is that linear regression for a minimum mean-squared
estimate (MMSE) fits of PL versus d on a log-scale produce a direct line with constant
decay of 10 dB/decade (which in free-space, with n = 2, results in the 20 dB/decade
slope mentioned above).

2.1.2 Shadowing

Another type of large scale fading is called shadowing, and it is caused by obstacles (e.g.,
clusters of buildings, mountains, etc.), between the transmitter and receiver. As a result a
portion of the transmitted signal is lost due to reflection, scattering, diffraction and even
absorption.

It is important to note that equation (2.6), which defines the path-loss versus distance
d represents an average, and therefore it might not be appropriate to express correctly
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any particular path. Hence, as a result of shadowing, the received power in two different
locations at the same distance d from the transmitter, may have very different values of
path-loss than the ones predicted by equation (2.6). Since the environment of different
locations with the same distance d may be different, it is therefore needed to introduce
variations about the mean loss defined in equation (2.6).

Several measurements in real scenarios have shown that the path-loss PL at a given
distance d is a random variable characterized by a log-normal distribution about the
mean value PL [8]. Therefore the measured path-loss PL (in dB) varies around the
distance-dependent mean loss (given by equation (2.6)), and therefore LP can be writ-
ten in terms of PL plus a random variable (R.V.), Xσ, by [7]

PL = PL(d) +Xσ = PL(d0) + 10n log(
d

d0
) +Xσ, [dB] (2.7)

where, Xσ is a normal (or Gaussian) distributed random variable (RV) with zero mean
and standard deviation σ, and this RV represents the effect of shadowing. This distri-
bution is suitable to define the random effects associated with the log-normal shadowing
phenomenon, and it considers that several different measure points at a given distance d,
have a Gaussian distribution around the mean loss defined in equation (2.6) [7]. In sum,
in order to statistically define the path-loss caused by large-scale fading for a given dis-
tance d, a set of values have to be defined: path-loss exponent, reference point d0, standard
deviation σ of the RV Xσ.

2.2 Small Scale Fading

A very important type of fading normally considered in wireless communication sys-
tems, is related with rapid changes in the signal’s amplitude and phase that occur over
very short variations in time or in the spatial area between the receiver and the transmit-
ter (in fact, drastic changes in signal strength may be noticed even in half a meter shift).
The propagation model that describes this type of fading is called small-scale fading and
can be expressed by two factors [7]

• Delay spread Tm, due to the multipath propagation. It is related with frequency
selectivity which in the time domain translates in time dispersion of the signal;

• Doppler spread BD, due to relative motion between the transmit and/or receive
antenna. It is related with time selectivity which in the frequency domain translates
in frequency dispersion of the signal frequency components.

Moreover, in mobile transmission the velocity also plays an importance role in the
type of fading experienced by the signal.

Different transmitted signals are subjected to different effects of fading. In fact, the
type of fading “sensed” by the transmitted signal is defined by a relation between the

8
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properties of the signal and the characteristics of the channel. Depending on these char-
acteristics, a set of different effects of small-scale fading can be experienced. As we will
see next, while multipath delay spread leads to time dispersion and frequency selective
fading, Doppler spread leads to frequency dispersion and time selective fading. The two
propagation mechanisms are independent of one another. The propagation models char-
acterizing these rapid fluctuations of the received signal amplitude over very short time
durations are called small-scale fading models.

2.2.1 The Multipath Channel

The main difference between a wired and wireless communication system lies in the
propagation environment. In a wired communication system there is only a single path
propagation between the transmitter and the receiver. On the other hand, wireless com-
munication can be affected by distinct natural phenomena like interference, noise and
others that represent serious impairments. Since that most of mobile communication
systems are used within urban environments, a major constraint is related with the fact
that the mobile antenna is well bellow the height of the nearby structures (such as cars,
buildings, etc.), and as a consequence, the radio channel is influenced by those struc-
tures. In fact, since that within this type of scenarios the line-of-sight component does not
usually exists, then communication is only possible due to the influence of propagation
mechanisms (reflection, diffraction and scattering of the multipath waves). The wireless
communication system is characterized by a multipath propagation environment, a phe-
nomenon in which the incoming multipath components arrive at the receiving antenna
by different propagation paths, giving rise to different propagation time delays and lead-
ing the signal to fade. Multipath fading may be caused by a set of effects which signifi-
cantly affect signals’ propagation in wireless transmission, such as reflection, diffraction
and scattering.

Reflection occurs when an electromagnetic wave encounters a surface that is large rela-
tive to the wavelength of the propagation wave (e.g., walls of a building, hills, and
other large plain surfaces), and it is illustrated in Fig. 2.1.

Diffraction occurs when the path between the transmitter and receiver is obstructed by
an object with large dimensions when compared to the wavelength of the propaga-
tion wave, being diffracted on the edges of such objects (e.g., cars, houses, moun-
tains). The wave tends to travel around the object allowing the signal to be received,
even if the receiver is shadowed by the large object. It is illustrated in Fig. 2.2.

Scattering occurs when incoming signal hits an object whose size is in the order of the
wavelength of the signal or less. Scattering waves are usually produced by rough
surfaces or small objects (e.g., road signs, lamp posts, foliage, etc). The radio signal
undergoes scattering on a local scale, and it is typically characterized by a large
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Transmitter Receiver

Building

Figure 2.1: Reflection effect.

Receiver

Transmitter

Building

Figure 2.2: Diffraction effect.
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2. FADING 2.2. Small Scale Fading

number of reflections in small objects in the mobile’s vicinity. It is illustrated in Fig.
2.3.

Transmitter

Receiver

Scatterer

Figure 2.3: Scattering effect.

In a multipath propagation environment, several copies of the transmitted signal ar-
riving from different paths, and having different delays, combine at the receiver with
different attenuations. Furthermore, depending on the delay, each incoming signal will
have different phase factor. Depending on their relative phases, these multipath com-
ponents will add up constructively or destructively, causing fluctuations in the overall
received signal’s amplitude. And depending on the addition of the signal copies across
the received path, the receiver will see a single version of the transmitted signal with
a corresponding gain (attenuation) and phase. While constructive interference affects
the overall signal positively since it increases the amplitude of the overall signal, de-
structive interference is caused by mutual cancelation of different multipath components
leading to a decrease of the signal level. If the multipath fading channel has very long
path lengths, then copies of the original signal may arrive at the receiver after one sym-
bol duration, which will interfere with the detection of the posterior symbol, resulting
in inter-symbol interference (ISI), and thus inducing distortion which causes significant
degradation of the performance of the transmission. In this case, the multipath compo-
nents will no longer be separable in time. Still they can be separated in frequency, and
therefore the inter-symbol interference can be compensated with resort to frequency do-
main equalization. This will be seen later in the subsequent chapters.

Assume that the transmitter transmits a very short pulse over a time multipath chan-
nel. Two important parameters have to be taken into account: the symbol’s time du-
ration, TS , and the delay spread Tm (also known as maximum excess delay time). The
delay spread is a fundamental parameter in the characterization of the multipath fading,
since it defines the time elapsed between the first received component and the last (in
order to define the relevant components a threshold is usually chosen at 20 dB bellow
of the strongest multipath component). On other words, it represents the length of the
impulse response of the channel. Hence, considering that a certain symbol with period

11
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Figure 2.4: Multipath Power Delay Profile: Power transmitted (a); Channel impulse re-
sponse (b)
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2. FADING 2.2. Small Scale Fading

TS is transmitted, the symbol will be spread out by the channel, and at the receiver side
its length will be the TS added with the delay spread Tm. Depending on the relation be-
tween TS and Tm, the degradation can be classified in two types: flat fading or frequency
selective fading. Basically, if the delay spread is much smaller than the symbol period
then the channel exhibits flat fading and the ISI can be neglected. On the other hand, if
the delay spread is equal or greater than the symbol period, the channel introduces ISI
that must be compensated.

Frequency Selective Fading
The multipath channel introduces time spread in the transmitted signal, since due
to multipath reflections, the channel impulse response will appear as a series of
pulses, as illustrated in Fig. 2.4. The multipath components may sum construc-
tively or destructively, and the receiver sees an overall single copy of the transmit-
ted signal, characterized by a given gain (i.e. attenuation) and phase. If the channel
impulse response has a delay spread Tm greater than the symbol period TS of the
transmitter signal, (i.e., Tm > TS), then the dispersion of the transmitted symbols
within the channel will lead to ISI causing distortion on the received signal.
In the frequency domain, the spectrum of the received signal shows that the band-
width of transmitted signal is greater than the coherence bandwidth of the channel,
and in these conditions the channel induces frequency selective fading over the
bandwidth. A channel parameter called coherence bandwidth, BC , is used to char-
acterize the fading type. It consists in a statistical measure of the frequency band-
width in which the channel characteristics remain similar (i.e., “flat”). Essentially,
signals with frequencies separated by less than BC will experience very similar
gains. Notwithstanding, a signal undergoes flat fading if in the frequency domain
BS � BC , and in the time domain TS � Tm, as illustrated in Fig. 2.5(a). On the
other hand, if the bandwidth of the transmitted symbol is greater than the channel
coherence bandwidth, BS > BC , and in the time domain Tm > TS , then differ-
ent frequency components of the signal experience different fading. In such con-
ditions, spectrum of the received signal with different frequency components will
have some components with greater gains than others. Thus, frequency-selective
fading causes distortion of the transmitter signal since that the signal’s spectral
components are not all affected in the same way by the channel. In fact, as it can
be seen in Fig. 2.5(b) when the signal’s bandwidth is greater than the coherence
bandwidth of the channel, the spectral components placed within the coherence
bandwidth will be affected in a different way when compared to the components
that are not covered by it. It is important to note that the coherence bandwidth BC ,
and the delay spread Tm, can be related by BC = 1

Tm
. Thus, the coherence band-

width and the delay spread are inversely related: the larger the delay spread, less
is the coherence bandwidth and the channel is said to be more frequency selective.
Hence, multipath propagation, leads to frequency selective fading.
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Figure 2.5: Frequency response of a certain channel and bandwidth of signal (in orange):
Narrowband signal (a); Wideband signal (b)
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2. FADING 2.2. Small Scale Fading

The equivalent received signal, within a multipath scenario consists of a large number
of components with randomly distributed angles of arrival, amplitudes and phases.

Modeling the Multipath Channel

We wish to model the wireless propagation channel as the system illustrated in Fig. 2.6.

( )h t( )s t ( )y t
Transmitted Signal Received SignalWireless Channel

Figure 2.6: Transmission of a symbol s(t) through wireless channel h(t)

Assume that the system has an impulse response h(t), and that a transmitter sends
a signal s(t), (which in Fig. 2.6 is presented at the system’s input). Assume that s(t)
propagates through a wireless channel characterized by a response h(t), with the output
of the signal corresponding to the received signal at the receiver. In a linear time invariant
systems we have: if the signal s(t) is passed through h(t), the output y(t) will be the
convolution between s(t) and h(t). From the theory of linear systems, we know that an
attenuation is simply a scaling of the signal, which corresponds to multiplying the signal
by a scaling constant denoted by attenuation factor (or gain), and is denoted by αl. On
the other hand, a delay simply corresponds to an impulse function δ(t − τl), where τl is
the respective delay.

Let us look at mobile communication system illustrated in Fig. 2.7 Regarding the 0th

Transmitter Receiver
0 path (direct)th

1 path (scattered)st

2 path (scattered)nd

Figure 2.7: Mobile communication system

path, the signal s(t) is attenuated by α0 and delayed by τ0, and this can be represented as
a system with impulse response α0δ(t−τ0). In the same way, the 1st path can be described
by a attenuation α1 and a delay τ1, with that corresponding path being represented by
α1δ(t − τ1). Similarly for the 2nd path we have α2δ(t − τ2), and so on and so forth, until
the Lth path. Having characterized the L paths (the 0th path corresponding to the LOS
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2. FADING 2.2. Small Scale Fading

component plus L − 1 scattered components), we can model the wireless channel as a
combination of all paths as

h(t) = α0δ(t− τ0) + α0δ(t− τ0) + . . .+ αL−1δ(t− τL−1) =

L−1∑
l=0

αlδ(t− τl) (2.8)

and it becomes clear that the wireless channel impulse response h(t) can be given by the
sum of the impulse responses of the L paths. Thus, the wireless channel can be repre-
sented as a sum of multipath components each one characterized by a given attenua-
tion and delay, as in Fig. 2.4. The multipath fading channel is therefore modeled as a
linear finite impulse-response (FIR) filter. The channel’s filtering behavior is caused by
the sum of amplitudes and delays of the multipath components at the same instant of
time. The channel will behave as a filter, whose frequency response exhibits frequency
selectivity. In the frequency domain, this refers to the case in which the bandwidth of
the transmitted symbol is greater than the channel coherence bandwidth then the signal
will suffer from frequency selective fading. Different components of the transmitted sig-
nal will suffer from different attenuations and therefore will have different gains. Thus,
frequency-selective fading causes the distortion of the transmitter signal since that the
signal’s spectral components are not all affected in the same way by the channel. The
coherence bandwidth and the delay spread are inversely related: the larger the delay
spread, less is the coherence bandwidth and the channel is said to be more frequency
selective.

Modeling the Transmitted Signal

Having modeled the wireless propagation channel, it is important to characterize the
transmitted signal s(t) through the wireless channel.

Typically the signal to be transmitted is band-limited, i.e., defined in [−B,B] Hz and
zero elsewhere. Such signals which primarily occupy a range of frequencies centered
around 0 Hz are called low-pass (or baseband) signals.

The majority of the wireless communication systems use modulation techniques in
which the information bearing baseband signals are upconverted using a sinusoidal car-
rier of frequency fc before transmission, in order to move the signals away from the DC
component and center them in a appropriate frequency carrier. The resulting transmitted
signal s(t) will have a spectrum S(f) which is zero outside of the range fc − B < |f | <
fc + B, where fc >> B (i.e., the bandwidth B of the spectrum S(f) is much smaller
than the carrier frequency fc). The term passband is often applied to these signals. Con-
sidering a communication system in which the involved signals can be measured by the
received antenna (i.e., typically voltage signals), the transmitted signals and received sig-
nals are typically referred as real passband signals.

However, the process of modulation which aims to form a signal suitable for trans-
mission, requires an operation to translate the baseband message signal to a passband
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2. FADING 2.2. Small Scale Fading

signal, located in much higher frequencies when compared with the baseband frequency.
Since the information is contained in the modulated signal and not in the carrier fre-
quency used for the transmission, then a model to define the signal s(t) independently
of the carrier frequency fc, must be derived. The passband transmitted and received
signals, are therefore converted to the corresponding equivalent baseband signal, which
is processed by the receiver in order to recover the information. Hence, a very simple
representation was developed to achieve this, and is called complex baseband or low-pass
equivalent representation of the communication (passband) signal, and is detailed in B.
Therefore, the signal s(t) consists on a passband signal transmitted at the carrier fre-
quency, and is written as

s(t) = Re
{
sb(t)e

j2πfct
}
,

where sb(t) corresponds to the complex baseband representation of s(t). The real and
imaginary parts of the complex quantity sb(t) carry information about the signal’s in-
phase and quadrature components (the components that are modulating the terms cos(2πfct)

and sin(2πfct), respectively).

Modeling the Received Signal

Let us now derive the received signal at the receiver, after passing through the wireless
channel. The received signal y(t) consists in a convolution of the transmitted signal s(t)
with the wireless channel h(t). In order to better understand this process, let us derive
component by component. Passing the signal s(t) through the 0th component (LOS),
given by α0δ(t − τ0), then the signal will be attenuated by α0 and delayed by τ0. Hence,
the received signal corresponding to this specific path is simply,

y0(t) = Re
{
α0sb(t− τ0)ej2πfc(t−τ0)

}
, (2.9)

In the same way, the signal corresponding to the 1st component is given by

y1(t) = Re
{
α1sb(t− τ1)ej2πfc(t−τ1)

}
. (2.10)

The same procedure is repeated for the rest of the components, with the signal corre-
sponding to the L− 1 paths being given by

y(L−1)(t) = Re
{
α(L−1)sb(t− τ(L−1))e

j2πfc(t−τ(L−1))
}
. (2.11)

The overall received signal can be represented as the sum of all signal contributions, i.e.,

y(t) = Re

{
L−1∑
l=0

αlsb(t− τl)ej2πfc(t−τl)
}
. (2.12)
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2. FADING 2.2. Small Scale Fading

Clearly, the carrier term given by ej2πfct, is common to all terms. By isolating ej2πfct then
(2.12) can be rewritten as

y(t) = Re

{(
L−1∑
l=0

αlsb(t− τl)e−j2πτl
)
ej2πfct

}
. (2.13)

In (2.13), the term inner brackets consists in a complex baseband received signal, hence
(2.13) can be rewritten as

y(t) = Re
{
yb(t)e

j2πfct
}

(2.14)

where the equivalent complex baseband representation of y(t) is

yb(t) =
L−1∑
l=0

αlsb(t− τl)e−j2πτl (2.15)

and the equivalent lowpass representation of the channel is

hb(t) =

L−1∑
l=0

αle
−j2πτlδ(t− τl). (2.16)

The complex baseband received signal at the receiver, given by yb(t), consists in the sum
of the L received multipath components, each one having a corresponding attenuation
αl, and delay τl.

Let us assume that the baseband signal of different values of τl is approximately sb(t),
therefore, (2.13) can be simplified with resort to the narrowband assumption, since all the
terms sb(t− τl) are approximately equal to sb(t), this is,

yb(t) = sb(t)

L−1∑
l=0

αle
−j2πτl . (2.17)

and we reach to a point in which an analytical model of the wireless transmission system
can be defined as

yb(t) = hb(τ)sb(t). (2.18)

Let us focus on the equivalent lowpass representation of the channel, hb(τ), where τ
corresponds to a given delay. A fundamental factor can be observed from the above ex-
pression. We will call it phase factor, and it denotes the term given by e−j2πτl . It has been
explained before that since the different multipath components travel through different
distances, they are received with different delays. The delay induces a phase at the sig-
nal received relative to the lth multipath component, and it is clear that the phase factor
e−j2πτl arises out of the delay τl. As a result of the different delays, the multipath compo-
nents sum up with different phases at the receiver. Depending on the different attenua-
tions and delays, the summation of the different components can produce destructive or
constructive interference.
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Since that the exact knowledge of the attenuation and delay values for all of the multi-
path components is impossible in real time wireless transmissions, a statistical approach
can be taken in order to understand the properties of the complex fading coefficient.
Hence, instead of trying to characterize each component separately, it is possible to de-
scribe the properties of the equivalent lowpass representation of the channel as a whole,
with resort to the theory of random processes, statistics and probability. The statistical
characteristics of the channel exhibiting small-scale fading can be modeled by several
probability distribution functions. Notwithstanding, considering the existence of a large
number of scatterers within the channel (contributing to the received signal), and assum-
ing that the different scatterers are independent, then the central limit theorem (CLT) can
be used to approximate the components as independent Gaussian R.V.’s, and therefore
allowing to model the channel impulse response as a Gaussian process.

Let us statistically analyze the equivalent lowpass representation of the channel, in
order to draw some conclusions about its random behavior. We can apply a small mod-
ification to (2.18) in order to write it as a sum of the real part and imaginary part, i.e.,

yb(t) = hb(τ)sb(t)

= sb(t)
L−1∑
l=0

αle
−j2πfcτl

= sb(t)
L−1∑
l=0

αl cos(2πfcτl)− αl sin(2πfcτl),

(2.19)

where the real part and imaginary parts of this complex-valued quantity are given by
(2.20) and (2.21), respectively,

X =

(
L−1∑
l=0

αl cos(2πfcτl)

)
, (2.20)

Y =

(
L−1∑
l=0

−αl sin(2πfcτl)

)
. (2.21)

Here X and Y are both random numbers depending on the random quantities given by
αl and τl. The randomness of this components is due to the fact that each component is
arising from the multipath environment. The wireless channel can therefore be analyzed
with resort to statistical propagation models, where the channel parameters are modeled
as stochastic variables. Hence, X and Y are derived as the sum of a large number of ran-
dom components, and in these conditions we can assume thatX and Y are both Gaussian
random variables. Hence, hb(τ) can be rewritten as

hb(τ) = X + jY, (2.22)
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2. FADING 2.2. Small Scale Fading

Considering that X and Y are Normal-distributed, then

X ∼ N(0, 1/2) (2.23)

Y ∼ N(0, 1/2) (2.24)

this is, X and Y can be described as Gaussian random variables of mean zero and vari-
ance 1

2 . Assuming that the process has zero mean, then the envelope of the received signal
can be statistically described by a Rayleigh probability distribution, with the phase uni-
formly distributed in (0, 2π). Hence, assuming that X and Y are independent R.V.’s then
the joint distribution of XY can be expressed by the product of the individual distribu-
tions of X and Y , which are given by

fX(x) =
1√
2πσ

e−
(x−µ)2

2σ2

=
1√
π
e−x

2
,

(2.25)

and

fY (y) =
1√
2πσ

e−
(y−µ)2

2σ2

=
1√
π
e−y

2
.

(2.26)

with the joint distribution given by

fX,Y (x, y) = fX(x) · fY (y)

=
1√
π
e−(x2+y2)

(2.27)

which allows to obtain the joint distribution of the components of hb(τ).

2.2.2 Time-Varying Channel

Besides multipath propagation, time variations within the channel may also arise due to
oscillator drifts, as well as due to mobility between transmitter and receiver. Oscillator
drifts consist on frequency errors relative to the frequency mismatch between the local
oscillator at the transmitter and the local oscillator at the receiver and can be caused
by due to phase noise or residual CFO. These channel variations lead to simple phase
variations that are relatively easy to compensate at the receiver [2], [4].

Time Variation Due to Carrier Frequency Offset

The carrier frequency offset results from a mismatch between the local oscillator at the
transmitter and the local oscillator at the receivercan lead to performance degradation. In
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2. FADING 2.2. Small Scale Fading

order to better understand how the CFO affects the coherent detection of the transmitted
signal, let us illustrate a scenario in which a transmitter sends a signal s(t) that passes
through the channel and is recovered by the receiver. Assume the existence of a mismatch
between the local oscillator at the transmitter and the local oscillator at the receiver, in
which the transmitter sends s(t) over a carrier fc + ∆f when it should use fc. On the
receiver side, the local oscillator is tuned to the reference carrier frequency fc. How will
this affect the received signal? Consider that the transmitted signal is given by

s(t) = Re
{
sb(t)e

j2π(fc+∆f )t
}
,

with sb(t) denoting the baseband representation of s(t). However, the receiver does is not
aware about the frequency offset at the transmitter side. Since it interprets the baseband
representation of s(t) as s∆(t) = sb(t)e

j2π∆f t (when it is not), and interprets the term as
the carrier frequency ej2π(fc). The received signal will be written as

y(t) = Re

{∫ ∞
−∞

hb(t, τ)sb(t− τ)dτej2πfctej2π∆f t

}
= ej2π∆f tRe

{∫ ∞
−∞

hb(t, τ)sb(t− τ)dτej2πfct
}
,

(2.28)

and the equivalent baseband is given by

yb(t) = ej2π∆f t

∫ ∞
−∞

hb(t, τ)sb(t− τ)dτ, (2.29)

which in the discrete time domain is given by

yn = ej2πθn
L−1∑
l=0

hn,lsn−l, (2.30)

where the CFO is given by θn = ∆fT . Looking to the received signal in the discrete time
becomes very clear that after demodulation at the receiver, this frequency mismatch re-
sults in a time varying phase which is multiplied by the received signal. It is also very
important to note that the CFO is common to all propagation paths, therefore all compo-
nents are affected bye the same frequency shift. Therefore, the spectrum of the received
sinal is shifted in frequency (and not broadened, in opposition to the Doppler spread in
which each wave experiences a different frequency shift depending on the angle of inci-
dence, as it will be seen next). Hence, the equivalent channel has a phase rotation that
changes with time, and this is the reason why the channel affected by CFO is said to vary
in time.
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2. FADING 2.2. Small Scale Fading

Time Variation Due to Movement

We have seen before that the wireless channel can be described as a function of time (and
space), with the equivalent received signal resulting of the combination of the different
replicas of the original signal arriving at the receiving antenna by different propagation
paths, and delays. These multipath components will suffer from interference in a con-
structive or destructive way, depending on their relative phases. As a consequence, this
effect will cause fluctuations in the received signal. Now, considering that either the
transmitter or the receiver is moving, this propagation phenomenon will be time vary-
ing. When there is relative motion between the mobile and the fixed based station, the
multipath components experiences an apparent shift in frequency, called Doppler shift
(dependent on the mobile speed, carrier frequency, and the angle that its propagation
vector makes with the direction of motion). Small-scale fading based on Doppler spread
can be classified in fast fading or slow fading channel, depending on how rapidly the
transmitted baseband signal changes as compared to the rate at which of variation of the
channel.

The relative motion between the transmitter and the receiver results in Doppler fre-
quency shift, leading to channel variations which are not easy to compensate. Notwith-
standing, the Doppler effect has a strong negative impact on the performance of mobile
radio communication systems since it causes a different frequency shift for each inci-
dent plane wave. Fig. 2.46 illustrates the transmission through a channel characterized
by multipath propagation, between a mobile transmitter traveling with speed v, and a
fixed receiver. Due to the relative movement between the transmitter and receiver, the

xν 

y

l


     incident 
plane wave

thl

Figure 2.8: Example of a lth incident wave affected by the Doppler effect.

frequency of the received signal suffers from a Doppler frequency shift, which is propor-
tional to the speed of the transmitter and to the spatial angle between the direction of the
movement and the direction of departure and/or arrival of the component. Each multi-
path component experiences its own Doppler shift. The Doppler shift is different for each
propagation path since it depends on the angle of incidence in relation to the direction of
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motion. Hence, paths that the receiver is traveling away from the receiver antenna expe-
rience a decrease in frequency (negative Doppler), while paths traveling into experience
an apparent increase in frequency (positive frequency). Multipath components arriving
in intermediate angle will suffer the corresponding shift.

fl = fc + f
(l)
D , (2.31)

with the Doppler shift associated to the lth multipath component denoted by

f
(l)
D =

v

c
fc cos(θl) = fD cos(θl), (2.32)

where fD = vfc/c represents the maximum Doppler shift (which increases linearly with
the carrier frequency fc and the speed of the mobile v), and θl is the angle between the
direction of the motion and the directions of arrival of the lth multipath component. The
maximum Doppler shift occurs when θl = 0, while the minimum occurs when θl = ±π.
On the other hand, the Doppler shift f (l)

D = 0 if θl = π/2 or θl = 3π/2. In the frequency
domain the spectrum of the transmitted signal experiences a frequency distension, a phe-
nomenon which is known as frequency dispersion. The extension of the frequency dis-
persion depends on the amplitudes of the received waves and the maximum Doppler
shift.

Therefore, in mobility scenarios, the rate of variation of the channel response in time
is characterized by the Doppler spread. Significant variations of the channel response
within the signal duration lead to time-selective fading, and this represents a major im-
pairment in wireless communication systems. In fact, these time variations are unpre-
dictable which means that the time-varying nature of multipath channel must be charac-
terized statistically.

In order to describe the time-varying channel impulse response, let us consider the
transmitted signal s(t), given by

s(t) = Re
{
sb(t)e

j(2πfct+φ0)
}

(2.33)

where φ0 denotes the phase offset of the carrier.

The transmitted signal propagates over the local scatterers via several paths and ar-
rives at the receiver antenna coming from various directions. Figure 2.9 illustrates a mul-
tipath propagation scenario between a radio transmitter (which we assume to be station-
ary) and a moving receiver, in a presence of multiple reflectors.

A different attenuation and a phase shift will be caused by each scatterer, and since
each individual path is characterized by a propagation delay due to the random nature
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Rx

Scattering

Diffraction

Reflection

Figure 2.9: A mobile receiver within a multipath propagation scenario.

of the channel, both the attenuation and delay will be time variant. A signal s(t) propa-
gating through the time-varying channel will be received as

y(t) = Re

{
L−1∑
l=0

αl(t)sb(t− τl(t))ej2πfl(t−τl(t))
}

= Re

{
L−1∑
l=0

αl(t)sb(t− τl(t))ej2π
(
fc+f

(l)
D cos(θl)

)
(t−τl(t))

}

= Re

{
L−1∑
l=0

αl(t)sb(t− τl(t))ej2π
(
fct−fcτl(t)+f

(l)
D cos(θl)t−f

(l)
D cos(θl)τ(t)

)}

= Re

{
L−1∑
l=0

αl(t)sb(t− τl(t))ej2π
(
fc(t−τl(t))+φDop,l−f

(l)
D cos(θl)τ(t)

)}

= Re

{
L−1∑
l=0

αl(t)sb(t− τl(t))ej2πfct−j2π
(
fcτl(t)−φDop,l+f

(l)
D cos(θl)τ(t))

)}

= Re

{
L−1∑
l=0

αl(t)sb(t− τl(t))ej2πfct−φl(t)
}
,

(2.34)

where φDop,l stands for the Doppler phase shift, and a simplification of the phase factor
given by φl(t) = j2π

(
fcτl(t)− φDop,l + f

(l)
D cos(θl)τ(t)

)
. From (2.34) it can be taken the
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equivalent lowpass representation of y(t), given by

yb(t) =

L−1∑
l=0

αl(t)sb(t− τl(t))e−jφl(t) (2.35)

The result of (2.35) clearly highlights the propagation effects over a multipath chan-
nel. Considering a signal transmitted through a time-varying multipath channel, the
equivalent lowpass received signal seems like a sum of attenuated and delayed versions
of the original signal. The attenuations are complex-valued and time-variant. This mul-
tipath characteristic of the channel causes the transmitted signal to “extend” in time, and
as a consequence the received signal will have a greater duration than of the transmitted
signal, a phenomenon known as time dispersion. This representation can be interpreted
as a transversal filter of order L with time-varying tap gains. Fig. 2.10 illustrates the
tapped delay line model of a doubly-selective channel in the equivalent complex base-
band. Modeling this type of fading channels can represent a difficult task since each one

Figure 2.10: Tapped delay line model of a doubly-selective channel in the equivalent
complex baseband.

of the different multipath components must be modeled, and the mobile radio channel
has to be modeled as a linear filter having a time varying impulse response h(t, τ).

It has been previously shown that the output signal y(t) is the result of the convolu-
tion of the baseband input signal, sb(t) with the time-varying channel impulse response.
From (2.35) an input/output relationship comes in evidence, which allows us to think
that the time-variant impulse response of the channel can be derived from it. Hence, by
doing a small simplification in (2.35) we get

y(t) = Re

{(
L−1∑
l=0

αl(t)sb(t− τl(t))e−jφl(t)
)
ej2πfct

}

= Re

{(∫ ∞
−∞

h(t, τ)sb(t)dτ

)
ej2πfct

}
,

(2.36)
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2. FADING 2.2. Small Scale Fading

where the equivalent lowpass representation of the time-varying channel can be ex-
pressed as

hb(t, τ) =

L−1∑
l=0

αl(t)δ(t− τl(t))e−jφl(t) (2.37)

In (2.37) it is clear that the time-variant channel given by hb(t, τ) represents the response
of the multipath channel at the instant t to an impulse that stimulated the channel at time
t − τl(t). Since for some channels it is more suitable to represent the received signal as a
continuum of multipath delays [9], the received signal can be written as

y(t) = Re

{[∫ ∞
−∞

αl(t, τ)sb(t− τl)e−jφl(t)dτ
]
ej2πfct

}
(2.38)

and the channel can be simplified to a time-varying complex amplitude related with the
corresponding delay, i.e.,

h(t, τ) = αl(t, τ)e−jφl(t) (2.39)

where h(t, τ) gives the response of the channel at time t due to an impulse applied at
(t − τ) (in other words, t indicates the instant in which the channel is used, whilst the
parameter τ reflects the elapsed time since the input was applied, i.e., delay).

The equivalent lowpass channel hb(t, τ) consists on the sum of a large number of at-
tenuated, delayed, and phase rotated impulses. Since the fading effect is mainly due to
the randomly time-variant phases φl(t), then the multipath propagation model of (2.37)
causes the signal to fade [9], as shown in Fig. 2.11. For instance, considering the carrier
frequencies employed in the typical mobile communication systems, the lth multipath
component will have a fcτl(t) � 1. Consider an indoor application with a carrier fre-
quency of fc = 1 GHz and τl = 50 ns. In this case fcτl(t) = 50 � 1. Regarding outdoor
systems, much greater values of multipath delays have to be considered, and therefore
this property still applies. It is important to note that when fcτl(t)� 1 the small changes
in the path delay τl will lead to a large phase change in the l multipath overall phase φl(t),
which means that the phase can be regarded as random and uniformly distributed. If in
addition we consider that different scatterers are independent, applying the CLT we can
assume that hb(t, τ) is approximately a complex Gaussian random process.

Consider a mobile station moving at speed v, within a multipath propagation envi-
ronment. As the mobile station moves its position changes as well as the characteristics of
each propagation path. Assuming that the movement occurs at a constant velocity v, then
the distance between a previous position and a new one is a function of time, i.e., d = vt.
The motion produces Doppler shifts on the several incoming received waves. Fig. 2.12 il-
lustrates a mobile station moving at a constant speed v, and it moves by d from the initial
point to the new point (to simplify, a two dimensions model is presented, so that the an-
gle of arrival is the corresponding azimuth). If the mobile antenna moves a short distance
∆l, the lth incoming ray, with an angle of arrival of θl with respect to the instantaneous
direction of motion, will experience a shift in phase. The difference in the path lengths
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Figure 2.11: Fast fading due to mobility: the signal strength exhibits a rapid variation
with time.
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Figure 2.12: Difference in path lengths from the transmitter to the mobile station
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2. FADING 2.2. Small Scale Fading

from the base station to the mobile station is given by ∆l = d cos(θl) = v∆t cos(θl). It is
then clear that the length of the lth path increases by ∆l. And as consequence, the phase
offset in received signal due to the difference in path lengths will be

∆φl =
2π∆l

λc
=

2πv∆t cos(θl)

λc
(2.40)

where λc = c
fc

denotes the wavelength at the carrier frequency.

When modeling a mobile radio channel, it is common to make a set assumptions
about the propagation medium in order to simplify the process. Hence, in order to model
the radio channel, we will use the model defined by Clarke [10] and extended by Jakes
[6], in which it is assumed that:

• the transmission occurs in the two-dimensional (horizontal) plane;

• the receiver is assumed to be located in the center of an isotropic scattering area;

• the angles of the waves arriving at the receiving antenna are given by θ and as-
sumed to be uniformly distributed in the interval [0; 2π]

• the antenna radiation pattern of the receiving antenna is circular-symmetrical (om-
nidirectional antenna).

In sum, in this model the channel is assumed to consist of several scatterers disposed
in an uniform scattering environment, closely situated with in relation to the angle. This
scenario is illustrated in Fig. 2.13 in which L multipath components are placed in the
uniform scattering environment with an angle of arrival θl = l∆θ, with ∆θ correspond-
ing to ∆θ = 2π/L The Doppler power spectral density S(f) referring to the scattered

2
L

 

ν 
Moving receiver

1

0

2

1N 

...

Figure 2.13: Example of an uniform scattering scenario
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components, is given by (assuming an omnidirectional antenna)

S(f) =


1√

1−(f/fD)2
, |f | ≤ fD,

0 |f | > fD,
(2.41)

where fD stands for the maximum Doppler frequency. The result in (2.41) corresponds
to the power spectral density originally proposed by Clarke, and later extended by Jakes,
earning the name Doppler power spectral density (also referred in literature as Jakes
power spectral density) [10] [6]. This PSD (Power Spectrum Density) is shown in Fig.
2.14 which illustrates the in-phase and quadrature power spectral densities, which tend
to infinity when f = ±fD (this means that the PSD is maximmum at ±fD). However,
since these notions are build on an approximation based on the uniform scattering en-
vironment, then this will not be true in practice, since these uniform scattering model,
is not realistic. Nevertheless, in scenarios characterized by dense scattering, the PSD is
typically maximized at frequencies near to fD. The next step for the statistical description3.2 NARROWBAND FADING MODELS 75

Figure 3.6: In-phase and quadrature PSD: SrI(f ) = SrQ(f ).

The power spectral densities (PSDs) of rI(t) and rQ(t) – denoted by SrI (f ) and SrQ(f ),
respectively – are obtained by taking the Fourier transform of their respective autocorrelation
functions relative to the delay parameter τ. Since these autocorrelation functions are equal,
so are the PSDs. Thus

SrI (f ) = SrQ(f ) = F [ArI(τ )] =
⎧⎨
⎩

2Pr

πfD

1√
1− (f/fD)2

|f | ≤ fD ,

0 else.
(3.28)

This PSD is shown in Figure 3.6.
To obtain the PSD of the received signal r(t) under uniform scattering we use (3.23) with

ArI,rQ(τ ) = 0, (3.28), and simple properties of the Fourier transform to obtain

Sr(f ) = F [Ar(τ)] = .25[SrI (f − fc)+ SrI (f + fc)]

=
⎧⎨
⎩

Pr

2πfD

1√
1− (|f − fc|/fD)2

|f − fc| ≤ fD ,

0 else.
(3.29)

Note that this PSD integrates to Pr , the total received power.
Since the PSD models the power density associated with multipath components as a func-

tion of their Doppler frequency, it can be viewed as the probability density function (pdf )
of the random frequency due to Doppler associated with multipath. We see from Figure 3.6
that the PSD SrI (f ) goes to infinity at f = ±fD and, consequently, the PSD Sr(f ) goes
to infinity at f = ±fc ± fD. This will not be true in practice, since the uniform scattering
model is just an approximation, but for environments with dense scatterers the PSD will gen-
erally be maximized at frequencies close to the maximum Doppler frequency. The intuition

Figure 2.14: Doppler power spectrum density

of the channel is to evaluate the time-correlation of the channel, in order to measure the
degree of time-variation of the channel. Let us consider the random variables given by
hb(t1) and hb(t2), assigned to the stochastic process hb(τ) at the time instants t1 and t2,
then,

rhbhb(t1, t2) = E [hb(t1, τ)h∗b(t2, τ)] = E

[
L−1∑
l=0

|αl|2 |δ(τ − τl)|2 e−j2πfD(t1 − t2) cos(θl)

]
(2.42)

where rhbhb(t1, t2) represents the autocorrelation function of hb(t). By assuming that not
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2. FADING 2.2. Small Scale Fading

only the path amplitudes but also the delays are independent from the phases, whilst the
phases are uniformly distributed between [0, 2π], (2.42) can be simplified to

E [hb(t1, τ)h∗b(t2, τ)] =
σ2

2π

∫ 2π

0
e−j2πfD(t1 − t2) cos(θl) (2.43)

and applying the integral representation of the zeroth-order Bessel function of the first
kind [11] leads to

E [hb(t1, τ)h∗b(t2, τ)] = σ2
TJ0(2πfD(t1 − t2)) (2.44)

in which σ2
T = E

[∑L−1
l=0 |αl|2

]
represents the total received power from the scatterers af-

fecting the channel at given delay τ . Fig. 2.15 illustrates the zeroth-order Bessel function
of the first kind given by (2.44). From this plot it is possible to observe that the auto-
correlation is zero for a value of fDτ around 0.4λ. By making ντ ≈ 0.4 we can take an
important observation: considering the uniform scattering environment, the correlation
is zero over a distance of approximately one 0.5λ. However, the signal still gets cor-
related after this, which means that for a distance greater than approximately one half
wavelength the signal becomes independent from its initial value [6].74 STATISTICAL MULTIPATH CHANNEL MODELS

Figure 3.5: Bessel function versus fDτ.

is the Bessel function of zeroth order.5 Similarly, for this uniform scattering environment,

ArI,rQ(τ ) = Pr

2π

∫
sin

(
2πvτ cos

θ

λ

)
dθ = 0. (3.27)

A plot of J0(2πfDτ) is shown in Figure 3.5. There are several interesting observations
to make from this plot. First we see that the autocorrelation is zero for fDτ ≈ .4 or, equiv-
alently, for vτ ≈ .4λ. Thus, the signal decorrelates over a distance of approximately one
half wavelength under the uniform θn assumption. This approximation is commonly used
as a rule of thumb to determine many system parameters of interest. For example, we will
see in Chapter 7 that independent fading paths obtained from multiple antennas can be ex-
ploited to remove some of the negative effects of fading. The antenna spacing must be such
that each antenna receives an independent fading path; hence, based on our analysis here,
an antenna spacing of .4λ should be used. Another interesting characteristic of this plot is
that the signal recorrelates after it becomes uncorrelated. Thus, we cannot assume that the
signal remains independent from its initial value at d = 0 for separation distances greater
than .4λ. Because of this recorrelation property, a Markov model is not completely accu-
rate for Rayleigh fading. However, in many system analyses a correlation below .5 does not
significantly degrade performance relative to uncorrelated fading [6, Chap. 9.6.5]. For such
studies the fading process can be modeled as Markov by assuming that, once the correla-
tion is close to zero (i.e., once the separation distance is greater than a half-wavelength), the
signal remains decorrelated at all larger distances.

5 Equation (3.26) can also be derived by assuming that 2πvτ cos θn/λ in (3.21) and (3.22) is random with θn uni-
formly distributed, and then taking expectations with respect to θn. However, based on the underlying physical
model, θn can be uniformly distributed only in a dense scattering environment. So the derivations are equivalent.

Figure 2.15: Zeroth-order Bessel function of the first kind.

It is important to represent the time correlation of the channel in the discrete time. In
terms of notation, the sample index is given by n (not to be confused with the multipath
component index)

E
[
ha,nh

∗
b,n

]
= σ2

nJ0(2πfDT (a− b)) (2.45)

A very important parameter arises from the previous equation. It is called normalized
Doppler frequency and it is given by fDT . It offers a comparison measure of the Doppler
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shift in relation to the carrier frequency, i.e.,

fDT =
fcv

c
T, (2.46)

where T denotes the symbol duration. The normalized Doppler is directly proportional
to the motion speed and carrier frequency. Hence, in a real environment, the dynamics
of a time varying channel can be described by fDT .
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3
Block Transmission Techniques

This chapter starts with a brief introduction to MC (Multi-Carrier) and SC (Single-Carrier)
modulations. It includes several aspects such as the analytical characterization of each
modulation type, and some relevant properties of each modulation. For both modula-
tions a special attention is given to the characterization of the transmission and receiving
structures, with particular emphasis on the transmitter and receiver performances. MC
modulations and their relations with SC modulations are analyzed. Section 3.4.1 de-
scribes the OFDM modulation. Section 3.5 characterizes the basic aspects of the SC-FDE
modulation including the linear and iterative FDE receivers. Finally, in section 3.6, the
performance of OFDM and SC-FDE for severely time-dispersive channels is compared.

3.1 Transmission Structure of a Multicarrier Modulation

A MC system transmits a multicarrier modulated symbol (composed of N symbols on N
subcarriers in time N/B). First, a serial to parallel conversion is implemented in order to
demultiplex the incoming high-speed serial stream and output several serial streams but
of much lower speed. Subsequently, with resort to a constellation mapper, these paral-
lel information bits are then modulated in the specified digital modulation format (PSK
(Phase Shift Keying), QAM (Quadrature Amplitude Modulation), etc). Posteriorly, each
of the N modulated symbols is associated onto the respective subcarrier with resort to a
bank of N sinusoidal oscillators, disposed in parallel, matched in frequency and phase
to the N orthogonal frequencies (f0, f1, . . . fN−1). Hence, each subcarrier is centered at
frequencies that are orthogonal to each other. Finally, the signals modulated onto the
N subcarriers are summed forming the composite MC signal, which is then transmitted
through the channel, as shown in Fig. 3.1.
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Figure 3.1: Transmission structure for multicarrier modulation.

MC modulation transmits a high speed serial stream at the input, over several streams
of lower data rate. As a consequence, the symbol period is extended, resulting in a signif-
icant advantage since the transmission becomes more resilient to the multipath environ-
ment. This is especially desirable in mobility scenarios, since it allows a reliable signal
reception within fast-varying channels.

3.2 Receiver Structure of a Multicarrier Modulation

At the receiver, the received composite signal y(t) is correlated with the set of subcarriers
in a sort of a matched filtering operation (the matched filter uses a correlation process
to detect the signal). The correlation of y(t) with the lth coherent subcarrier1 is a simple
operation which can be expressed as

y(t)
(
ej2πflt

)∗
= y(t)

(
ej2πlf0t

)∗
(3.1)

where f0 = B
N is the fundamental frequency. From Fourier series definition it can be in-

ferred that all the other frequencies are in fact multiples of the fundamental frequency.
Note that when recovering the symbols, the time period of observation of the symbol (i.e.,
the detection window), corresponds to the time period of integration, which is manda-
tory to keep the orthogonality, and it consists on the fundamental period T0 = 1

f0
= N

B .
Let us ignore the presence of noise and channel effects. Under these conditions, the re-
ceived signal y(t) equals the transmitted signal s(t).

y(t) = s(t) =

N−1∑
k=0

Ske
j2πfkt (3.2)

1Coherent refers to equal in frequency and phase to the kth carrier.
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After taking the composite signal, and correlating it with the corresponding lth coherent
subcarrier, the result is integrated from 0 to the fundamental period T0,

1

T0

∫ T0

0
y(t)

(
ej2πlf0t

)∗
dt =

1

T0

∫ T0

0

(
N−1∑
k=0

Ske
j2πkf0t

)
e−j2πlf0tdt, (3.3)

which can simply be represented as (taking the summation out of the integral):

N−1∑
k=0

[
1

T0

∫ T0

0
Ske

j2π(k−l)f0tdt

]
. (3.4)

Let us focus on the integration term. The spacing of f0 = 1
T0

= B
N between the subcar-

riers makes them orthogonal over each symbol period. This is a fundamental property
expressed as

1

T0

∫ T0

0

(
ej2πkf0t

)(
e−j2πlf0t

)
dt =

1

T0

∫ T0

0
ej2π(k−l)·f0tdt =

{
0, if k 6= l;
T0, if k = l.

(3.5)

Coherent demodulation consists in correlating with e(j2πflt) and integrating over the fun-
damental period T0. Hence, when we coherently demodulate the lth subcarrier, all sub-
carriers are orthogonal except the subcarrier corresponding to the kth symbol. In other
words, if the above result is integrated over the fundamental period T0, all the terms are
zero except when k = l. Equation (3.4) can be rewritten as

N−1∑
k=0

[
1

T0

∫ T0

0
Ske

j2π(k−l)f0tdt

]

=
B

N

∫ N/B

0

Sl +
∑
k 6=l

[
Ske

(j2π(k−l)B
N
t)
] dt

=
B

N
Sl
N

B
+
B

N

∑
k 6=l

[
Sk

∫ N/B

0
e(j2π(k−l)B

N
t)

]
dt

=
B

N
Sl
N

B
+ 0 = Sl

(3.6)

From (3.6), it is clear that the information symbol Sk, transmitted by the kth subcarrier,
can be recovered by coherently demodulating the composite signal at the receiver. This
is done by locally generating the corresponding l coherent subcarrier, equal in frequency
and phase to the kth subcarrier, and then mix it with the received composite signal. The
result is then integrated over the period T0, and with this process, the respective symbol
is recovered. After correlating the received composite signal with each of the N differ-
ent subcarriers, the N detected information symbols are finally multiplexed into a serial
stream through to a parallel to serial operation, as shown in Fig. 3.2.
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Figure 3.2: Receiving structure for multicarrier modulation.

3.3 Multi-Carrier Modulations or Single Carrier Modulations?

In a conventional single carrier modulation, the energy of each symbol is distributed over
the total transmission band. The term single carrier implies an unique carrier which oc-
cupies the entire communication bandwidth B, and the transmission is performed at an
high symbol rate. Considering a bandwidth B, and assuming that one symbol is trans-
mitted every T seconds (in fact, two symbols can be transmitted on different sine and
cosine carriers), then the symbol time is given by TS = 1

B . This leads to a symbol rate of
R = 1

TS
= 1

1/B = B. For instance, if a bandwidth of 100 MHz is available, we can transmit
symbols at a rate of 100 Mbps, employing a symbol time of TS = 1

B = 1
100MHz = 10µs.

One might think that since a MC modulation scheme transmits N symbols in parallel, it
increases the throughput. However, the observation time also increases due to the fact
that multicarrier modulation transmits N symbols using N subcarriers within the time
period TS = N/B, leading to a symbol rate of R = N

N/B = B. In comparison, a single car-
rier scheme transmits one symbol in time period TS = 1/B, with a rate of R = 1

1/B = B.
Obviously, N symbols in N/B time (in the case os a MC) or 1 symbol in 1/B time (in SC)
are both the same with respect to the signal throughput, as illustrated in Fig. 3.3.
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Figure 3.3: (a) Transmission of N information symbols on N subcarriers in time N/B; (b)
Transmission of 1 information symbol in 1/B time.

Previously, we have stated that the overall data rate is the same in multicarrier and
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single carrier modulation schemes. We may think that when compared to the SC mod-
ulation, the MC modulation is just an extremely complicated system without advantage
over a SC system (since both schemes have an overall data rate ofB symbols per second).
So, if from the symbol rate perspective, the MC system and the SC system are equivalent,
what advantages does the much more complex MC system has to offer?

In order to better understand the fundamental advantage of MC modulations, con-
sider a scenario in which the available bandwidth for transmission is B=1024 kHz. A SC
system will use the complete bandwidth of 1024 kHz, much greater then the coherence
bandwidth of the channel (i.e.,B ≥ BC), which is assumed to be approximately 200 to 300

kHz. In this conditions, since the bandwidth is much greater than the coherence band-
width, the channel is said to be frequency selective (different frequency components of
the signal experience different fading), which implies ISI in the time domain. Therefore,
an high bit rate SC digital signal experiences frequency selective fading and ISI occurs,
which may result in significant distortion since the symbols interfere with each other,
highly distorting the received signal and affecting the reliable detection of the symbols.
Now consider a MC system with the same available bandwidth for transmission but with
N = 256 subcarriers. In this case, the bandwidth of each subcarrier is B

N = 1024
256 = 4 kHz,

much less than the coherence bandwidth considered (i.e., BC ∼ 200−300� 4 kHz. Each
subcarrier will then experience frequency flat fading in the frequency domain, and no
ISI in the time domain will occur. So, what initially was a wideband radio channel, was
divided into several narrowband (ISI-free) subchannels for transmission in parallel.

In comparison with the SC scheme, the overall data rate remains unchanged. How-
ever, the much more complex implementation trade-off with a significant advantage: it
is possible to implement a ISI free reliable detection scheme at the receiver side. The nar-
rowband subcarriers experience flat fading in the frequency domain, as the bandwidth
is less then the coherence bandwidth. Hence, the major motivation behind MC mod-
ulations was to convert a frequency selective wideband channel into a non-frequency
selective channel. Nevertheless, it is important to note that if the implementation of a co-
herent modulator is significantly challenging, implementing a bank of N modulators can
get extremely complicated in hardware. Since the MC modulation requires a bank of N
modulators, proportional to the number of subcarriers. Hence, the modulation, coherent
demodulation, and synchronization requirements of the MC modulation scheme led to a
very complex system, very susceptible to loss of orthogonality and ICI.

3.4 OFDM Modulations

OFDM was initially proposed by R. Chang, in the year of 1966 [12]. His work presented
an approach for multiple transmission of signals over a band-limited channel, free of ISI.
By dividing the frequency selective channel in several frequency narrowband channels,
the smaller individual channels would be subjected to flat fading. With resort to the
Fourier transform, Chang was able to provide a method to guarantee the orthogonality
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amongst the parallel channels (or subcarriers), through the summation of sine and cosine.
The orthogonality between the subcarriers within a MC modulation is crucial since it has
been seen before, it allows to have parallel channel data transmission rates equivalent to
the bandwidth of the channel, corresponding to half the ideal Nyquist rate. However, due
to its complexity, Chang’s system was still hard to implement. The Fourier transforms
rely on oscillators whose phase and frequency have to be very precise. Moreover, as it
was shown before, the complexity of the MC scheme requires a bank of N modulators,
proportional to the number of subcarriers. If the implementation of a coherent modulator
is significantly challenging, implementing thousands of parallel subcarriers in hardware
is an extremely difficult, even with state-of-the-art technology. Hence, the modulation,
coherent demodulation, and synchronization requirements led to a very complex OFDM
analog system, known to be very susceptible to loss of orthogonality and ICI.

In the early 70’s, Weinstein and Ebert [13], proposed a technique that helped to solve
the complexity problem of implementing the N modulators and demodulators. With
resort to the discrete Fourier transform (DFT), they proposed a method to digitally im-
plement the baseband modulation and demodulation. This approach suppressed the
bank modulators and demodulators, highly simplifying the implementation and at the
same time ensuring the orthogonality between subcarriers. The DFT converts the infor-
mation symbols from the time domain to the frequency domain, and the output result
is a function of the sampling period TS and the number of sample points N . Each of
the N frequencies represented in the DFT is a multiple of the fundamental frequency
f0 = 1

NTS
, where the sampling time is given by TS = 1

sampling rate = 1
B , with the product

N ·TS corresponding to the total sample time. In its turn, the dual function IDFT converts
a signal defined by its frequency components to the corresponding time domain signal,
with the duration NTS . According to the well-known result from sampling theorem, a
bandlimited signal can be fully reconstructed from the samples at the receiver, as long
it is sampled at a rate twice the maximum frequency (Nyquist rate). In order to better
understand this, we will take the MC signal, or the MC composite signal y(t) defined by

y(t) =
N−1∑
k=0

Sk · ej2πk
B
N
t (3.7)

and sample it at rate a B. The uth sample is taken at

t = uTS =
u

B
, (3.8)

and therefore,

y(uTS) = x(u) =
∑
k

Sn · ej2πn
B
N
u
B =

∑
n

Sn · ej2πn
u
N (3.9)

where the left term of the above equation, x(u) represents the samples of the MC signal,
while the right term,

∑
n Sn · ej2πn

u
N represents the discrete Fourier transform (DFT) of
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S, this is, the DFT of the information symbol. So this powerful result by Weinstein and
Ebert [13], shows that there is no need to use N modulators and N demodulators. This
is very effective since in order to obtain the samples of the MC transmitted symbol, it is
just needed to take the N information symbols, and compute their DFT (assuming the
absence of noise).

The processing time can be reduced with resort to the fast Fourier transform (FFT),
and the inverse FFT (IFFT). The FFT is a key process to separate the carriers of an OFDM
signal. It was developed by Cooley and Tukey [14], and it consists on a very fast algo-
rithm for computing the DFT, capable of reducing the number of arithmetic operations
by decreasing the number of complex multiplications operations from N2 to N

2 log2N ,
for an N−point IDFT or DFT (with N representing the size of the FFT). This allows a
much more practical Fourier analysis since it simply samples the analog composite sig-
nal with an analog-to-digital converter (ADC), submitting the resulting samples to the
FFT process. The FFT operation at the receiver separates the signal components into the
N individual subcarriers and sorts all the signals to recreate the original data stream. On
the other hand, the individual digital modulated subcarriers are submitted to the IFFT
operation, which forms the composite signal to be transmitted. The IFFT is as a conver-
sion process from frequency domain into time domain, so the IFFT can be used at the
transmitter to converting frequency domain samples to time domain samples, and hence
generate the OFDM symbol.

The FFT is formally described as follows:

X(k) =
N−1∑
n=0

x(n)sin

(
2πkn

N

)
+ j

N−1∑
n=0

x(n)cos

(
2πkn

N

)
, (3.10)

where as its dual , IFFT is given by

x(n) =

N−1∑
n=0

X(k)sin

(
2πkn

N

)
− j

N−1∑
n=0

X(k)cos

(
2πkn

N

)
. (3.11)

The equations of the FFT and IFFT differ on the co-efficients they take and the minus sign.
Both equations do the same operation, i.e., multiply the incoming signal with a series of
sinusoids and separate them into bins. In fact, FFT and IFFT are dual and behave in a
similar way. Moreover, the IFFT and FFT blocks are interchangeable.

Fig. 3.4 illustrates how the use of the IFFT block in the transmitter avoids the need
of separate sinusoidal converters (note that IFFT and FFT blocks in the transmitter are
interchangeable as long as their duals are used in receiver).

3.4.1 Analytical Characterization of the OFDM Modulations

The complex envelope of an OFDM signal, given by (3.12), is characterized by a sum of
blocks (also referred as bursts), transmitted at a rate F ≥ 1

TB
. The duration of each block
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Figure 3.4: Transmission structure for multicarrier modulation with resort to the IFFT
block.

is TB ≥ T , in which T = 1
F denotes the duration of the payload part.

s(t) =
∑
m

[
N−1∑
k=0

S
(m)
k ej2πkFt

]
r(t−mTB), (3.12)

where S(m)
k represents the OFDM symbol transmitted on the kth subcarrier of a given

block m, in the frequency domain. Hence, the N data symbols {Sk; k = 0, ..., N − 1} are
sent during themth block, with the group of complex sinusoids {ej2πkFt; k = 0, ..., N −1}
denoting the N subcarriers. Let us consider the mth OFDM block. During the OFDM
block interval, the transmitted signal can be expressed as

s(m)(t) =
N−1∑
k=0

S
(m)
k r(t)ej2πkFt =

N−1∑
k=0

S
(m)
k r(t)ej2π

k
T
t, (3.13)

with the pulse shape, r(t), defined as

r(t) =

{
1, [−TG, T ]

0, otherwise,

where T = 1
F and TG ≥ 0 corresponds to the duration of the “guard interval” used

to compensate time-dispersive channels. Therefore r(t) is a rectangular pulse, with a
duration that should be greater then T (i.e., TB = T + TG ≥ T = 1

F ), to be able to deal
with the time-dispersive characteristics of the channels. The subcarrier spacing F = 1

T ,
guarantees the orthogonality between the subcarriers over the OFDM block interval. The
different subcarriers are orthogonal during the interval [0, T ], which coincides with the
effective detection interval, since

∫ T

0
|r(t)|2e−j2π(k−k′)Ftdt =

∫ T

0
e−j2π(k−k′)Ftdt =

{
1, k = k′,

0, k 6= k′.
(3.14)

Therefore, for each sampling instant, we may write (3.13) as

s(m)(t) =
N−1∑
k=0

Ske
j2πkFt, 0 ≤ t ≤ TB. (3.15)
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In spite of the overlap of the different subcarriers, the mutual influence among them
can be avoided. Under these conditions, the bandwidth of each subcarrier becomes small
when compared with the coherence bandwidth of the channel (i.e., the individual subcar-
riers experience flat fading, which allows simple equalization). This means that the sym-
bol period of the subcarriers must be longer than the delay spread of the time-dispersive
radio channel.

From (3.15), the mth block should take the form

s(m)(t) =
N−1∑
k=0

S
(m)
k ej2πkFt =

N−1∑
k=0

S
(m)
k e

j2π k
TB

t
=

N−1∑
k=0

S
(m)
k ej2πfkt, 0 ≤ t ≤ TB, (3.16)

where {S(m)
k ; k = 0, ..., N − 1} represents the data symbols of the mth burst, {ej2πfkt; k =

0, ..., N − 1} are the subcarriers, fk = k
TB

is the center frequency of the kth subcarrier. It is
also assumed that r(t) = 1 in the interval [−TG, T ].

By applying the inverse Fourier transform to both sides of (3.16), we obtain

S(f) = F{s(t)} =

N−1∑
k=0

S
(m)
k sinc

[(
f − k

TB

)]
, (3.17)

where the center frequency of the kth subcarrier is fk = k
TB

, with a subcarrier spacing of
1
TB

, that assures the orthogonality during the block interval (as stated by (3.14)).

Fig. 3.5 depicts the PSD of an OFDM signal, as well as the individual subcarrier
spectral shapes for N = 16 subcarriers and data symbols. As we can see from Fig. 3.5,
when the kth subcarrier PSD (fk = k

TB
) has a maximum the adjacent subcarriers have

zero-crossings, which achieve null interference between carriers and improves the overall
spectral efficiency.

Since the duration of each symbol is long, a guard interval is inserted between the
OFDM symbols to eliminate Inter-Block Interference (IBI). If this guard interval is a cyclic
prefix instead of a zero interval, it can be shown that Inter-Carrier Interference (ICI) can
be also avoided provided that only the useful part of the block is employed for detection
purposes [15]. Therefore, the equation (3.16) is a periodic function in t, with period TB ,
and the complex envelope associated to the guard period can be regarded as a repetition
of the multicarrier blocks’s final part, as exemplified in Fig. 3.6. Thus, it is valid to write

s(t) = s(t+ T ), −TG ≤ t ≤ 0. (3.18)

Consequently, the guard interval is a copy of the final part of the OFDM symbol which
is added to the beginning of the transmitted symbol, making the transmitted signal peri-
odic. The cyclic prefix, transmitted during the guard interval, consists of the end of the
OFDM symbol copied into the guard interval, and the main reason to do that is on the
receiver that integrates over an integer number of sinusoid cycles each multipath when
it performs OFDM demodulation with the FFT [14]. The guard interval also reduces the
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sensitivity to time synchronization problems.

3.4.2 Transmission Structure

Let us now focus on the transmission of the OFDM signal, where to simplify it is assumed
a noiseless transmission case. Since it is a MC scheme, the incoming high data rate is split
intoN streams of much lower rate by a serial/parallel converter. The parallel information
bits are then modulated with a given digital modulation format, forming the symbols.
The data is therefore transmitted by blocks of N complex data symbols with {Sk; k =

0, ..., N − 1} being chosen from a selected constellation (for example, a PSK constellation,
or a QAM). The N individual digital modulated symbols are then submitted to an IFFT
operation in order to convert the frequency domain samples to time domain. The output
corresponds to the OFDM symbol of (3.16), and if we sample the OFDM signal with a
interval of Ta = T

N we get the samples

s(m)
n ≡ s(t)(m)|t=nTa = s(t)δ(t− nTa) =

N−1∑
k=0

S
(m)
k ej2π

k
T
nTa , n = 0, 1, ..., N − 1, (3.19)

where F = 1
T . Consequently, (3.19) can be written as

s(m)
n =

N−1∑
k=0

S
(m)
k ej

2πkn
N = IDFT{Sk}, n = 0, 1, ..., N − 1. (3.20)

Hence, referring to themth block, {s(m)
n ;n = 0, ..., N−1} = IDFT{S(m)

k ; k = 0, ..., N−1}.
The IDFT operation can be implemented through a IFFT which is more computational
efficient. At the output of the IFFT, a cyclic prefix of NG samples, is inserted at the begin-
ning of each block of N IFFT coefficients. It consists in a time-domain cycle extension of
the OFDM block, with size larger than the channel impulse response (i.e, the NG samples
assure that the CP length is equal or greater than the channel length). The cycle prefix
is appended between each block, in order to transform the multipath linear convolution
in a circular one. Thus, the transmitted block is {sn;n = −NG, ..., N − 1}, and the time
duration of an OFDM symbol is NG + N times larger than the symbol of a SC modu-
lation. Clearly, the CP is an overhead that costs power and bandwidth since it consists
of additional redundant information data. Therefore, the resulting sampled sequence is
described by

s(m)
n =

N−1∑
k=0

S
(m)
k ej

2πkn
N , n = −NG, 1, ..., N − 1. (3.21)

After a parallel to serial conversion, this sequence is applied to a Digital-to-Analog Con-
verter (DAC), whose output would be the signal s(t). The signal is upconverted and
sent through the channel. The resulting IDFT samples are then submitted to a digital-to-
analog conversion operation performed by a DAC. Fig. 3.7 illustrates a simple OFDM
transmission chain block diagram.
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Figure 3.7: Basic OFDM transmission chain.

3.4.3 Reception Structure

At the channel output (after the RF down conversion), the received signal waveform y(t)

consists on the convolution of s(t) with the channel impulse response, h(τ, t), plus the
noise signal n(t), i.e.,

y(t) =

∫ +∞

−∞
s(t− τ)h(τ, t)dτ + n(t). (3.22)

The received signal y(t) is then submitted to an Analog-to-Digital Converter (ADC), and
sampled at a rate Ta = T

N . The resulting sequence yn consists in a set of N + NG sam-
ples, with the NG samples being extracted before the demodulation operation. The re-
maining samples {yn;n = 0, ..., N − 1} are demodulated through the DFT (performed
by a FFT algorithm) to convert each block back to the frequency domain, followed by
the baseband demodulation. For a given block, the resulting frequency domain signal
{Yk; k = 0, ..., N − 1}, will be

Yk =
N−1∑
k=0

yne
−j 2πkn

N , k = 0, 1, ..., N − 1. (3.23)

The OFDM signal detection is based on signal samples spaced by a period of duration
T . Due to multipath propagation, the received data bursts overlap leading to a possible
loss of orthogonality between the subcarriers, as showed in Fig. 3.8(a). However, with
resort to a CP of duration TG (greater than overall channel impulse response), the over-
lapping bursts in received samples during the useful interval are avoided, as shown in
Fig. 3.8(b). Since IBI can be prevented through the CP inclusion, each subcarrier can be
regarded individually.

The OFDM receiver structure is implemented employing an N size DFT as shown in
Fig. 3.9. Assuming flat fading on each subcarrier and null ISI, the received symbol is
characterized in the frequency-domain by

Yk = HkSk +Nk, k = 0, 1, ..., N − 1, (3.24)

where Hk denotes the overall channel frequency response for the kth subcarrier and Nk

represents the additive Gaussian channel noise component.

On the other hand, the frequency-selective channel’s effect, as the fading caused by
multipath propagation, can be considered constant (flat) over an OFDM subcarrier if it
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Figure 3.9: OFDM Basic FDE structure block diagram with no space diversity.
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has a narrow bandwidth (i.e., when the number of sub-channels is sufficiently large).
Under these conditions, the equalizer only has to multiply each detected subcarrier (each
Fourier coefficient) by a constant complex number. This makes equalization far simpler at
the OFDM receiver when compared to the conventional single-carrier modulation case.
Additionally, from the computation’s point of view, frequency-domain equalization is
simpler than the corresponding time-domain equalization, since it only requires an FFT
and a simple channel inversion operation. After acquiring the Yk samples, the data sym-
bols are obtained by processing each one of theN samples (in the frequency domain) with
a Frequency-Domain Equalization (FDE), followed by a decision device. Consequently,
the FDE is a simple one-tap equalizer [9]. Hence, the channel distortion effects (for an
uncoded OFDM transmission) can be compensated by the receiver depicted in Fig. 3.9,
where the equalization process can be accomplished by a FDE optimized under the ZF
criterion, with the equalized frequency-domain samples at the kth subcarrier given by

S̃k = FkYk. (3.25)

ˆ{ }kS
Decision 
Device

DFT X

DFT X

∑
( ){ }RxN

kY

(1){ }ny

( ){ }RxN
ny

(1){ }kY

(1){ }kF

( ){ }RxN
kF

{ }kS

Rx

Rx

Figure 3.10: OFDM receiver structure with a NRx-branch space diversity.

In (3.25) S̃k represents the estimated data symbols which are acquired with the set of
coefficients {Fk; = k = 0, 1, ..., N − 1}, expressed by

Fk =
1

Hk
=

H∗k
|Hk|2

. (3.26)

Naturally, the decision on the transmitted symbol in a subcarrier k can be based on S̃k.

Let us consider the case in which we have NRx-order space diversity. In Fig. 3.10 a
Maximal-Ratio Combining (MRC) [16] diversity scheme is implemented for each subcar-
rier k. Therefore, the received sample for the lth receive antenna and the kth subcarrier is
denoted by

Y
(l)
k = SkH

(l)
k +N

(l)
k , (3.27)

with H(l)
k denoting the overall channel frequency response between the transmit antenna
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and the lth receive antenna for the kth frequency, Sk denoting the frequency-domain of
the transmitted blocks and N

(l)
k denoting the corresponding channel noise. The set of

equalized samples {S̃k; k = 0, 1, . . . , N − 1}, are

S̃k =

NRx∑
l=1

F
(l)
k Y

(l)
k , (3.28)

where {F (l)
k ; k = 0, 1, . . . , N − 1} is the set of FDE coefficients related to the lth diversity

branch, denoted by

F
(l)
k =

H
(l)∗
k

NRx∑
l′=1

∣∣∣H(l′)
k

∣∣∣2 . (3.29)

Finally, by applying (3.27) and (3.29) to (3.28), the corresponding equalized samples
can then be given by

S̃k = Sk +

NRx∑
l=1

H
(l)∗
k

NRx∑
l′=1

∣∣∣H(l′)
k

∣∣∣2N
(l)
k . (3.30)

3.5 SC-FDE Modulations

One drawback of the OFDM modulation is the high envelope fluctuations of transmitted
signal. Consequently, these signals are more susceptible to nonlinear distortion effects
namely those associated to a nonlinear amplification at the transmitter, resulting in a low
power efficiency. This major constraint is even worse in the uplink since more expensive
amplifiers and higher power back-off are required at the mobile.

Instead, when a SC modulation is employed with the same constellation symbols,
the envelope fluctuations of the transmitted signal will be much lower. Thus, SC mod-
ulations are especially adequate for the uplink transmission (i.e., transmission from the
mobile terminal to the base station), allowing cheaper user terminals with more efficient
high-power amplifiers. Nevertheless, if conventional SC modulations are employed in
digital communications systems requiring transmission bit rates of Mbits/s, over severely
time-dispersive channels, high signal distortion levels can arise. Therefore, the transmis-
sion bandwidth becomes much higher than the channels’s coherence bandwidth. As
consequence, high complexity receivers will be required to overcome this problem [9].

3.5.1 Transmission Structure

In a SC-FDE modulation, data is transmitted in blocks of N useful modulation sym-
bols {sn;n = 0, ..., N − 1}, resulting from a direct mapping of the original data into a
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selected signal constellation, for example QPSK. Posteriorly, a cyclic prefix with length
longer that the channel impulse response is appended, resulting the transmitted signal
{sn;n = −NG, ..., N − 1}. The transmission structure of an SC-FDE scheme is shown in
Fig. 3.11. As we can see the transmitter is quite simple since it does not implements a
DFT/IDFT operation. The discrete versions of in-phase (sIn) and quadrature (sQn ) com-
ponents, are then converted by a DAC onto continuous signals sI(t) and sQ(t), which are
then combined to generate the transmitted signal

s(t) =
N−1∑

n=−NG

snr(t− nTS), (3.31)

where r(t) is the support pulse and TS denotes the symbol period.

Map. Insert 
CP

Channel

{ }ns { }CP
nsInput bitsdata

Noise

Remove 
CP

{ }ny

Figure 3.11: Basic SC-FDE transmitter block diagram.

3.5.2 Receiving Structure

The received signal is sampled at the receiver and the CP samples are removed, leading
in the time-domain the samples {yn;n = 0, ..., N − 1}. As with OFDM modulations, after
a size-N DFT results the corresponding frequency-domain block {Yk; k = 0, ..., N − 1},
with Yk given by

Yk = HkSk +Nk, k = 0, 1, ..., N − 1, (3.32)

where Hk denotes the overall channel frequency response for the kth frequency of the
block, andNk represents channel noise term in the frequency-domain. The receiver struc-
ture is depicted in Fig. 3.12. After the equalizer, the frequency-domain samples referring
to the kth subcarrier, S̃k, are given by

S̃k = FkYk. (3.33)

For a Zero-Forcing (ZF) equalizer the coefficients Fk are given by (3.26), i.e.,

Fk =
1

Hk
=

H∗k
|Hk|2

. (3.34)

From (3.34) and (3.32), we may write (3.33) as

S̃k = FkYk =
Yk
Hk

= Sk +
Nk

Hk
= Sk + εk. (3.35)

This means that the channel will be completely inverted. However, in the presence
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Figure 3.12: Basic SC-FDE receiver block diagram.

of a typical frequency-selective channel, deep notches in the channel frequency response
will cause noise enhancement problems, and as a consequence, there can be a reduction
of the Signal-to-Noise Ratio (SNR). This can be avoided by the optimization of the Fk co-
efficients under the MMSE criterion. Although the MMSE does not attempt to fully invert
the channel effects in the presence of deep fades, the optimization of the Fk coefficients
under the MMSE criterion allows to minimize the combined effect of ISI and channel
noise, allowing better performances. The Mean-Square Error (MSE), in time-domain, can
be described by

Θ(k) =
1

N2

N−1∑
k=0

Θk, (3.36)

where
Θk = E

[∣∣∣S̃k − Sk∣∣∣2] = E
[
|YkFk − Sk|2

]
. (3.37)

The minimization of Θk in order to Fk, requires the MSE minimization for each k , which
corresponds to impose the following condition,

minFk
(
E
[
|YkFk − Sk|2

])
, k = 0, 1, ..., N − 1, (3.38)

which results in the set of optimized FDE coefficients {Fk; k = 0, 1, ..., N − 1} [17]

Fk =
H∗k

α+ |Hk|2
. (3.39)

In (3.39) α denotes the inverse of the SNR, given by

α =
σ2
N

σ2
S

, (3.40)

where σ2
N =

E[|Nk|2]
2 stands for the variance of the real and imaginary parts of the channel

noise components {Nk; k = 0, 1, ..., N − 1}, and σ2
S =

E[|Sk|2]
2 represents the variance of

the real and imaginary parts of the data samples components {Sk; k = 0, 1, ..., N − 1}.
The term α can be seen as a noise-dependent term that avoids noise enhancement effects
for very low values of the channel frequency response. The equalized samples in the
frequency-domain {S̃k; k = 0, 1, ..., N−1}, must be converted to the time-domain through
an IDFT operation, and the decisions on the transmitted symbols are made uppon the
resulting equalized samples {s̃n;n = 0, 1, ..., N − 1}.
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It is possible to extend the SC-FDE receiver for space diversity scenarios. Fig. 3.13
shows a SC-FDE receiver structure with an NRx-branch space diversity, where a MRC
combiner is applied to each subcarrier k.
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Figure 3.13: Basic SC-FDE receiver block diagram with an NRx-order space diversity.

Considering theNRx-order diversity receiver, the equalized samples at the FDE’s out-
put, are given by

S̃k =

NRx∑
l=1

F
(l)
k Y

(l)
k (3.41)

where {F (l)
k ; k = 0, 1, . . . , N − 1} is the set of FDE coefficients related to the lth diversity,

which are given by

F
(l)
k =

H
(l)∗
k

α+

NRx∑
l′=1

∣∣∣H(l′)
k

∣∣∣2 , (3.42)

with α = 1
SNR .

3.6 Comparative Analysis Between OFDM and SC-FDE

In order to compare OFDM and SC-FDE, refer to the transmission chains of both mod-
ulation systems, depicted in Fig. 3.14. Clearly, the transmission chains for OFDM and
SC-FDE are essentially the same, except in the place where is performed the IFFT oper-
ation. In the OFDM, the IFFT is placed at the transmitter side to divide the data in dif-
ferent parallel subcarriers. For the SC-FDE, the IFFT is placed in the receiver to convert
into the time-domain the symbols at the FDE output. Although the lower complexity
of the SC-FDE transmitter (it does not need the IDFT block), it requires a more com-
plex receiver than OFDM. Consequently, from the point of view of overall processing
complexity (evaluated in terms of the number of DFT/IDFT blocks), both schemes are
equivalent [18]. Moreover, for the same equalization effort, SC-FDE schemes have better
uncoded performance and lower envelope fluctuations than OFDM.
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Figure 3.14: Basic transmission chain for OFDM and SC-FDE.

Fig. 3.15 presents a example of the performance results regarding uncoded OFDM
modulations and uncoded SC-FDE modulations with ZF and MMSE equalization, for
QPSK signals. The blocks are composed by N = 256 data symbols with a cycle prefix
of 32 symbols. For simulation purposes, we consider a severely time dispersive channel
with 32 equal power taps, with uncorrelated rayleigh fading on each tap.

Without channel coding, the performance of the OFDM is very close to SC-FDE with
ZF equalization. Moreover, SC-FDE has better uncoded performance under the same
conditions of average power and complexity demands [19]. It should be noted that these
results can not be interpreted as if OFDM has poor performance, since the OFDM is
severely affected by deep-faded subcarriers. Therefore, when combined with error cor-
rection codes, OFDM has a higher gain code when compared with SC-FDE [19]. Moreover,
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Figure 3.15: Performance result for uncoded OFDM and SC-FDE.
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OFDM symbols are affected by strong envelope fluctuations and excessive PMEPR (Peak-
to-Mean Envelope Power Ratio) which causes difficulties related to power amplification
and requires the use of linear amplification at the transmitter. On the other hand, the
lower envelope fluctuation of SC signals allows a more efficient amplification. This is a
very important aspect for the uplink transmission, where it is desirable to have low-cost
and low-consumption power amplifiers. For downlink transmission, since that the im-
plementation complexity is gathered at the base stations where the costs and high power
consumption are not major constraints, the OFDM schemes are a good option. Consid-
ering that both schemes are compatible, it is possible to have a dual-mode system where
the user terminal employs an SC-FDE transmitter and a OFDM receiver, while the base
station employs an OFDM transmitter and an SC-FDE receiver. Obviously, from Fig.
3.14, it becomes clear that this approach allows very low complexity mobile terminals
the simpler SC transmissions and MC reception schemes.

3.7 DFE Iterative Receivers

Previously, it was shown that block transmission techniques, with appropriate cyclic pre-
fixes and employing FDE techniques, are suitable for high data rate transmission over
severely time dispersive channels. Typically, the receiver for SC-FDE schemes is a linear
FDE, however, it is well-known that nonlinear equalizers outperform linear ones [9] [20]
[21]. Among nonlinear equalizers the Decision Feedback Equalizer (DFE), is a popular
choice since it provides a good tradeoff between complexity and performance. Clearly,
the previously described SC-FDE receiver is a linear FDE. Therefore, it would be desirable
to design nonlinear FDEs, namely a DFE FDE. An efficient way of doing this is by replac-
ing the linear FDE by an Iterative Block-Decision Feedback Equalizer (IB-DFE). IB-DFE
is a promising iterative FDE technique, for SC-FDE. The IB-DFE receiver can be envis-
aged as an iterative FDE receiver where the feedforward and the feedback operations
are implemented in the frequency domain. Due to the iteration process it tends to offer
higher performance than non-iterative receiver. These receivers can be regarded as low-
complexity turbo FDE schemes [22], [23], where the channel decoder is not involved in
the feedback. True turbo FDE schemes can also be designed based on the IB-DFE concept
[24], [25]. In this section, we present a detailed study on schemes employing iterative
frequency domain equalization.

3.7.1 IB-DFE Receiver Structure

Although a linear FDE leads to good performance for OFDM schemes, the performance
of SC-FDE can be improved if the linear FDE is replaced by an IB-DFE [20]. The receiver
structure is depicted in Fig. 3.16 [21], [26].

In the case where a NRx-order space diversity IB-DFE receiver is considered, for the
ith iteration, the frequency-domain block at the output of the equalizer is {S̃(i)

k ; k =
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0, 1, . . . , N − 1}, with

S̃
(i)
k =

NRx∑
l=1

F
(l,i)
k Y

(l)
k −B

(i)
k Ŝ

(i−1)
k , (3.43)

where {F (l,i)
k ; k = 0, 1, . . . , N − 1} are the feedforward coefficients associated to the lth

diversity antenna and {B(i)
k ; k = 0, 1, . . . , N−1} are the feedback coefficients. {Ŝ(i−1)

k ; k =

0, 1, . . . , N − 1} is the DFT of the block {ŝ(i−1)
n ;n = 0, 1, . . . , N − 1}, with ŝn denoting the

“hard decision” of sn from the previous FDE iteration. Considering an IB-DFE with “hard
decisions”, it can be shown that the optimum coefficients Bk and Fk that maximize the
overall SNR, associated to the samples S̃k, are [21]

B
(i)
k = ρ

(
NRx∑
l=1

F
(l,i)
k H

(l)
k − 1

)
, (3.44)

and

F
(l,i)
k =

κH
(l)∗
k

α+

(
1−

(
ρ(i−1)

)2
)NRx∑
l′=1

∣∣∣H(l′)
k

∣∣∣2 , (3.45)

respectively, where ρ denotes the so called correlation factor, α = E[|N (l)
k |2]/E[|Sk|2]

(which is common to all data blocks and diversity branches), and κ selected to guarantee
that

1

N

N−1∑
k=0

NRx∑
l=1

F
(l,i)
k H

(l)
k = 1. (3.46)

Although the term “IB-DFE with hard decisions” is often referred, the term “IB-DFE with
blockwise soft decisions” would probably be more adequate, as we will see in the following.
It can be seen from (3.44) and (3.45), that the correlation factor ρ(i−1) is a key parameter for
the good performance of IB-DFE receivers, since it gives a blockwise reliability measure
of the estimates employed in the feedback loop (associated to the previous iteration). This
is done in the feedback loop by taking into account the hard decisions for each block plus
the overall block reliability, which reduces error propagation problems. The correlation
factor ρ(i−1) is defined as

ρ(i−1) =
E[ŝ

(i−1)
n s∗n]

E[|sn|2]
=
E[Ŝ

(i−1)
k S∗k ]

E[|Sk|2]
, (3.47)

where the block {ŝ(i−1)
n ;n = 0, 1, . . . , N − 1} denotes the data estimates associated to

the previous iteration, i.e., the hard decisions associated to the time-domain block at the
output of the FDE, {s̃(i)

n ;n = 0, 1, . . . , N − 1} = IDFT {S̃(i)
k ; k = 0, 1, . . . , N − 1}.

For the first iteration, no information exists about sn, which means that ρ = 0, B(0)
k =

0, and F (0)
k coefficients are given by (3.39) (in this situation the IB-DFE receiver is reduced
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to a linear FDE). After the first iteration, the feedback coefficients can be applied to re-
duce a major part of the residual interference (considering that the residual Bit Error Rate
(BER) does not assume a high value). After several iterations and for a moderate-to-high
SNR, the correlation coefficient will be ρ ≈ 1 and the residual ISI will be almost totally
canceled. In Fig. 3.17 is shown the average BER performance evolution for a fading chan-
nel. It refers to a transmission system with SC uncoded modulation, employing an IB-
DFE receiver with 1, 2, 3 and 4 iterations. For comparative purposes, the corresponding
performances of the MFB (Matched Filter Bound) and Additive White Gaussian Noise
(AWGN) channel are also included.
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Figure 3.17: Uncoded BER perfomance for an IB-DFE receiver with four iterations.

From the results, we can see that the Eb/N0 required for BER=10−4 is around 15.5

dB for the 1st iteration (that corresponds to the linear SC-FDE), decreasing to 11 dB after
only three iterations, being clear that the use of the iterative receiver allows a significative
performance improvement. Also, the asymptotic BER performance becomes close to the
MFB after a few iterations.

It should be noted that (3.43) can be written as

S̃
(i)
k =

NRx∑
l=1

F
(l,i)
k Y

(l)
k −B

′(i)
k S

(i−1)
k,Block, (3.48)

where B
′(i)
k = B

(i)
k /ρ(i−1) and S

(i−1)
k,Block = ρ(i−1)Ŝ

(i−1)
k (as stated before, ρ(i−1) can be con-

sidered as the blockwise reliability of the estimates {Ŝ(i−1)
k ; k = 0, 1, . . . , N − 1}).
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3.7.2 IB-DFE with Soft Decisions

To improve the IB-DFE performance it is possible to use “soft decisions”, s(i)
n , instead of

“hard decisions”, ŝ(i)
n . Under these conditions, the “blockwise average” is replaced by

“symbol averages” [25]. This can be done by using {S(i−1)
k,Symbol; k = 0, 1, . . . , N − 1}= DFT

{s(i−1)
n,Symbol;n = 0, 1, . . . , N−1} instead of {S(i−1)

k,Block; k = 0, 1, . . . , N−1}= DFT {s(i−1)
n,Block;n =

0, 1, . . . , N − 1}, where s(i−1)
n,Symbol denotes the average symbol values conditioned to the

FDE output from previous iteration, s̃(i−1)
n . To simplify the notation, s(i−1)

n,Symbol is replaced

by s(i−1)
n in the following equations.

For QPSK constellations, the conditional expectations associated to the data symbols
for the ith iteration are given by

s(i)
n = tanh

(
L
I(i)
n

2

)
+ j tanh

(
L
Q(i)
n

2

)
= ρInŝ

I
n + jρQn ŝ

Q
n , (3.49)

with the LLRs (Log-Likelihood Ratio) of the “in-phase bit" and the “quadrature bit", asso-
ciated to sIn and sQn , respectively, given byLI(i)n = 2

σ2
i
s̃
I(i)
n andLQ(i)

n = 2
σ2
i
s̃
Q(i)
n , respectively,

with

σ2
i =

1

2
E[|sn − s̃(i)

n |2] ≈ 1

2N

N−1∑
n=0

|ŝ(i)
n − s̃(i)

n |2, (3.50)

where the signs of LIn and LQn define the hard decisions ŝIn = ±1 and ŝQn = ±1, respec-
tively. In (3.49), ρIn and ρQn denote the reliabilities related to the “in-phase bit" and the
“quadrature bit" of the nth symbol, and are given by

ρI(i)n = E[sInŝ
I
n]/E[|sIn|2] =

∣∣∣∣∣tanh

(
L
I(i)
n

2

)∣∣∣∣∣ (3.51)

and

ρQ(i)
n = E[sQn ŝ

Q
n ]/E[|sQn |2] =

∣∣∣∣∣tanh

(
L
Q(i)
n

2

)∣∣∣∣∣ , (3.52)

respectively. Therefore, the correlation coefficient employed in the feedforward coeffi-
cients will be given by

ρ(i) =
1

2N

N−1∑
n=0

(ρI(i)n + ρQ(i)
n ). (3.53)

Obviously, for the first iteration ρI(0)
n = ρ

Q(0)
n = 0 and, consequently, sn = 0. Therefore,

the receiver with "blockwise reliabilities" (hard decisions), and the receiver with "symbol
reliabilities" (soft decisions), employ the same feedforward coefficients; however, in the
first the feedback loop uses the "hard-decisions" on each data block, weighted by a com-
mon reliability factor, whereas in the second the reliability factor changes from bit to bit.
From the performances results showed in Fig. 3.18, we observe clear BER improvements
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when we employ “soft decisions” instead of “hard decisions” in IB-DFE receivers.
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Figure 3.18: Improvements in uncoded BER perfomance accomplished by employing
“soft decisions" in an IB-DFE receiver with four iterations.

The IB-DFE receiver can be implemented in two different ways, depending whether
the channel decoding output outside or inside the feedback loop. In the first case the
channel decoding is not performed in the feedback loop, and this receiver can be re-
garded as a low complexity turbo equalizer implemented in the frequency domain. Since
this is not a true “turbo" scheme, we will call it “Conventional IB-DFE". In the second
case the IB-DFE can be regarded as a turbo equalizer implemented in the frequency do-
main and therefore we will denote it as “Turbo IB-DFE". For uncoded scenarios it only
makes sense to employ conventional IB-DFE schemes. However, it is important to point
out that in coded scenarios we could still employ a “Conventional IB-DFE" and perform
the channel decoding procedure after all the iterations of the IB-DFE. However, since
the gains associated to the iterations are very low at low-to-moderate SNR values, it is
preferable to involve the channel decoder in the feedback loop, i.e., to use the “Turbo
IB-DFE".

3.7.3 Turbo FDE Receiver

The most common way to perform detection in digital transmission systems with channel
coding, is to consider separately the channel equalization and channel decoding opera-
tions. However, using a different approach in which both operations are executed in con-
junction, it is possible to achieve better performance results. This can be done employing
turbo-equalization systems where channel equalization and channel decoding processes
are repeated in a iterative way, with “soft decisions” being traversed through them. Turbo
equalizers were firstly proposed for time-domain receivers. However, turbo equalizers
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can be implemented in the frequency-domain that, as conventional turbo equalizers, use
“soft decisions” from the channel decoder output in the feedback loop.

The main difference between “Conventional IB-DFE" and “Turbo IB-DFE" is in the
decision device: in the first case the decision device is a symbol-by-symbol soft-decision
(for QPSK constellation this corresponds to the hyperbolic tangent, as in (3.49)); for the
turbo IB-DFE a SISO channel decoder (Soft-In, Soft-Out) is employed in the feedback
loop. The SISO block can be implemented as defined in [27], and provides the LLRs of
both the “information bits" and the “coded bits". The input of the SISO block are the LLRs
of the “coded bits" at the FDE output, given by LI(i)n and L

Q(i)
n . It should be noted that

the data bits must be encoded, interleaved and mapped into symbols before transmission.
The receiver scheme is illustrated in Fig. 3.19. At the receiver side the equalized samples
are demapped by a soft demapper followed by a deinterleaver providing the LLRs of
the “coded bits” to the SISO channel decoder. The SISO operation is proceeded by a
interleaver and after that a soft mapper provides the desired “soft decisions”.

Soft Demapper SISO Interleaver Soft Mapper

{ }kS { }kS
Deinterleaver

Figure 3.19: SISO channel decoder soft decisions
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4
Approaching the Matched Filter

Bound

In the previous chapter it was shown that OFDM and SC-FDE block transmissions com-
bined with frequency-domain detection schemes have been shown to be suitable for high
data rate transmission over severely time-dispersive channels. Both modulations employ
FDE at the receiver, whose implementation can be very efficient since the DFT/IDFT op-
erations can be performed using the FFT algorithm. The receiver complexity is almost
independent of the channel impulse response, making them suitable for severely time-
dispersive channels [19], [28]. Due to the lower envelope fluctuations of the transmit-
ted signals, SC-FDE schemes are especially appropriate for the uplink transmission (i.e.,
the transmission from the mobile terminal to the base station), and OFDM schemes are
preferable for the downlink transmission due to lower signal processing requirements at
the receivers [19], [28]. It has been shown that the IB-DFE, an iterative FDE technique
for SC-FDE, can be regarded as low-complexity turbo FDE schemes where the channel
decoder is not involved in the feedback.

Although the performance evaluation of these systems has been studied in several
papers, the conditions for which the performance can be very close to the MFB for some
channels, were not studied yet. In [21], it was observed that the asymptotic performance
of IB-DFE schemes can be sometimes very close to the MFB, but in other cases it is rel-
atively far from it. Hence, it was not clear under which circumstances the performance
can be close to the MFB. Therefore, the major motivation behind this study is to investi-
gate how the performance of these systems can approach the MFB, in both uncoded and
coded scenarios. For uncoded scenarios it is possible to present analytical MFB results.
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On the other hand, for coded scenarios the situation is much more difficult due to the
lack of closed formulas for the BER performance. For this reason, the performance study
was done with resort to simulations (in this case with convolutional codes, but that also
applies to other coding schemes). This work is concentrated on Rayleigh fading chan-
nels, which are widely used and where it is possible to obtain analytical MFB formulas
for the uncoded case. For comparison purposes, it is also included a study concerning
Nakagami channels. Essentially, the conclusions drawn for Rayleigh fading scenarios are
valid for other fading models, especially when the number of relevant multipath compo-
nents is moderate or high.

This chapter presents a study on the impact of the number of multipath components,
and the diversity order, on the asymptotic performance of OFDM and SC-FDE, in dif-
ferent channel coding schemes. It is shown that for an high number of separable mul-
tipath components the asymptotic performance of both schemes approaches the MFB,
even without diversity. With diversity the performance approaches the MFB faster, with
a small number of separable multipath components. It was also observed that the SC-
FDE has an overall performance advantage over the OFDM option, especially when em-
ploying the IB-DFE with turbo equalization and for high code rates.

4.1 Matched Filter Bound

It is well-known that the maximum likelihood receiver (MLR), represents the best pos-
sible receiver since it minimizes the probability of erroneous detection of a transmitted
symbol. Considering that a sequence of data symbols is transmitted from a single source,
and assuming the existence of ISI and gaussian noise, then the MLR consists of a matched
filter followed by a sampler and a maximum likelihood sequence estimator implemented
with resort to the Viterbi algorithm [9] [29]. If diversity is employed, the MLR consists
of a bank of matched filters, one for each source, for each diversity branch. In this case,
the outputs corresponding to each source being summed over all diversity branches. It is
then followed by the bank of samplers (one sampler corresponding to each source), and
a vector form of the maximum likelihood sequence estimator. It is difficult to analyse
the performance of a maximum likelihood receiver due to its complexity, and as a con-
sequence the exact calculation of the bit error probability of MLSE is a quite harsh task
to accomplish. Notwithstanding, for uncoded transmission, a limit on the best attain-
able performance of a receiver operating in fading channels, is given by the probability
of error obtained assuming perfect equalization (i.e.,the bit-error-rate achieved when the
equalizer is capable of canceling all interference components). It consists on a theoret-
ically optimal performance (not achievable in practice), and is called the matched filter
bound [30]. Therefore, the MFB represents the best possible error performance for a given
receiver, and is obtained by assuming that just one symbol is transmitted, hence interfer-
ence from neighboring symbols is avoided. As a consequence, there is no lSI, only addi-
tive noise. In these conditions, the optimum ML receiver is composed of a filter matched

60



4. APPROACHING THE MATCHED FILTER BOUND 4.1. Matched Filter Bound

to h[k] and a decision can be made on the basis of the matched filter output at time k= 0.

4.1.1 Approaching the Matched Filter Bound

The MFB performance is defined as

Pb,MFB = E

Q

√√√√2Eb

N0

1

N

N−1∑
k=0

|Hk|2
 , (4.1)

and for a NRx-order space diversity, is written as

Pb,MFB = E

Q

√√√√2Eb

N0

1

N

N−1∑
k=0

NRx∑
l=1

∣∣∣H(l)
k

∣∣∣2
 , (4.2)

where the expectation is over the set of channel realizations (it is assumed thatE[|H(l)
k |2 =

1]).

Now, for the particular case in which a single ray is transmitted between the trans-
mitter and each receiver antenna, the channel is known to exhibit a Rayleigh flat fading
with the performance being given by [9]

Pb,Ray =

(
1− µ

2

)NRx NRx−1∑
l=0

(
NRx − 1 + l

l

)(
1 + µ

2

)l
, (4.3)

with

µ =

√√√√ Eb
N0

1 + Eb
N0

. (4.4)

However, for the general case in which different rays with different powers are consid-
ered, the calculation of the MFB is more complex. The analytical expressions for obtain-
ing the MFB in uncoded scenarios when we have multipath propagation and diversity
are presented in the following.

4.1.2 Analytical Computation of the MFB

Here is presented an analytical approach to obtain the MFB using an approach similar
to [31]. The analytical computation of the MFB only applies to the uncoded case. For
the coded case it is very difficult to obtain analytical BER expressions (even for an ideal
AWGN channel), since that there are not closed formulas for the BER performance, and
as a consequence the MFB needs to be computed by simulation. Consider the case of
a transmission over a multipath Rayleigh fading channel with NRx diversity branches,
where all branches can have different fading powers or can be correlated. Assuming
a discrete multipath channel for each diversity branch l, composed of Ul discrete taps,
where the magnitude of each tap i has a mean square value of Ω2

i,l, the channel response,
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at time t, to a pulse applied at t-τ , can be modeled as

cl (τ, t) =

Ul∑
i=1

αi,l (t) δ (τ − τi,l) , l = 1...NRx, (4.5)

with αi,l (t) being a zero-mean complex Gaussian random process, τi,l the respective de-
lay (assumed constant) and δ(t) is the Dirac function. For the derivation of the MFB, it
is assumed the transmission of one pulse s · g(t), where s is a symbol of a QPSK con-
stellation and g(t) is the impulse response of the transmit filter. Assuming a slowly time-
varying channel, the sum of the sampled outputs, from the matched filters of the diversity
branches, can be written as

y (t = t0) = s ·
NRx∑
l=1

Ul∑
i=1

Ul∑
i′=1

αi,lα
∗
i′,lR

(
τi,l − τi′,l

)
+

NRx∑
l=1

νl, (4.6)

where νl represents AWGN samples with power spectral density N0 and R (τ) is the
autocorrelation function of the transmit filter. The instantaneous SNR is given by SNR =
2Eb
N0
κ, where Eb denotes the average bit energy and κ is defined as

κ =

NRx∑
l=1

Ul∑
i=1

Ul∑
i′=1

αi,lα
∗
i′,lR

(
τi,l − τi′,l

)
= zHΣz. (4.7)

In (4.7), z represents a Utotal × 1 (with Utotal =
∑NRx

l=1 Ul) vector containing the random
variables αi,l and zH denotes the conjugate transpose of z. Σ is a Utotal×Utotal Hermitian
matrix constructed as

Σ =



R1 · · · 0

...
. . .

...

0 · · · RNRx


, (4.8)

where Rl is a matrix associated to the lth diversity branch, defined as

Rl =


R (0) · · · R (τUl,l − τ1,l)

...
. . .

...
R (τ1,l − τUl,l) · · · R (0)

 . (4.9)

For a QPSK constellation the instantaneous BER can be written as

Pb (κ) =
1

2
erfc

(√
Eb
N0

κ

)
, (4.10)
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where erfc(x) is the complementary error function. The probability density function
(PDF) of κ can be obtained by writing it as a sum of uncorrelated random variables with
known PDFs. Denoting Ψ as the covariance matrix of z (Ψ = Cov [z]), which is Hermi-
tian and positive-semidefinite, it is possible to decompose Ψ into Ψ = QQH . In fact, by
applying the Cholesky decomposition, Q will be a lower triangular matrix. Moreover,
using this matrix, a new vector z′ = Q−1z can be defined, whose components will be
uncorrelated unit-variance complex Gaussian variables and κ becomes

κ = z′
H

QHΣQz′ = z′
H

Σ′z′, (4.11)

with
Σ′ = QHΣQ = ΦΛΦH , (4.12)

where Λ is a diagonal matrix whose elements are the eigenvalues λi (i=1,..,Utotal) of Σ′

and Φ is a matrix whose columns are the orthogonal eigenvectors of Σ′. The decomposi-
tion of Σ′ in (4.12) is possible due to its Hermitian property. Hence, (4.11) can be written
as

κ = z′
H

ΦΛΦHz′ = z′′
H

Λz′′ =

Utotal∑
i=1

λi
∣∣z′′i ∣∣2 , (4.13)

where two more vectors, z′′H = z′HΦ and z′′ = ΦHz′, have been defined, and whose
components are still uncorrelated unit-variance complex Gaussian variables. According
to (4.13), κ can be expressed as a sum of independent random variables with exponential
distributions whose characteristic function is

E
{
e−jυκ

}
=

Utotal∏
i=1

1

1 + jλiυ
. (4.14)

If there are U ′ distinct eigenvalues, each with a multiplicity of qi, i=1...U ′, the inverse
Fourier transform can be applied to (4.14) and obtain the PDF of κ as

p (κ) =
U ′∑
i=1

qi∑
m=1

Ai,m
λqii (qi −m)! (m− 1)!

κm−1e
− κ
λi , (4.15)

with

Ai,m =


∂qi−m

∂sqi−m


U ′∏

j = 1

j 6= i

1

(1 + sλj)
qj




s=− 1

λi

. (4.16)
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The average BER can be obtained as

Pbav =

∫ +∞

−∞
Pb (κ) p (κ) dκ =

U ′∑
i=1

qi∑
m=1

Ai,m

λqi−mi (qi −m)!

[
1− µi

2

]m
·
m−1∑
r=0

(
m− 1 + r

r

)[
1 + µi

2

]r
,

where

µi =

√√√√ Es
N0
λi

1 + Es
N0
λi
. (4.17)

4.2 System Characterization

In a conventional OFDM scheme, the time-domain block is {sn;n = 0, 1, . . . , N − 1} =
IDFT {Sk; k = 0, 1, . . . , N − 1}, with Sk denoting the frequency-domain data symbols to
be transmitted, associated to the kth subcarrier, and selected from a given constellation
(e.g., a QPSK constellation). On the other hand, for a SC-FDE scheme the time-domain
symbols {sn;n = 0, 1, . . . , N − 1}, are directly selected from the constellation. For both
block transmission schemes a cyclic prefix, with length longer than the overall channel
impulse response, is appended leading to the signal {sCPn ;n = −NG, ..., N − 1}, which is
transmitted over a time-dispersive channel.

Receivers with NRx diversity branches are also considered, for both schemes. The
signal associated to the lth branch is sampled and the cyclic prefix is removed leading to
the time-domain block {y(l)

n ;n = 0, 1, . . . , N − 1}. The corresponding frequency-domain
block, obtained after an appropriate size-N DFT operation, is {Y (l)

k ; k = 0, 1, . . . , N − 1},
with Y (l)

k given by (3.27), reproduced bellow for convenience,

Y
(l)
k = SkH

(l)
k +N

(l)
k ,

with H(l)
k denoting the overall channel frequency response between the transmit antenna

and the lth receive antenna for the kth frequency, Sk denoting the frequency-domain of
the transmitted block and N (l)

k denoting the corresponding channel noise.

4.3 Performance Results

This section presents the performance results concerning the impact of the number of
multipath components and the diversity on the performance of OFDM and SC-FDE re-
ceivers as well as the correspondent MFB. In both cases are considered blocks with N =

512 “useful” data symbols, plus an appropriate cyclic prefix. The modulation symbols
are selected from a QPSK constellation under a Gray mapping rule, and the channel is
characterized by an uniform power delay profile (PDP), with U = U1 = ... = UNRx equal-
power symbol-spaced multipath components, and uncorrelated Rayleigh fading for all
diversity branches. However it is important to point out that a similar behavior was
observed for other channels such as exponential PDP. The major difference was on the
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Figure 4.1: BER performance of an IB-DFE in the uncoded case.

higher number of multipath components needed to have similar results to those of the
uniform PDP. This is due to the fact that, the number of relevant multipath components
is lower for the exponential PDP, since the last ones have much lower power. For the sake
of simplicity, a linear power amplification at the transmitter and perfect synchronization
and channel estimation at the receiver was also assumed for the studied cases.

The performance results are expressed as function of Eb/N0, where N0 is the one-
sided power spectral density of the noise and Eb is the energy of the transmitted bits (i.e.,
the degradation due to the useless power spent on the cyclic prefix is not included).

Since we are trying to approach the MFB performance, we always employ a turbo
IB-DFE in the coded case.

4.3.1 Performance Results without Channel Coding

Fig. 4.1 shows the typical behavior of the BER performance, for an IB-DFE, without
channel coding, and a channel with U = 16 separable multipath components for each
diversity branch. The SC-FDE employs an IB-DFE receiver with four iterations and the
particular case with a single iteration that corresponds to a linear FDE. Clearly, there is a
significant performance improvement with the subsequent iterations and the asymptotic
BER performance becomes closer to the MFB. In this situation the OFDM results are not
presented because the uncoded OFDM performance is very poor since OFDM schemes
are severely affected by deep-faded sub-carriers.

In order to analyse the influence of the block size on the performance, an uncoded
SC-FDE scheme was considered. As shown in Fig. 4.2, for the case without diversity, the

65



4. APPROACHING THE MATCHED FILTER BOUND 4.3. Performance Results

required values of Eb/N0, for a specific BER of 10−4, are independent of the number of
symbols N of each transmitted block.
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Figure 4.2: Required Eb/N0 to achieve BER = 10−4 for the uncoded case and without
diversity, as a function of the number of multipath components.

4.3.2 Performance Results with Channel Coding

In what refers to the evaluation of the impact of channel coding, for both modulation
schemes a channel encoder was employed, based on a 64-state, 1/2-rate convolutional
code with the polynomials generators 1 +D2 +D3 +D5 +D6 and 1 +D+D2 +D3 +D6.
Punctured versions of this code (with rates 2/3 and 3/4) are included, with the purpose
of increase the user bit rate while maintaining the gross bit rate [32]. The coded bits
are interleaved before being mapped into the constellation points and distributed by the
symbols of the block. The first refers to the BER results of a coded transmission consid-
ering both a SC-FDE (with a turbo IB-DFE receiver), and OFDM schemes (with the same
channel encoder), and a channel with U = 8 relevant separable multipath components
for each diversity branch. Figs. 4.3, 4.4 and 4.5 consider 1/2-rate, 2/3-rate and 3/4-rate,
respectively. It can be seen from Fig. 4.3 that with a rate-1/2 convolutional code, the
OFDM modulation has slightly better performance than SC-FDE with a linear FDE (cor-
responding to the IB-DFE’s first iteration). However, for the following iterations, turbo
IB-DFE clearly outperforms OFDM. Figs. 4.4 and 4.5 show the results obtained with the
2/3-rate and 3/4-rate convolutional code, respectively. It is clear that for higher code
rates the SC modulation has better performance than OFDM, even with only a single
iteration.
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Figure 4.3: BER performance for a rate-1/2 code.
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Figure 4.4: BER performance for a rate-2/3 code.
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Figure 4.5: BER performance for a rate-3/4 code.

Next we present the required values of Eb/N0 for a BER = 10−4 for the SC-FDE and
OFDM, as well as the corresponding MFB. These values are expressed as a function of the
number of multipath components U . It can be observed that SC-FDE has an overall per-
formance advantage over the OFDM, especially when employing the IB-DFE with turbo
equalization and/or diversity. Therefore, by using SC modulation with turbo equaliza-
tion, and channels with a high number of multipath components we can be very close
to the MFB after a few iterations (naturally, for U = 1 the BER is identical to the MFB,
although the performance is very poor, since this corresponds to a flat fading channel).
Observe that the improvements with the iterations are higher without diversity, and this
is also the case where a higher number of multipath components is required to allow
performances close to the MFB (about U = 70). Finally, we might ask what happens for
different fading models? Consider a Nakagami fading with factor µ on each multipath
component (clearly, µ = 1 corresponds to the Rayleigh case and µ = +∞ corresponds to
case where there is no fading on the different multipath components). Fig. 4.9 presents
the required values of Eb/N0 for BER=10−4 as a function of the number of multipath
components, concerning the MFB and an IB-DFE with 4 iterations.

It should be pointed out that the performance degradation is due to two main factors:
the fading effects and the residual ISI. The fading effects in each ray (and, consequently,
on the overall received signal) decrease as the Nakagami factor µ is increased, they also
reduce when we increase the number of components due to multipath effects. That is
why the MFB is better for larger values of µ and larger number of components. The IB-
DFE is a very efficient equalizer, being able to reduce significantly the residual ISI effects,
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Figure 4.6: Required Eb/N0 to achieve BER = 10−4 for the rate-1/2 convolutional code,
as function of the number of multipath components.
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Figure 4.7: Required Eb/N0 to achieve BER = 10−4 for the rate-2/3 convolutional code,
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Figure 4.8: Required Eb/N0 to achieve BER = 10−4 for the rate-3/4 convolutional code,
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especially for large number of components. Naturally, the overall performance will be the
result of these combined effects. For Rayleigh fading channels the fading effects are very
strong and have a higher impact on the performance than the residual ISI effects when
we have a small number of multipath components. Therefore, the performance improves
steadily as we increase the number of components. When there are smaller fading effects
on each ray (as in Nakagami channels with µ > 1), the degradation due to residual ISI
becomes more relevant, especially when there is only a small number of components
(but more than one). This leads to the somewhat unexpected IB-DFE behavior of Fig.
4.9 where there is a slight degradation as the number of components is increased up to a
value, after which there is a the steady improvement with the number of components.

With respect to the coded case, the impact of the factor µ on the performance is neg-
ligible for a large number of multipath components. Fig. 4.10 shows the performance
of OFDM and SC-FDE (with both a linear FDE and a turbo FDE with 4 iterations), as
well as the MFB, for 2, 8 and 32 multipath components. Clearly, the best performance is
achieved for the turbo FDE and the worse performance for the linear FDE, with the per-
formance of OFDM schemes somewhere in between. The difference between the MFB
and the achieved performance is higher for a moderate number of propagation compo-
nents (around 8).
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Figure 4.10: BER performance of OFDM and SC-FDE, forU =2, 8 and 32, and a Nakagami
channel with µ = 4.

It is important to point out that, although obtained by simulation, the results pro-
vide important information concerning the achievable performance. It can also be used
to decide whether we should employ a more complex IB-DFE or a simple linear FDE: if
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the number of relevant separable multipath components is very low it is preferable to
employ a linear FDE. The above results clearly show that the number of relevant separa-
ble multipath components is a fundamental element that influences the performance of
both schemes, and in the IB-DFE’s case, the gains associated to the iterations. The SC-
FDE has an overall performance advantage over OFDM, especially when employing the
IB-DFE, and for a high number of separable multipath components, since it allows a per-
formance very close to the MFB, even without diversity. With diversity the performance
approaches MFB faster, even for a small number of separable multipath components. In
sum, this study shows that the key factor that affects how far the performance of these
systems is from the MFB (and in the IB-DFE case, the gains with the iterations) is the
number of relevant propagation components.

Chapter 4, in part, is based on the paper “Approaching the matched filter bound with
block transmission techniques”, F. Silva, R. Dinis, N. Souto and P. Montezuma, published
in the Transactions On Emerging Telecommunications Technologies, no. 23, pp. 76-85, Jan.
2012.
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5
Efficient Channel Estimation for

Single Frequency Networks

Traditional broadcasting systems assign different frequency bands to each transmitter,
within a given region, in order to prevent interference between transmitters. Frequencies
used in a cell, will not be allocated in adjacent cells. As an alternative, SFN broadcasting
systems [33], where several transmitters transmit the same signal simultaneously and
over the same bands, can be employed. Since the distance between a given receiver
and each transmitter can be substantially different, the overall channel impulse response
can be very long, spanning over hundreds or even thousands of symbols in the case of
broadband broadcasting systems, this can cause severe time-distortion effects within this
type of single frequency systems.

To deal with the severe distortion inherent to SFN, digital broadcasting standards
such as DVB (Digital Video Broadcasting) [34] and DAB (Digital Audio Broadcasting)
[35] use OFDM modulations which are known to be suitable for severely time-dispersive
channels.

In SFN broadcasting systems the equivalent CIR (Channel Impulse Response) can be
very long, typically with a sparse nature. This means that the equivalent CIR has sev-
eral clusters of paths, each one associated to the CIR between a given transmitter and
the receiver. These clusters have several multipath components and are typically well
separated in time. This chapter considers OFDM-based broadcasting systems with SFN
operation and it is proposed an efficient channel estimation method that takes advan-
tage of the sparse nature of the equivalent CIR. For this purpose, low-power training
sequences are employed within an iterative receiver which performs joint detection and
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channel estimation.

The receiver operation is based on the assumption that the receiver can know the
location of the different clusters that constitute the overall CIR. Nevertheless, several
methods were proposed for the case where the receiver does not know the location of the
clusters that constitute the overall CIR.

5.1 System Characterization

In conventional broadcasting systems each transmitter serves a cell and the frequencies
used in a cell are not used in adjacent cells. Typically, this means a frequency reuse factor
of 3 or more [36], leading to an inefficient spectrum management since the overall band-
width required for the system is the required bandwidth for a given transmitter times
the reuse factor. However, the system’s spectral efficiency can be improved significantly
if multiple transmitters employ the same frequency. In a SFN scenario [33], the trans-
mitters transmit simultaneously the same signal on the same frequency band, allowing a
high spectral efficiency, leading to a reuse factor of 1 (see Fig. 5.1).

However, the SFN transmission causes time dispersion mainly induced by two fac-
tors: the natural multipath propagation due to the reflected or refracted waves in the
neighborhood of the receiver, and the unnatural multipath propagation effect due to the
reception of the same signals from multiple transmitters, which are added being the re-
sulting signal equivalent to consider a transmission over a single time-dispersive chan-
nel. These signals can be seen as “artificial echoes”. The receiver’s performance can
be compromised, since the frequency selective fading may cause very low values of the
instantaneous SNR at the receiver.

Transmitter 3
Frequency cf

Transmitter 1
Frequency cf

Transmitter 2
Frequency cf

Rx

1cf f 

2cf f 

3cf f 

Figure 5.1: Single frequency network transmission.
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As referred before, OFDM has been used as the modulation technique in SFN in or-
der to prevent multipath propagation. The data rate in DVB systems is very high, which
means that the overall channel impulse response can span over hundreds or even thou-
sands of symbols. This means that we need to employ very large FFT blocks (Fast Fourier
Transform) to avoid significant degradation due to the cyclic prefix. The DVB standard
considers up to 8k-length blocks, corresponding to several thousands of subcarriers. Co-
herent receivers are usually assumed in broadcasting system, which means that accurate
channel estimates are required at the receiver. The channel can be estimated with the
help of pilots or training blocks [37]. The frequency selective fading can be mitigated by
employing equalization and/or coding techniques.

Assume the frame structure depicted in Fig. 5.2, with a training bock followed by
ND data blocks, each one corresponding to an “FFT block”, with N subcarriers. Both
the training and the data blocks are preceded by a cyclic prefix whose duration TCP is
longer than the duration of the overall channel impulse response (including the channel
effects and the transmit and receive filters). The duration of the data blocks is TD, each
one corresponding to a size-N DFT block, and the duration of the training blocks is TTS ,
which can be equal or smaller than TD. To simplify the implementation we will assume
that TTS = TD/L where L is a power of 2, which means that the training sequence will
be formally equivalent to have one pilot for each L subcarriers when the channel is static
over. The overall frame duration is TF = (ND + 1)TCP + TTS + NDTD. If the channel is

TS D

FT

DN

CPT
TST CPT

DT

Train Data

D D D

Figure 5.2: Frame structure.

almost invariant within the frame, the training block can provide the channel frequency
response for the subsequent ND data blocks. When can be afforded a delay of about
half the frame duration than it becomes possible to use the training block to estimate
the channel for the ND/2 blocks before and after the training, grossly duplicating the
robustness to channel variations. 1.

1For fast-varying channels, it is required to interpolate channel estimates resulting from different training
sequences, although increasing significantly the delay (in this case delays of several frames may be needed).
With an ideal sinc() interpolation the maximum Doppler frequency is around 1/(2TF )
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The transmitted signal associated to the frame is

sTx(t) =

ND∑
m=1

s(m)(t−mTB), (5.1)

with TB denoting the duration of each block. The mth transmitted block has the form

s(m)(t) =
N−1∑

n=−NG

s(m)
n hT (t− nTS), (5.2)

with TS denoting the symbol duration, NG denoting the number of samples at the cyclic
prefix and hT (t) is the adopted pulse shaping filter. Clearly, TS = TD/N and NG =

TCP /TS .

In a conventional OFDM scheme, themth time-domain block is {s(m)
n ;n = 0, 1, . . . , N−

1} = IDFT {S(m)
k ; k = 0, 1, . . . , N−1}, with S(m)

k denoting the frequency-domain data sym-
bols to be transmitted, selected from a given constellation (e.g., a QPSK (Quadri Phase
Shift Keying) constellation), and associated to the kth subcarrier. The signal s(m)(t) is
transmitted over a time-dispersive channel, leading to the time-domain block {y(m)

n ;n =

0, 1, . . . , N − 1}, after cyclic prefix removal. The corresponding frequency-domain block,
obtained after an appropriate size-N DFT operation, is {Y (m)

k ; k = 0, 1, . . . , N −1}, where

Y
(m)
k = S

(m)
k H

(m)
k +N

(m)
k , (5.3)

with H(m)
k denoting the overall channel frequency response for the kth frequency of the

mth time block and N
(m)
k denoting the corresponding channel noise. Clearly, the impact

of the time dispersive channel reduces to a scaling factor for each frequency. For the sake
of simplicity, slow-varying channel will be assumed, i.e., H(m)

k = Hk.

5.1.1 Channel Estimation

Since the optimum FDE coefficients are a function of the channel frequency response,
accurate channel estimates are required at the receiver. To improve the channel estima-
tion performance it can be done a joint detection and channel estimation [38], [39], and
to avoid performance degradation the power spent in training blocks should be similar
or higher than the power associated to the data. However, there is always some per-
formance degradation when the power spent to transmit each block, i.e., the power of
training plus data, is considered.

As with data blocks, the training signal has the form

sTS(t) =

NTS−1∑
n=−NCP

sTSn hT (t− nTS), (5.4)
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where sTSn denotes the nth symbol of the training sequence, and the corresponding time-
domain block at the receiver, after cyclic prefix removal, will be {yTSn ;n = 0, 1, . . . , NTS−
1}. The corresponding frequency-domain block {Y TS

k ; k = 0, 1, . . . , NTS − 1} is the size-
NTS DFT of {yTSn ;n = 0, 1, . . . , NTS − 1}. Since NTS = N/L, it can be written

Y TS
k = STSk HkL +NTS

k , k = 0, 1, ..., NTS − 1, (5.5)

with {STSk ; k = 0, 1, . . . , NTS−1} denoting the size-NTS DFT of {sTSn ;n = 0, 1, . . . , NTS−
1} and NTS

k denoting the channel noise. The channel frequency response could be esti-
mated as follows:

H̃kL =
Y TS
k

STSk
= HkL +

NTS
k

STSk
= HkL + εHkL, (5.6)

where the channel estimation error, εHkL is Gaussian-distributed, with zero-mean.

It should be noted that, when L > 1, will be necessary to interpolate the channel
estimates. In this case, it just needs to form the block {H̃TS

k ; k = 0, 1, . . . , N − 1}, where
H̃TS
k = 0 when k is not a multiple of L (i.e., for the subcarriers that do not have estimates

given by (5.6)) and compute its IDFT, to derive {h̃TSn ;n = 0, 1, . . . , N − 1}. Provided
that the channel impulse response is restricted to the first NCP samples, the interpolated
channel frequency response is {ĤTS

k ; k = 0, 1, . . . , N − 1} = DFT {ĥTSn = h̃TSn wn;n =

0, 1, . . . , N − 1}, where wn = 1 if the nth time-domain sample is inside the cyclic prefix
(first NCP samples) and 0 otherwise. Naturally,

ĤTS
k = Hk + εTSk , (5.7)

where εTSk represents the channel estimation error after the interpolation. It can be shown
that εTSk is Gaussian-distributed, with zero-mean and E[|εTSk |2] = σ2

H,TS = σ2
N |STSk |2,

assuming |STSk | constant. Since the power assigned to the training block is proportional
to E[|STSk |2] = σ2

T and E
[
1/|STSk |2

]
≥ 1/E[|STSk |2], with equality for |STSk | constant,

the training blocks should have |STSk |2 = σ2
T for all k. By contrast, if it is intended to

minimize the envelope fluctuations of the transmitted signal the value of |sTSn | should be
also constant. This condition can be achieved by employing Chu sequences, which have
both |sTSn,m| and |STSk,m| constant [40].

Since the channel impulsive response is usually shorter than the cyclic prefix, training
blocks shorter than the data blocks, could be employed. As an alternative, it can be
used a training block with the same duration of the data block (N = NTS), which is
typically much longer than duration of the channel impulse response, and employ the
enhanced {ĤTS

k ; k = 0, 1, . . . , N − 1} = DFT {ĥTSn = h̃TSn wn;n = 0, 1, . . . , N − 1}, with
wn defined as above and {h̃TSn ;n = 0, 1, . . . , N − 1} = IDFT {H̃TS

k = Y TS
k /STSk ; k =

0, 1, . . . , N − 1}. In this case, the noise’s variance in the channel estimates, σ2
H,TS , is

improved by a factorN/NCP . Naturally, the system’s spectral efficiency decreases (due to
the use of longer training sequences) and the overall power spent in the training sequence
increases, although the power per subcarrier and the peak power remain the same.
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5.1.2 Channel Estimation Enhancement

As stated above, the SFN transmission creates severe artificial multipath propagation
conditions. Typically the SFN systems employ a large number of OFDM subcarriers, to
ensure that the guard interval is large enough to cope with the maximum delay spread
that can be handled by receivers. In fact this measure partly determines how far apart
transmitters can be placed in the SFN. Although the system is defined to accommodate
the worst case scenario (i.e., maximum delay spread), it also may represent a waste of
bandwidth in most cases.

In this section several methods to improve spectral efficiency in the channel estima-
tion given by (5.6), are proposed. To better understand the involved operations all meth-
ods are associated with a figure that illustrates the impact of the enhancement process
on the channel’s impulsive response. It is considered an OFDM modulation with blocks
of N = 8192 “useful” modulation symbols plus a cyclic prefix of 2048 symbols acquired
from each block (corresponding to the OFDM 8K mode in DVB-T). It is also considered
a channel’s impulsive response corresponding to a sum of three identical signals emitted
from three transmitters and received with different delays and power.

Method I

The first method employs the basic filtering operation given by the enhanced channel
frequency response {ĤTS

k ; k = 0, 1, . . . , N − 1} = DFT {ĥTSn = h̃TSn wn;n = 0, 1, . . . , N −
1}, where wn = 1 if the nth time-domain sample is inside the cyclic prefix (first NCP

samples) and 0 otherwise. The overall CIR is depicted in Fig. 5.3. Considering N useful
modulation symbols and a cyclic prefix of NCP symbols, the resulting gain associated to
this method is G1 = N/NCP .
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Figure 5.3: Impulsive response of the channel estimation with method I.
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Method II

This method is specific for SFN, and it assumes that the CIR related to each one of the
three channels is perfectly known (i.e., the receiver knows the exact duration ∆N of each
CIR, and the location of the different clusters). The overall CIR is depicted in Fig. 5.4.
Since that ∆N >> NCP , the gain associated to this method, given by G2 = N/∆N , is
much higher than the gain of method I, (i.e., G1 >> G2).
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Figure 5.4: Impulsive response of the channel estimation with method II.

Method III

This method assumes that whenever a sample corresponds to a relevant multipath com-
ponent (i.e., a strong ray), then a small set of samples before and after that sample, must
be considered. The overall CIR is depicted in Fig. 5.5.
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Figure 5.5: Impulsive response of the channel estimation with method III.
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Method IV

This method considers as relevant only the multipath components whose power exceeds
a pre-defined threshold. The samples bellow this limit are considered as noise and ig-
nored. The overall CIR is depicted in Fig. 5.6.
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Figure 5.6: Impulsive response of the channel estimation with method IV.

5.2 Decision-Directed Channel Estimation

The channel estimation methods described above are based on training sequences mul-
tiplexed with data. To avoid performance degradation due to channel estimation errors
the required average power for these sequences should be several dB above the data
power2. Here it is shown how it is possible to use a decision-directed channel estima-
tion to improve the accuracy of channel estimates without resort to high-power training
sequences.

If the transmitted symbols for a set of ND data blocks {S(m)
k ; k = 0, 1, , ..., N − 1}

(m = 1, 2, ..., ND) were known in advance, the channel could be estimated as follows

H̃D
k =

∑ND
m=1 Y

(m)
k S

(m)∗
k∑ND

m=1 |S
(m)
k |2

= Hk +

∑ND
m=1N

(m)
k S

(m)∗
k∑ND

m=1 |S
(m)
k |2

. (5.8)

This basic channel estimates {H̃D
k ; k = 0, 1, . . . , N − 1} can be enhanced as described for

the case whereNTS = N : from {h̃Dn ;n = 0, 1, . . . , N−1} = IDFT {H̃D
k ; k = 0, 1, . . . , N−1}

it is obtained {ĤD
k ; k = 0, 1, . . . , N − 1} = DFT {ĥDn = h̃Dn wn;n = 0, 1, . . . , N − 1}, with wn

defined as above. Henceforward, the term “enhanced channel estimates” will be adopted
to characterize this procedure (starting with estimates for all subcarriers, passing to the
time domain where the impulse response is truncated to NCP samples and back to the

2As mentioned before, the use of training blocks longer than the channel impulse response (e.g., with the
duration of data blocks), can improve the accuracy of the channel estimates, however it reduces the system’s
spectral efficiency.
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frequency domain). Clearly,
ĤD
k = Hk + εDk , (5.9)

with

E[|εDk |2] = σ2
D =

NCPσ
2
N

N
∑ND

m=1 |S
(m)
k |2

. (5.10)

The channel estimates obtained from the training sequence are, H̃TS
k = Hk + εTSk ,

with variance σ2
TS = σ2

N/|STSk |2 (for the sake of simplicity, it is assumed that the duration
of the training sequences is equal to the duration of the channel impulse response, i.e.,
TCP = TD/L, with L a power of 2). As described in Appendix C, H̃TS

k and H̃D
k can be

combined to provide the normalized channel estimates with minimum error variance,
given by

H̃TS,D
k =

σ2
DH̃

TS
k + σ2

TSH̃
D
k

σ2
D + σ2

TS

= Hk + εTS,Dk , (5.11)

with

E[|εTS,Dk |2] = σ2
TS,D =

σ2
Dσ

2
TS

σ2
D + σ2

TS

. (5.12)

Naturally, in realist conditions the transmitted symbols are not known. To overcome
this problem, a decision-directed channel estimation can be employed, where the es-
timated blocks {Ŝ(m)

k ; k = 0, 1, , ..., N − 1} are used in place of the transmitted blocks
{S(m)

k ; k = 0, 1, , ..., N − 1}. Moreover, it must be taken into account the fact that there
can be decisions errors in the data estimates. This can be done by noting that Ŝ(m)

k ≈
ρmS

(m)
k + ∆

(m)
k , where ρm refers to the correlation coefficient of the mth data block, and

∆
(m)
k the zero-mean error term for the kth frequency-domain “hard decision” estimate of

themth data block. Note that ∆
(m)
k is uncorrelated with S(m)

k andE[|∆(m)
k |2] = σ2

S(1−ρ2
m)

[21], meaning that the “enhanced channel estimates” ĤD
k will be based on

H̃D
k =

1

ξk

ND∑
m=1

Y
(m)
k Ŝ

(m)∗
k , (5.13)

with

ξk =

ND∑
m=1

|ρmŜ(m)
k |2. (5.14)

Replacing Ŝ(m)
k and Y (m)

k in (5.13) results

H̃D
k =

1

ξk

ND∑
m=1

(S
(m)
k Hk +N

(m)
k )(ρmS

(m)
k + ∆

(m)
k )∗

=
Hk

ξk

ND∑
m=1

ρm|S(m)
k |2 +

1

ξk
(Hk

ND∑
m=1

S
(m)
k ∆

(m)∗
k

+

ND∑
m=1

N
(m)
k ρmS

(m)∗
k +

ND∑
m=1

N
(m)
k ∆

(m)∗
k ).

(5.15)
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It can easily be shown that ĤD
k = Hk + εDk , with

E[|εDk |2] =σ2
D =

1

ξ2
k

(|Hk|2
ND∑
m=1

|S(m)
k |2(1− ρ2

m)σ2
S+

ND∑
m=1

σ2
Nρ

2
m|S(m)

k |2 +

ND∑
m=1

σ2
N (1− ρ2

m)σ2
S)

≈ 1

ξ2
k

(|Ĥk|2
ND∑
m=1

|Ŝ(m)
k |2(1− ρ2

m)σ2
S+

ND∑
m=1

σ2
Nρ

2
m|Ŝ(m)

k |2 +

ND∑
m=1

σ2
N (1− ρ2

m)σ2
S)

(5.16)

5.3 Performance Results

In this section, a set of performance results concerning the proposed channel estimation
method for single frequency broadcast systems, are presented and analyzed. It is as-
sumed that the identical signals emitted from three different transmitters arrive at the
receiver with different delays. At the receiver antenna, these signals are added, being
the resulting signal equivalent to the result of a transmission over a single strong time-
dispersive channel. The typical delay profile for this channel is similar to the one pre-
sented in Figs. 5.3, 5.4 and 5.5.

An OFDM modulation is considered, with blocks of N = 8192 subcarriers and a
cyclic prefix of 2048 symbols acquired from each block. The modulation symbols belong
to a QPSK constellation (on each subcarrier) and are selected from the transmitted data
according to a Gray mapping rule. Similar results were observed for other values of N ,
provided that N >> 1.

It was considered a coded transmission employing a channel encoder based on a 64-
state, 1/2-rate convolutional code with the polynomials generators 1+D2 +D3 +D5 +D6

and 1 + D + D2 + D3 + D6. The coded bits were interleaved before being mapped into
the constellation points and distributed by the symbols of the block. It was also assumed
linear power amplification at the transmitter and perfect synchronization at the receiver.
The performance results are expressed as function of Eb/N0, where N0 is the one-sided
power spectral density of the noise and Eb is the energy of the transmitted bits.

The following figures present a set of performance results for the proposed channel
estimation technique based on the enhancement methods discussed in Sec. 5.1.2. For
comparison purposes, the BER performance results for perfect channel estimation, were
also included. The impact of the relation between the average power of the training
sequences, and the data power, is also evaluated. The relation is denoted by β, in the
asymptotic performance.

Figs. 5.7 and 5.8 present the BER results for ND = 1 and ND = 4, respectively, with
β = 1/16.
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Figure 5.7: BER performance for OFDM with ND = 1 block and β = 1/16.
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Figure 5.8: BER performance for OFDM with ND = 4 block and β = 1/16.
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Clearly, for both cases, the best performance results can be achieved when is adopted
the method II to improve the channel estimate obtained from the training sequence. This
method assumes that the receiver knows the location of the different clusters that con-
stitute the overall CIR. In fact, the results are very close to those with perfect estimation.
Also, the impact of the iteration number in power efficiency is higher for longer frame
structures, i. e., higher number of data blocks. This effect, is clearly seen in the higher
power gains achieved by the iterative process when is used a frame with ND = 4 blocks.
Obviously, this is due to the fact that the channel estimates are more accurate for larger
frames, i.e., when more data blocks are used in the decision-directed estimation. This is
a consequence of the higher power of the overall signals, as well as the lower probability
of
∑ND

m=1 |S
(m)
k |2 ≈ 0 when ND is high.

Lastly, regarding the impact of β in the asymptotic performance, are presented results
in terms of the useful Eb/N0 that includes only the power spent on the data and denoted
as EU as well as the results in terms of the total Eb/N0, denoted as ETot, which includes
the degradation associated with the power spent on the training sequence and the power
spent on the cyclic prefix, for both the training and the data. For comparison purposes,
in Fig. 5.9 and Fig. 5.10 are shown the EU and ETot needed to assure a BER=10−4, for
ND=1 and for the 4th iteration. From these figures, it can be concluded that the methods
II, III, and IV are very robust since demonstrate to have performance results almost in-
dependent of β. Therefore these methods allow to obtain good initial channel estimates
even when employing very low-power training sequences.
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Figure 5.9: Useful Eb/N0 required to achieve BER = 10−4 with ND = 1, as function of β:
OFDM for the 4th iteration.

84



5. EFFICIENT CHANNEL ESTIMATION FOR SINGLE FREQUENCY NETWORKS 5.4. Conclusions

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

4

6

8

10

12

14

16

18

20

22

24

β

E
T

o
t

b N
0

(d
B

)
fo

r
B

E
R

=
1
0
−

4

� : Method I
◦ : Method II
+ : Method III
• : Method IV
∗ : Perfect Est.

Figure 5.10: Total Eb/N0 required to achieve BER = 10−4 with ND = 1, as function of β:
OFDM for the 4th iteration.

5.4 Conclusions

The results considered channel estimation for OFDM-based broadcasting systems with
SFN operation and we proposed an efficient channel estimation method that takes ad-
vantage of the sparse nature of the equivalent CIR. For this purpose, we employed low-
power training sequences to obtain an initial coarse channel estimate and we employed
an iterative receiver with joint detection and channel estimation. It was also assumed
that the receiver can know the location of the different clusters that constitute the overall
CIR or not. The performance results show that very good performance, close to the per-
formance with perfect channel estimation, can be achieved with the proposed methods,
even when are employed low-power training blocks and the receiver does not know the
location of the different clusters that constitute the overall CIR.

We have seen that efficient and accurate channel estimation is mandatory for the good
performance of FDE receivers, both for OFDM and SC-FDE. However, when the chan-
nel changes within the block duration then significant performance degradation may
occur. The channel variations lead to two different difficulties: first, the receiver needs
continuously accurate channel estimates; second, conventional receiver designs for block
transmission techniques are not suitable when there are channel variations within a given
block. It is therefore difficult to ensure stationarity of the channel within the block dura-
tion, which is a requirement for conventional OFDM and SC-FDE receivers.

The following chapters will propose efficient estimation and tracking procedures,
which will show to be able to cope with channel variations.
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Chapter 5, in part, is a reprint of the paper “Efficient Channel Estimation for Single
Frequency Broadcast Systems”, F. Silva, R. Dinis and P. Montezuma, published in the
Vehicular Technology Conference (VTC Fall), 2011 IEEE, vol.1, no.6, pp. 5-8, Sept. 2011.
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Asynchronous Single Frequency

Networks

To cope with the severely time-distortion effects inherent to SFN systems, most conven-
tional broadband broadcast and multicast wireless systems employing digital broadcast-
ing standards selected OFDM schemes [41], which are known to be suitable to severely
time-dispersive channels.

However, OFDM signals have large envelope fluctuations and high PAPR (Peak-to-
Average Power Ratio) leading to amplification difficulties [42], [43]. Moreover, due to
the very small subcarrier spacing, which is a small fraction of the transmission band-
width, the carrier synchronization demands in OFDM modulations are very high. A
small carrier frequency offset compromises the orthogonality between the OFDM sub-
carriers, leading to performance degradation that increases rapidly with the frequency
offset. An alternative approach based on the same block transmission principle is SC-
FDE. As stated before, SC-FDE signals have the advantage of reduced envelope fluctu-
ations due to the much lower envelope fluctuations than OFDM signals based on the
same constellation, allowing efficient and low complexity transmitter implementations
[19], [28]. When compared with OFDM, SC-FDE has the advantage of reduced enve-
lope fluctuations and higher robustness to carrier frequency errors (contrarily to OFDM
schemes, where frequency errors lead to ICI [6] , for SC-FDE the CFO induces a rotation
in the constellation that grows linearly along the block). The performance of SC-FDE can
be improved with resort to the IB-DFE, and it was shown in chapter 4 that it under cer-
tain circumstances, provides performances close to the MFB in severely time-dispersive
channels. For these reasons SC-FDE schemes have been recently proposed for several

87



6. ASYNCHRONOUS SINGLE FREQUENCY NETWORKS 6.1. SFN Channel Characterization

broadband wireless systems [44]–[46].

OFDM and SC-FDE transmit data in blocks and a suitable CP, longer than the maxi-
mum expected overall CIR length is appended to each block.

However, due to the very long overall channel impulse response in broadband wire-
less broadcasting systems, very large blocks with hundreds or even thousands of sym-
bols, are needed. In these conditions, it becomes difficult to ensure that the channel is
stationary within the block duration, a requirement for conventional OFDM and SC-FDE
receivers. If the channel changes within the block duration we can have significant per-
formance degradation. The channel variations can be a consequence of two main factors,
the Doppler effects associated to the relative motion between the transmitter and the re-
ceiver [1] and/or the frequency errors between the local oscillators at the transmitter and
the receiver, due to phase noise or residual CFO. Oscillator drifts consist on frequency
errors due to frequency mismatch between the local oscillators at the transmitter and re-
ceiver. This affects the coherent detection of the transmitted signal by inducing a phase
rotation on the equivalent channel that changes within the block, which is equivalent to
say that it varies with time. And that is the reason why the channel affected by CFO is
said to vary in time. Obviously, unless dealt with, these channel variations lead to per-
formance degradation regardless of the block transmission technique [47]. Nevertheless,
whilst this residual CFO leads to simple phase variations that can be easily estimated
and canceled at the receiver, with resort to the conventional techniques [2]–[4], Doppler
effects are harder to treat. However, for typical systems the maximum Doppler offset is
much lower than the CFO, which means a lower impact on the performance. But that is
not the case for SFN systems, were simultaneous transmitters may have different CFOs,
which leads to a very difficult scenario where substantial variations on the equivalent
channel may happen due to phase variations that cannot be treated as simple phase ro-
tations. Even when the channel is assumed as static, there can be carrier synchronization
issues between the different transmitters due to the existence of different between the
local oscillator at each transmitter and the local oscillator at the receiver.

Several techniques were proposed for estimating the residual CFO in OFDM schemes
[48]–[50]. In [48], a maximum likelihood frequency offset estimation technique was pro-
posed. This method is based on the repetition of two similar symbols, with a frequency
acquisition range±1/(2T ), where T is the “useful” symbol duration. An estimator based
on the BLUE (Best Linear Unbiased Estimator) principle, and requiring one training sym-
bol with L > 2 similar parts, and with a frequency acquisition range ±L/(2T ), was pro-
posed in [50].

6.1 SFN Channel Characterization

Focusing, on the transmission of a signal s(t) through the SFN system, consider the ideal
case in which different transmitters emit exactly the same signal without CFO (i.e., as-
suming a perfect carrier synchronization between all transmitters).
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The channel’s impulse response corresponding to the lth transmitter is given by

h(l)(t) =

NRay∑
i=1

α
(l)
i δ
(
t− τ (l)

i

)
, (6.1)

where α(l)
i and τ

(l)
i are the complex gain and delay associated to the ith multipath com-

ponent of the lth transmitter (without loss of generality it is assumed that all channels
have the same numbers of multipath components).

The equivalent channel’s impulse response at the receiver side can be seen as the sum
of the impulse responses corresponding to the NTx transmitters, and can be defined as

h(t) =

NTx∑
l=1

h(l)(t), (6.2)

while the received signal waveform y(t) is the convolution of s(t) with the equivalent
channel’s impulse response, h(t), plus the noise signal ν(t), i.e.,

y(t) = s(t) ∗ h(t) + ν(t) =

NTx∑
l=1

s(t) ∗ h(l)(t) + ν(t)

=

NTx∑
l=1

y(l)(t) + ν(t),

(6.3)

with νl representing AWGN samples with unilateral power spectral density N0. The
signal y(t) is sampled at the receiver, and the CP is removed, leading to the time-domain
block {yn;n = 0, ..., N − 1}, with

yn =

NTx∑
l=1

y(l)
n + νn. (6.4)

Since the corresponding frequency-domain block associated to the lth transmitter, ob-
tained after an appropriate size-N DFT operation, is {Y (l)

k ; k = 0, 1, . . . , N−1}=DFT{y(l)
n ;n =

0, 1, . . . , N − 1}, we may write

Yk =

NTx∑
l=1

Y
(l)
k +Nk = SkHk +Nk, (6.5)

where

Hk =

NTx∑
l=1

H
(l)
k , (6.6)

with H(l)
k denoting the channel frequency response for the kth subcarrier of the lth trans-

mitter.
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6.2 Impact of Carrier Frequency Offset Effects

The adoption of SFN architectures leads to additional implementation difficulties, mainly
due to the synchronization requirements. The fact that the equivalent channel is the sum
of the channels associated to each transmitter, with substantially different delays and
each one with different multipath propagation effects [33], it is also required to cope with
severely time-dispersive channels. This section is dedicated to the analysis of the impact
of different CFO between the local oscillator at each transmitter and the local oscillator
at the receiver. For the sake of simplicity, it is assumed that each transmission is affected
by a corresponding CFO that induces a phase rotation which grows linearly along the
block [45]. Without loss of generality, it is assumed that, for each transmitter, the phase
rotation is 0 for the initial sample (n = 0) 1. In this case, the received equivalent time-
domain block, consists in the addition of the time-domain blocks associated to the NTx

transmitters, and is given by {y(∆f)
n ;n = 0, 1, . . . , N − 1} =IDFT{Y (∆f)

k ; k = 0, 1, . . . , N −
1}, where

Y
(∆f)
k =

NTx∑
l=1

Y
(∆f (l))
k +Nk =

NTx∑
l=1

S
(∆f (l))
k H

(l)
k +Nk, (6.7)

with the block {S(∆f (l))
k ; k = 0, 1, . . . , N − 1} denoting the DFT of the block {s(∆f (l))

n =

sne
jθ

(l)
n ;n = 0, 1, . . . , N − 1}, i.e., the original data block with the appropriate phase ro-

tations. The equivalent transmission model is presented in Fig. 6.1. where θ(l)
n denotesTransmitter Channel.Eq
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Figure 6.1: Equivalent transmitter plus channel.

the phase rotation associated to the lth transmitter, ∆f (l) represents the CFO for the lth
transmitter and ν(t) the noise signal.

6.3 Channel and CFO Estimation

Frequency errors in OFDM schemes lead to ICI [51], and in order to mitigate this prob-
lem, two estimation techniques were proposed in [51] and [52]. An efficient equalization

1Clearly, the initial phase rotation can be absorbed by the channel estimate.

90



6. ASYNCHRONOUS SINGLE FREQUENCY NETWORKS 6.3. Channel and CFO Estimation

technique was also proposed in [53].

The impact of CFO errors is serious in SFN broadcasting systems because there can
be a different CFO between the local oscillator at each transmitter and the local oscillator
at the receiver, which means that even in static channels we can have variations on the
equivalent channel frequency response that are not simple phase rotations (which can
be easily estimated and canceled at the receiver), and for this reason conventional CFO
estimation techniques such as the ones of [48]–[50] are not appropriate for estimating the
different CFOs inherent to SFN scenarios.

Efficient channel estimation techniques are crucial to achieve reliable communica-
tion in wireless communication systems, and several techniques for ensuring accurate
channel estimates have already been proposed ([37], [54], [55]). The efficiency of the con-
ventional estimation techniques can eventually be enhanced with resort to the method
proposed in [56], offering a good trade-off between the estimation performance and the
computational complexity.

It is important to note that the SFN transmission creates severe artificial multipath
propagation conditions. In order to mitigate its effects SFN systems employ a large num-
ber of OFDM subcarriers, to ensure that the guard interval is large enough to cope with
the maximum delay spread that can be handled by receivers. Albeit the system is defined
to accommodate the worst case scenario (which is given by the maximum delay spread),
it also may represent a waste of bandwidth and excess of redundant information, in most
cases. In [57], the channel length estimation problem is studied and the authors propose
an autocorrelation-based algorithm to estimate the channel length without the need of
pilots or training sequences. In order to improve spectral efficiency in the channel esti-
mation, various methods that take advantage of the sparse nature of the equivalent CIR
are presented in chapter 5. In [56] [58] are employed blind receivers, which although does
not need training sequences, it may lead to performance degradation.

6.3.1 Frame Structure

In the following we will show that for a static scenario2, the knowledge of the CIR for
each transmitter at the beginning of the frame, together with the knowledge of the cor-
responding CFO, is enough for obtaining the evolution of the equivalent CIR along the
frame. The different CIRs and CFOs can be obtained by employing the frame structure
of Fig. 7.5 (this structure allows to track the evolution of the equivalent CIR along the
frame, and it employs training sequences with the objective of knowing the CIR for each
transmitter, as well as the corresponding CFO). We start by admitting that the transmis-
sion of the training sequences is based on a scheduling scheme: each transmitter sends its
training sequence TS, and then remains idle during the rest of the time slots reserved for
training sequences transmission. Each training sequence includes a cyclic prefix whose

2It should be emphasized that the equivalent CIR is not constant for static propagation conditions when
we have different CFOs.
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Figure 6.2: Frame structure.

duration TCP is longer than the duration of the overall channel impulse response (includ-
ing the channel effects and the transmit and receive filters). The cyclic prefix is followed
by M (sub)blocks of size NT and duration TT , which are appropriate for channel estima-
tion purposes (e.g., based on Chu sequences or similar [59], [60]). The overall training
sequence duration is TTS = TCP +MTT .

Now, consider the mth (sub)block of the training sequence corresponding to the lth
transmitter, TS(l,m). Using the corresponding samples the CIR can be obtained, eventu-
ally enhanced using the sparse channel estimation techniques of chapter 5, leading to the
CIR estimates h̃(l,m)

n , given by

h̃(l,m)
n ≈ hn · ej2π∆f (l)mTT + ε(l)n , (6.8)

where the channel estimation error ε(l)n is Gaussian-distributed, with zero-mean. Note
that the CIR estimates given by (6.8) are represent as

h̃(l,m)
n ≈ h̃(l,m−1)

n · ej2π∆f (l)TT . (6.9)

This means that we can obtain an estimate of ∆f (l) from

∆̂f (l) ≈ 1

2πTT
arg

(
M∑
m=2

NT∑
n=1

h̃(l,m)
n h̃

(l,m−1)∗
l

)
. (6.10)
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By compensating the phase rotation on each CIR estimate, an enhanced CIR estimate for
the lth transmitter can be obtained, as follows:

ĥ(l)
n =

1

M

M∑
m=1

h̃(l,m)
n · e−j2π∆̂f (l)mTT . (6.11)

One may think that a weakness of the proposed frame structure lies on a very long
size when there are many transmitters, which causes inefficiency since large portion of
the training sequences remains idle. However, it is important to point out that although
the length of the training increases with the number of transmitters (and a portion of
the training remains idle for each transmitter), the inefficiency is not significant for the
following reasons:

1. The number of relevant transmitters covering a given area is in general small (typ-
ically L = 2 or L = 3).

2. The frame associated to a given training interval can be very long, provided that
there are accurate CFO estimates and the oscillators are reasonably stable. It is
possible to have frames with several tens of data blocks.

3. The training block associated to each transmitter can have a duration much lower
than data blocks.

Therefore, the efficiency can be very high.

6.3.2 Tracking the Variations of the Equivalent Channel

Assume that the channel remains unaltered within a block, only varying along the frame
and that the frequency error is constant during the frame transmission interval. In these
conditions, the information about the CFO of each transmitter allows to track the varia-
tions of the equivalent channel. This means that it is possible to estimate the channel’s im-
pulse response for any time slot: the channel’s impulse response at the instant tp, (given
by ĥ

(l)
n (tp)), is the channel’s impulse response at the initial instant 0 (given by ĥ

(l)
n (0)),

multiplied by the phase rotation along that time interval (see Fig. 6.3).
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Figure 6.3: Channel estimation for the pth block of data.

This way, the CIR of the lth transmitter at the specific instant tp will be given by

ĥ(l)
n (tp) = ĥ(l)

n (0)ej2π·∆̂f
(l)·tp , (6.12)
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with the equivalent CIR for the pth block of data given by

ĥn(tp) =

NTx∑
l=1

ĥ(l)
n (tp) =

NTx∑
l=1

ĥ(l)
n (0)ej2π∆̂f (l)tp . (6.13)

Hence, the corresponding channel frequency response H̃k(tp) can easily be obtained from
h̃n(tp).

6.4 Adaptive Receivers for SFN with Different CFOs

In the following, three frequency domain receivers are proposed for a non-synchronized
SFN broadcasting system . For the sake of simplicity, a SFN transmission with two asyn-
chronous transmitters will be considered, in which each transmitter is affected by a differ-
ent CFO and the number of relevant transmitters covering a given area is generally small,
typically L = 2 or L = 3. This, however, can be easily extended to a larger network, with
more unsynchronized transmitters.

6.4.1 Method I

This receiver is entirely based on the IB-DFE. However it uses the initial CIR and CFO es-
timates provided by training sequences to estimate the equivalent channel, and updates
the phase rotation for each data block of the frame. Nevertheless, this method does not
performs CFO compensation, and it also assumes a constant equivalent channel within
each block.

6.4.2 Method II

The corresponding receiver is illustrated in Fig. 6.4 and requires a small modification to
the IB-DFE. It is developed from method I, where after the phase update is performed
the compensation of the average phase rotation, associated to the average CFO over the
different transmitters. It considers the equivalent channel (given by (6.2)), in which the re-
ceived signals associated to theNTx transmitters are added, leading to the signal {y(∆f)

n }.

Instead of using the average phase rotation, a simple method based on the phase ro-
tation associated to the strongest channel could be employed. However, since a different
phase rotation is associated to each channel, an average phase compensation is more ap-
propriate. The CFO compensation technique is based on a weighted average, in order
to combine average values from samples corresponding to the CFOs associated to the
different transmitters. The power of the channel associated to the lth transmitter is

P
(l)
Tx =

N−1∑
n=0

|h(l)
n |2 =

1

N

N−1∑
k=0

|H(l)
k |2, (6.14)
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Figure 6.4: Receiver structure for Method II.

which means that the strongest channel has an higher contribution on the equivalent
CFO. As a result, the equivalent CFO value, is given by

∆̂f =

NTx∑
l=1

P
(l)
Tx∆f (l)

NTx∑
l′=1

P
(l′)
Tx

, (6.15)

and therefore the average phase rotation is written as

θ̂n = 2π∆̂f
n

N
.

After compensating the average phase rotation of the received signal, the resulting
samples are passed through a feedback loop in order to perform the equalization process.

6.4.3 Method III

It is important to note that Method II works well when the dispersion on the CFOs is
not high. However, it is not efficient in the presence of substantially different CFOs. For
instance, for two equal power transmitters with symmetric CFOs then equivalent CFO
results in ∆̂f = 0 and no compensation is performed.

In Method III, a receiver that tries to jointly compensate the frequency offset associ-
ated to each transmitter and equalize the received signal, is proposed. The objective is
to use the data estimates from the previous iteration to obtain an estimate of the signal
components associated to each transmitter, and posteriorly compensate the correspond-
ing CFO. It is worth mentioning that for the first iteration the process is very straightfor-
ward, since there are no data estimates, and therefore, for the first iteration this receiver
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is reduced to a simpler version close to the one of Method II. For this reason, the feedback
operations shown in Fig. 6.5, only apply to the subsequent iterations. The set of opera-
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Figure 6.5: Receiver structure for Method III.

tions described next are performed for all NTx signals within each iteration. Let us look
to the ith iteration: the first operation consists in a filtering procedure, which isolates the
signal y(∆f (l))

n , corresponding to the lth transmitter, by removing the contributions of the
interfering signals from the overall received signal y(∆f)

n , as given by equation (6.16).

y(∆f (l))
n = y(∆f)

n −
NTx∑
l′ 6=l

y(∆f (l′))
n = y(∆f)

n −
NTx∑
l′ 6=l

s(∆f (l′))
n ∗ h(l′)

n

≈ y(∆f)
n −

NTx∑
l′ 6=l

ŝne
jθ̂

(l′)
n ∗ h(l′)

n ≈ y(∆f)
n −

NTx∑
l′ 6=l

ŷ(∆̂f (l′))
n .

(6.16)

The computation of these undesired signal components is based on the equalized sam-
ples at the FDE’s output from the previous iteration, {Ŝ(i−1)

k ; k = 0, 1, . . . , N − 1}.
The samples corresponding to the signal {y(∆f (l))

n ;n = 0, ..., N − 1} are then passed
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to the frequency-domain by an N -point DFT, leading to the corresponding frequency-
domain samples which are then equalized by an appropriate frequency-domain feedfor-
ward filter. The equalized samples are converted back to the time-domain by an IDFT
operation leading to the block of time-domain equalized samples s̃(i,∆f (l))

n . Next, the re-
sulting signal is compensated by the respective phase rotation θ

(l)
n , which can easily be

estimated from the original CIRs and CFOs estimates, as described before. This process is
performed for each one of the NTx signals, and the resulting signals are added in a single
signal which is then equalized with resort to the feedback loop. The equalized samples
at the FDE’s output, are given by {Ŝ(i)

k ; k = 0, 1, . . . , N − 1}, and for each iteration, the
receiver compensates the phase error and combines the resulting signals before the feed-
back loop. The performance results in next section, will demonstrate that despite being
more complex this receiver presents higher gains when compared to the first ones.

In terms of complexity, Method I and Method II have almost the same complexity as
conventional receivers. However, Method III is slightly more complex since in each itera-
tion it requires an additional FFT/IFFT pair for each branch (i.e., the number of FFT/IFFT
pairs is proportional to L).

6.5 Performance Results

A set of performance results concerning the proposed frequency offset compensation
methods for single frequency broadcast systems are presented next. It is assumed that
identical signals emitted from different transmitters will arrive at the receiver with dif-
ferent delays, and will have different CIRs. Moreover, different CFOs between the local
oscillator at each transmitter and the local oscillator at the receiver, are considered. At the
receiver’s antenna, the signals are added being the result similar to a transmission over a
single strong time-dispersive channel.

The chosen modulation relies on a SC-FDE scheme with blocks of N = 4096 subcarri-
ers and a cyclic prefix of 512 symbols acquired from each block, although similar results
were observed for other values of N , provided that N >> 1. The modulation symbols
belong to a QPSK constellation and are selected from the transmitted data according to
a Gray mapping rule. For the sake of simplicity, it was assumed linear power amplifi-
cation at the transmitter. The performance results are expressed as function of Eb/N0,
where N0 is the one-sided power spectral density of the noise and Eb is the energy of the
transmitted bits.

Without loss of generality, it is considered a SFN transmission with two transmit-
ters with different CFOs, where ∆f(1) and ∆f(2) denotes the CFOs associated to the first
and second transmitter, respectively. Another important parameter to be considered is
the number M of (sub)blocks following the cyclic prefix. In general the performance is
different for different blocks, since the residual phase rotation on the signal associated
to each transmitter increases as we move away from the training sequence or pilots (as
the number of (sub)blocks increases). The subblock with worst performance is the one
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that is farthest from the training. In our simulations we considered frames with M=10
subblocks and the performance results concern the last subblock. However, it should be
pointed out that for method III with almost perfect CFO estimation the performance is
almost independent of M .

Figs. 6.6 and 6.7 present the BER performance results for different values of ∆f (1) −
∆f (2), namely from 0.05 to 0.175, for BER=10−3. These results consider a difference of
10 dBs between the powers of the received signals from both transmitters

(
with P

(1)
Tx >

P
(2)
Tx

)
. For comparison purposes, were also included the results regarding the scenario in

which the transmitters are not affected by CFO (i.e., ∆f (1) = 0 and ∆f (2) = 0). From
the above performance results, it is clear that the transmission with non-synchronized
transmitters can lead to significant performance degradation, particulary for Method I,
were can be observed a very high deterioration of the BER performance with increasing
values of ∆f (1) − ∆f (2). The reason for this, is that this method does not performs a
CFO compensation, it only updates the phase rotation for the channel associated to each
transmitter, for each block.

The curves obtained with resort to Method II show very reasonable results, since to-
gether with the IB-DFE iterations, this method performs the compensation of the average
phase rotation (associated to the average CFO over the different transmitters). However,
for high values of ∆f (1)−∆f (2) (typically ≈ 0.15), it also indicates a significant degrada-
tion.

In what refers to the performance results of Method III, it is clear that this method
is capable of achieving very high gains, even with non-synchronized transmitters with
strong values of ∆f (1)−∆f (2) (about 0.1). This method jointly compensates the frequency
offset associated to each transmitter and equalizes the received signal. With resort to the
IB-DFE iterations, since it uses the data estimates from the previous iteration to obtain an
estimate of the signal components associated to each transmitter, and posteriorly com-
pensates the corresponding CFO. Despite being more complex, from the comparison of
BER results for the fourth iteration it can be seen that for higher values of ∆f (1) −∆f (2)

(about 0.15), Method III clearly overcomes Method II achieving a gain up to 8 dBs for
∆f (1)−∆f (2) = 0.15 and about 5 dBs for ∆f (1)−∆f (2) = 0.175. In order to provide a bet-
ter analysis over the impact of the CFO on the performance, Figs. 6.8, 6.9 and 6.10 show
the performance of the distinct methods regarding the different values of ∆f (1) −∆f (2)

considered in the simulations. In the previous figures, we presented the BER perfor-
mance results for a relation of 10 dBs between the powers of the received signals from
both transmitters. An interesting point of research would also be the influence of the re-
ceived power, on the performance associated to each one of the transmitters. In order to
address this question, Figs. 6.11 and 6.12, present the performance results obtained with
Method II and Method III, respectively, for different relations of the received power and
∆f (1) −∆f (2) = 0.15. As shown in this figure, for both methods, the greater the differ-
ence in power between the transmitters

(
with P (1)

Tx > P
(2)
Tx

)
, the better the performance.

This shows that the difference in power between transmitters has a strong impact on the

98



6. ASYNCHRONOUS SINGLE FREQUENCY NETWORKS 6.5. Performance Results

0 2 4 6 8 10 12 14 16
10

−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
(dB)

B
E

R

∗: Δf (1) =Δf (2) = 0.0;
◦: Δf (1) −Δf (2) = 0.05, for Method I;
�: Δf (1) −Δf (2) = 0.05, for Method II;
•: Δf (1) −Δf (2) = 0.05, for Method III.

Iter. 1
Iter. 4

− − − − :
_______ :

P
(1)
Tx /P

(2)
Tx = 10

(a)

0 2 4 6 8 10 12 14 16
10

−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
(dB)

B
E

R

Iter. 1
Iter. 4

− − − − :
_______ :

P
(1)
Tx /P

(2)
Tx = 10

∗: Δf (1) =Δf (2) = 0.0;
◦: Δf (1) −Δf (2) = 0.1, for Method I;
�: Δf (1) −Δf (2) = 0.1, for Method II;
•: Δf (1) −Δf (2) = 0.1, for Method III.

(b)

Figure 6.6: BER performance for the proposed methods, with a power relation of 10dBs
between both transmitters, and considering values of: ∆f (1) −∆f (2) = 0.05 (a); ∆f (1) −
∆f (2) = 0.1 (b).
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Figure 6.7: BER performance for the proposed methods, with a power relation of 10dBs
between both transmitters, and considering values of: ∆f (1) −∆f (2) = 0.15 (a); ∆f (1) −
∆f (2) = 0.175 (b).
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Figure 6.8: Method I
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Figure 6.9: Method II
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Figure 6.10: Method III
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Figure 6.11: Impact of the received power on the BER performance, with ∆f (1)−∆f (2) =
0.15, and employing the frequency offset compensation for Method II.
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Figure 6.12: Impact of the received power on the BER performance, with ∆f (1)−∆f (2) =
0.15, and employing the frequency offset compensation for Method III.

system’s performance. The above results show that the receivers based on the proposed
methods are suitable for a SC-FDE scheme based on broadcasting transmission through
a SFN system, even when transmitters have substantially different CFO.

Based on frequency offset compensation methods, these receivers consist on modified
IB-DFE schemes, that equalize the received SC signal and compensate the residual CFOs.
In order to achieve this, a frame structure was proposed with which is possible to deter-
mine the channel’s impulse response, as well as the CFO associated to each transmitter.
That information has a significant contribution to track variations of the equivalent chan-
nel during the frame duration. The performance results show significant gains on power
efficiencies, especially when the receiver based on Method III is adopted. Therefore, al-
though the slight increase on the complexity of both receivers, they ensure excellent per-
formance allowing good BERs in severely time dispersive channels and even without
perfect carrier synchronization between different transmitters.

Chapter 6, in part, is based on the paper “Channel Estimation and Equalization for
Asynchronous Single Frequency Networks”, F. Silva, R. Dinis and P. Montezuma, pub-
lished in the IEEE Transactions on Broadcasting, vol. 60, no. 1, pp. 110-119, Mar 2014.
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7
Multipath Channels with Strong

Doppler Effects

In broadband mobile wireless systems the channel’s impulse response can be very long
leading to very large blocks, with hundreds or even thousands of symbols. Under these
conditions it can be difficult to ensure a stationary channel during the block duration,
which is a crucial requirement of conventional SC-FDE receivers. In order to avoid signif-
icant performance degradation due to strong Doppler effects, wireless systems based on
SC-FDE schemes employ frequency-domain receivers which require an invariant chan-
nel within the block duration. Hence, a significant performance degradation occurs if
the channel changes within the block’s duration. SC-FDE detection is usually based on
coherent receivers, therefore accurate channel estimates are mandatory. These channel
estimates can be obtained based on training sequences and/or pilots [61]. Although the
use of training sequences allows an efficient and accurate channel estimation, as seen in
chapter 5, these estimates are local and the channel should remain almost constant be-
tween training blocks, something that might not be realistic in fast-varying scenarios due
to strong Doppler effects.

The channel variations have different origins and effects. For instance, the previous
chapter focused on the channel variations due to phase noise or residual CFO frequency
errors, which can be a consequence of a frequency mismatch between the local oscillator
at the transmitter and the local oscillator at the receiver. Nevertheless, this kind of chan-
nel variations leads to simple phase variations that are relatively easy to compensate at
the receiver [2], [4]. Another source of variation channel is the Doppler frequency shift
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caused by the relative motion between the transmitter and receiver. The channel vari-
ations due this effect are not easy to compensate, and can become even more complex
when the Doppler effects are distinct for different multipath components (e.g., when ex-
ist different departure/arrival directions relatively to the terminal movement). Therefore,
it becomes mandatory to implement a tracking procedure to cope with channel variations
between the training blocks. This can be done by employing decision-directed channel
tracking schemes [62]. Detection errors might lead to serious error propagation effects.
As an alternative, pilots multiplexed with data could be used for channel tracking pur-
poses, as employed in most OFDM-based systems [63]. Although adding pilots to OFDM
systems is very simple (it just needs to assign a few subcarriers for that purpose), the same
is not true for SC-FDE signals, where pilots lead to performance degradation and/or in-
creased envelope fluctuations [64], [65]. Therefore, an efficient estimation and tracking
schemes based on training blocks SC-FDE system is needed.

In this chapter various iterative receivers, able to attenuate the impact of strong Doppler
effects, are proposed for SC-FDE schemes. Firstly, the short term channel variations are
modeled as almost pure Doppler shifts which are different for each multipath component
and use this model to design the frequency-domain receivers able to deal with strong
Doppler effects. These receivers can be considered as modified turbo equalizers imple-
mented in the frequency-domain, which are able to compensate the Doppler effects as-
sociated to different groups of multipath components while performing the equalization
operation. The performance results will show that the proposed receivers have excellent
performance, even in the presence of significant Doppler spread between the different
groups of multipath components, this makes them suitable for SC-FDE scheme based
broadband transmission in the presence of fast-varying channels.

7.1 Doppler Frequency Shift due to Movement

Consider a transmission through a channel with multipath propagation, between a mo-
bile transmitter traveling with speed v, and a fixed receiver, as shown in Fig. 7.1.
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Figure 7.1: Doppler shift.

The relative motion between transmitter and receiver, induces a Doppler frequency
shift in the received signal frequency, proportional to the speed of the transmitter, which
depends on the spatial angle between the direction of the movement and the direction
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of departure/arrival of the component. Therefore, the Doppler shift associated to the lth
multipath component is given by

f
(l)
D =

v

c
fc cos(θl) = fmaxD cos(θl), (7.1)

where fmaxD = vfc/c represents the maximum Doppler shift, proportional to the vehicle
speed v, c denotes the speed of light, θl is the angle between v and the arrival directions
of the lth component.

7.2 Modeling Short-Term Channel Variations

The short term channel variations are due to the receiver´s motion [7]. As the mobile
moves over a short distance within a radio channel characterized by multipath fading,
signal’s power will vary rapidly originating small-scale fading due to the sum of many
different multipath components, displaced with respect to one another in time and spatial
orientation, having random amplitudes and phases. The received electromagnetic field
at any point can be assumed as being composed of several horizontally traveling plane
waves, having random amplitudes and angles of arrival for different locations. The am-
plitudes of the waves are assumed to be statistically independent, as well as the phases
which are also uniformly distributed in [0, 2π] [6]. Due to the fact that the different com-
ponents have random phases the sum of the contributions exhibits a wide variation (e.g.,
even for small movements like a portion of a wavelength, the signal amplitude may vary
by more than 40 dB).

Now, let h(t, t0) be the channel’s impulse response associated to an impulse at time t0
given by

h(t, t0) =
∑
l∈Φ

αl(t0)δ (t− τl) , (7.2)

where Φ is the set of multipath components, αl(t0) is the complex amplitude of the lth
multipath component and τl its delay (without loss of generality, it is assumed that τl is
constant for the short-term variations that are being considered). If the channel variations
are due to Doppler effects we may write

αl(t0) = αl(0)ej2πf
(l)
D t0 . (7.3)

Assuming the specific case were the receiver and all reflecting surfaces are fixed, and the
transmitter is moving as shown in figure 7.2(a)), therefore (7.2) can be rewritten as

h(t, t0) =
∑
l∈Φ

αl(0)ej2πf
(l)
D t0δ (t− τl) . (7.4)

107



7. MULTIPATH CHANNELS WITH STRONG DOPPLER EFFECTS 7.2. Modeling Short-Term Channel Variations

v

1r 

2r 

1 1

1

2 2

2

,

,

l l

l

l l

l

  

 

  

 

   




   




v

Rx

Rx

1r 

2r 

(a)

v

1r 

2r 

1 1

1

2 2

2

,

,

l l

l

l l

l

  

 

  

 

   




   




v

Rx

Rx

1r 

2r 

(b)

Figure 7.2: Various objects in the environment scatter the radio signal before it arrives at
the receiver (a); Model where the elementary components at a given ray have almost the
same direction of arrival (b).

7.2.1 Generic Model for Short-Term Channel Variations

The following presents a generic model which considers a very high number of multi-
path components, especially when the reflective surfaces have a high roughness and / or
have scattering effects. In order to overcome this problem, the model suggests that multi-
path components having the same direction of arrival (i.e., following a similar path), are
grouped into clusters as shown in figure 7.2(b). Under this approach, the overall channel
will consist on the sum of individual time shifted channels i.e.,

h(t, t0) '
NR∑
r=1

αr(t0)δ (t− τr) , (7.5)

where αr(t0) =
∑

l∈Φr
αl(t0), with Φr = {l : θl ' θ(r)} denoting the set of elements

contributions grouped in the rth multipath group. Naturally, it means that τl ≈ τr, ∀l∈Φr ,
i.e., the contributions associated to the rth multipath group have the same delay (at least
at the symbol scale).

Due to the fact that αl(t) is a random process depending on the path-loss and shad-
owing, whereas the phase factor φl(t) is a random process depending of the delay, among
the Doppler shift and the carrier phase offset, then αl(t) and φl(t) can be considered as
independent. Assuming the existence of a large number of scatterers within the channel,
the CLT can be used to model the channel impulse response as a complex-valued Gaus-
sian random process, and therefore allowing to model the time-variant channel impulse
response as a complex-valued Gaussian random process in the t variable. Hence, based
on the CLT, hb(t, τ) is approximately a complex Gaussian random process, and αr(t0) can
then be regarded as a zero-mean complex Gaussian process with PSD characterized by

Gαr(f) ∝


1√

1−(f/fD)2
, |f | < fD

0, |f | > fD,
(7.6)

which is depicted in Fig. 7.3(a) and corresponds to the so-called Jakes’ Doppler spectrum.
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Thus, αr(t0) can be modeled as a white Gaussian noise w(t0), filtered by a filter with
frequency response HD(f) ∝

√
Gαr(f), usually denoted “Doppler filter” [66].
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Figure 7.3: Jakes Power Spectral Density (a); PSD associated to the transmission of a
single ray (b); PSD associated to the transmission of multiple rays (c).

7.2.2 A Novel Model for Short-Term Channel Variations

The generic model may not be suitable for broadband systems, the reason for that is sim-
ple: for narrowband systems the channel is modeled based on the assumption that the
differences between the propagation delays among the several scattered signal compo-
nents reaching the receiver are negligible when compared to the symbol period (i.e., the
symbol duration is very high). The model then assumes that, each multipath component
following a given “macro path”, is decomposed in several components (scattered at the
vicinity of the transmitter). This is a fair approximation for narrowband systems. How-
ever, for broadband wireless mobile systems, multipath components that depart/arrive
with substantially different directions will have delays that are very different and there-
fore they should not be regarded as elementary components of the same ray. This means
that all elementary components at a given ray should have similar direction of depar-
ture/arrival. Therefore, the Doppler filter must have a very narrow bandwidth centered
in f (r)

D = fD cos(θr), and consequently, short term channel’s variations can be modeled as
almost pure Doppler shifts that are different for each multipath group, i.e.,

αr(t0) ' αr(0)ej2πfD cos(θr)t0 , (7.7)

(it is important to note that αr(0) can still be modeled as a sample of a zero-mean complex
Gaussian process). Under these conditions, the Doppler spectrum associated to each
multipath group will have a narrow band nature, as depicted in Fig. 7.3(b) (Fig 7.3(c)
illustrates the Doppler spectrum considering a set of different multipath groups).
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The time-varying channel impulse response can then be written as

h(t, t0) '
NR∑
r=1

h(r)(t, 0)ej2πf
(r)
D t0 , (7.8)

where each individual channel h(r)(t, 0) is characterized by a normal PDP, representing
the cluster of multipath components having a similar direction of arrival (although can
have substantially different delays), and is given by

h(r)(t, 0) =
∑
l∈Φr

αl(0)δ (t− τl) , (7.9)

were Φr denotes the set of all multipath components. In Fig. 7.4 it is shown an example of
the clustering process. Of course, in a practical scenario it might be necessary to perform



(1)j
Ae



(1)
(1)

(1)

(1)

(2)

(2)

(2)

(3)
(3)(3)

  





(1)

(1)
PDP associated with 

(2)
PDP associated with 

(3)
PDP associated with 



Figure 7.4: Multipath components having the same direction of arrival θ are grouped into
clusters.

a kind of quantization of the Doppler shifts.

7.3 Channel Estimation and Tracking

As already pointed out, the present work assumes coherent receivers which require ac-
curate channel estimates. The estimates can be obtained with the help of appropriate
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training sequences, or by employing the efficient channel estimation methods presented
in chapter 5, which take advantage of the sparse nature of the equivalent CIR.

In the following it will be shown that the knowledge of the CIR at the beginning of
the frame, together with the knowledge of the corresponding Doppler drifts, is enough
to obtain the evolution of the equivalent CIR along all the frame.

7.3.1 Channel Estimation

The different CIRs and Doppler drifts can be obtained by employing the frame structure
of Fig. 7.5, that starts with the transmission of two training sequences, denoted TS1 and
TS2, respectively. Each training sequence includes a cyclic prefix with duration TCP ,
which is longer than the duration of the overall channel impulse response (including the
channel effects and the transmit and receive filters), followed by the useful part of the
block with duration TTS , which is appropriate for channel estimation purposes.

Between the training sequences there is a period of time ∆T , which may be available
for data transmission. By employing high values of ∆T the accuracy of the estimates can
be significantly improved, but it should be assured that the phase rotation within this
time interval ∆T does not exceeds π.

1TS

CPT TT

1DATA   
NBDATA

UTCPT 0t

t

CP TS TS

CPT CPT CPT

CP

CPT

DATA

UT

2TS



CPT TT

DATA slot(s)

Figure 7.5: Frame structure.

Consider the first training sequence, TS1. From the corresponding samples it is possi-
ble to obtain the CIR, which can be eventually enhanced with resort to the sparse channel
estimation techniques of chapter 5, leading to the set of CIR estimates h̃(1)

n . It can be easily
shown that the corresponding estimates can be given by

h̃(1)
n = hn(0) + ε(1)

n , (7.10)

where the hn(0) represents the initial impulse response channel, and estimation error εn,l
is Gaussian-distributed, with zero-mean. Now consider the second training sequence,

h̃(2)
n = hn(∆T ) + ε(2)

n , (7.11)

where hn(∆T ) denotes the channel impulse response obtained at the instant ∆T and it is
simply the initial impulse response hn(0) times the corresponding phase rotation. Natu-
rally, this is only applicable to relevant multipath components (i.e., the multipath compo-
nents power must exceed a pre-defined threshold, otherwise the samples are considered
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as noise and ignored). Therefore, (7.11) can be rewritten as

h̃(2)
n = hn(0) · ej2πfD cos(θn)∆T + ε(1)

n . (7.12)

The channel evolution between these training blocks can be obtained from the param-
eters which characterize each multipath component, as will be explained next.

7.3.2 Tracking of the Channel Variations

We have seen that the short-term time variations of a mobile radio signal (which are a
consequence of the transmitter (or receiver) motion in space [7]), can be directly related
to the corresponding time-varying channel impulse response. Let us then consider a
specific case were the receiver and all reflecting surfaces are fixed, and the transmitter is
moving. In these conditions, variations on the mobile channel are due to Doppler effects,
and are given by

αl(t0) = αl(0)ej2πflt0 (7.13)

and in these conditions (7.2) can be rewritten as

h(t, t0) =
∑
l∈Φ

αl(0)ej2πflt0δ (t− τl) , (7.14)

It is therefore important to be able to predict the channel response for transmission within
fast-varying scenarios.

7.3.2.1 Using the Sampling Theorem to Track the Channel Variations

A precise tracking of the channel variations can be derived from a direct application
of the sampling theorem: as it was shown before, if it is admitted that the channel is
characterized by a Doppler spectrum, than the channel can be seen as if αl(t0) had been
modeled as a white Gaussian noise w(t0), filtered by a filter with frequency response
HD(f) ∝

√
Gαl(f), with the Doppler spectrum occupying a bandwidth fD (correspond-

ing to the maximum Doppler frequency). Sampling αl(t0) at a rate Ra ≥ 2fD, results the
set {αl(nTa)} which is a statistically sufficient for obtaining αl(t0). Despite it is a very
straightforward process, this might lead to implementation difficulties due to the data
storage and delays inherent to channel interpolation, especially when the training blocks
are transmitted at a rate close to 2fD.

7.3.2.2 A Novel Tracking Technique

In this section is proposed an efficient channel tracking technique for SC-FDE transmis-
sion over fast-varying multipath channels. Instead of modeling the channel as a random
process with bandwidth fD, a different approach is followed by modeling the individual
multipath components as time-varying signals characterized by fixed parameters (e.g.,
the Doppler drift of each individual multipath component). In order to do this, a method
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for estimating the parameters that characterize each multipath component, is employed.
These parameters are then used for obtaining the channel evolution between training
blocks that are transmitted with a rate much lower than 2fD. In these conditions it can be
considered that the channel evolution is not random but, in fact, completely determinis-
tic.

First, it is presented the method for estimating the parameters that characterize each
multipath component, which can then be used to obtain the channel evolution between
training blocks that are transmitted with a rate Fa � 2fD. Regarding the lth component
these parameters are: the complex amplitude αl(t), delay τ , direction of arrival θl, and
the Doppler drift fl = fD cos(θl).

The process is very simple: by knowing the initial value of the complex amplitude,
αl(0), which can be acquired from the estimation of hn(0), and assuming that all the other
parameters are fixed (which is reasonable since we are assuming broadband systems) it
can be admitted that the channel evolution is completely deterministic.

To better understand this, regard the frame structure proposed in Fig. 7.5. The pa-
rameter αl(0) can be acquired from the estimation of hn(0) with resort to the training
sequence TS1. In the same way, the value of the complex amplitude, αl(∆T ), can be
acquired with resort to TS2. From (A.9) it is clear that the difference between αl(0) and
αl(∆T ) is due to the phase rotation related to Doppler effects, along the time interval ∆T .
Therefore, the equivalent Doppler shift corresponding to the lth multipath component,
can be obtained from

f̂l =
1

2π∆T
arg (αl(∆T ) · αl(0)∗)

≈ fl +
εQl

2π ·∆T · |αl(0)|2 ,
(7.15)

where εQl represents the quadrature component of the noise contribution.

Still, is important to guarantee that |αl(0)| ≈ |αl(∆T )|, otherwise it may become nec-
essary to increase the power of the training blocks, or to employ more sophisticated es-
timation techniques. Naturally, this is only applicable to relevant multipath components
(i.e., the multipath components whose power exceeds a pre-defined threshold. Any sam-
ples below this limit are considered as noise and ignored).

Regard the estimator’s variance, given by

σ2
f̂l
'

σ2
εQl

(2π ·∆T · |αl(0)|2)2
. (7.16)

If |αl(0)|2 � σ2
εQl

, the noise contribution will be insignificant and we can have an high pre-

cision estimate of the Doppler drift. Hence, for the lth multipath component the knowl-
edge of the initial value of the complex amplitude αl(0), along with the corresponding
Doppler shift fl, allows to track the variations of the channel’s impulse response for any
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slot of the frame along that time interval.

7.4 Receiver Design

Let us now consider a SC-FDE transmission system through a multipath channel with
strong Doppler effects. We assume that each cluster of rays is associated with a different
frequency drift due to Doppler effects, and we present two methods to compensate these
effects at the receiver side. Under these conditions, each sample is affected by a different
frequency drift. For a SC-FDE system the frequency drift induces a rotation in the con-
stellation that grows linearly along the block. Without loss of generality, we assume a
null phase rotation at the first sample n = 0.

In [4], a estimation and compensation technique of the phase rotation associated to
the frequency drift is proposed for a conventional cellular system in a slowly varying
scenario. Nevertheless, the multipath propagation causes time dispersion, and multiple
sets (clusters) of rays received with different delays are added in the receiver. Moreover,
for fast varying channels the received signal will fluctuate within each block. Therefore,
regarding these conditions, it is admitted that the received signals arrive with possible
different delays, and are exposed to different frequency drifts. It is also assumed that the
multipath components with similar Doppler frequency shift fl are grouped into clusters,
and a method to compensate these effects at the receiver side is presented. Therefore,
in time domain the received equivalent block, y(fD)

n , will be the sum of the time-domain
blocks associated to the NR sets of rays, as follows

y(fD)
n =

NR∑
r=1

y(r)
n ej2πf

(r)
D n/N , (7.17)

where f (r)
D denotes the Doppler drift associated to the rth cluster of rays. Let

θ(r)
n = 2πf

(r)
D

n

N
, (7.18)

then (7.17) can be rewritten as

y(fD)
n =

NR∑
r=1

y(r)
n ejθ

(r)
n . (7.19)

Under these conditions the transmitter chain associated to each one of the NR cluster
of rays can be modeled as shown in Fig. 7.6. Considering a transmission associated to
the rth cluster of rays, in the presence of a Doppler drift f (r)

D , then the block of time-
domain data symbols is affected by a phase rotation (before the channel), resulting in

the effectively transmitted block, {s(f
(r)
D )

n ;n = 0, ..., N − 1}. It follows from (7.19) that
the Doppler drift induces a rotation θ(r)

n in block’s symbols that grows linearly along the
time-domain block. Obviously, the effect of this progressive phase rotation might lead to
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a significant performance degradation.
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Figure 7.6: Equivalent cluster of rays plus channel.

In the following are proposed two frequency domain receivers, based on the IB-DFE,
with joint equalization and Doppler drift compensation. The first receiver whose struc-
ture is depicted in Fig. 7.7 has small modifications compared to the IB-DFE, and employs
joint equalization and Doppler drift compensation. It considers the equivalent channel,
in which the received signals associated to the NR sets of rays are added leading to the
signal y(fD)

n . To perform the Doppler drift compensation, one could employ a simple
method based on the fact that the equivalent frequency drift, f̂D, corresponds to the one
(previously estimated) associated to the strongest sub-channel. However, each cluster
suffers a different phase rotation, so an average phase compensation is more appropriate.
Thus, for this iteration, the Doppler drift compensation technique is based on a weighted
arithmetic mean, in order to combine average values from samples corresponding to the
frequency drifts associated to the different clusters. The average power associated to each
cluster is denoted by

P (r) =
N−1∑
n=0

|h(r)
n |2 =

1

N

N−1∑
k=0

|H(r)
k |2, (7.20)

and it is easy to see that the strongest sub-channel will have a higher contribution on
the equivalent frequency drift. As result, the estimated frequency offset value and the
estimated phase rotation are given by

f̂D =

NR∑
r=1

P (r)f
(r)
D

NR∑
r′=1

P (r′)

, (7.21)

115



7. MULTIPATH CHANNELS WITH STRONG DOPPLER EFFECTS 7.4. Receiver Design

and
θ̂l = 2πf̂D

n

N
, (7.22)

respectively. After the compensation of the estimated phase rotation affecting the re-
ceived signal, the resulting samples are passed through a feedback operation in order
to complete the equalization procedures. The Doppler drift compensation technique em-
ployed in this receiver can be called as ADC (Average Doppler Compensation). However,
the fact that it is based on an average phase compensation, might have implications in
performance.

Consider now the second receiver shown in Fig. 7.8, where it is his receiver em-
ployed a Doppler drift compensation technique called TDC (Total Doppler Compensa-
tion), which compensates the Doppler drift associated to each cluster of rays individu-
ally. It is worth mentioning that for the first iteration the process is equivalent to a linear
receiver due to the absence of data estimates. Only for the subsequent iterations, this
receiver will jointly compensate the estimated phase rotation due to Doppler drift and
equalize the received signal. Hence, the feedback operations which will be described
next are only valid for the subsequent iterations.

Regard the received signal referring to the rth cluster of rays, given by

y
(f

(r)
D )

n = y(fD)
n −

NR∑
r′ 6=r

y
(f

(r′)
D )

n = y(fD)
n −

NR∑
r′ 6=r

s
(f

(r′)
D )

n ∗ h(r′)
n

≈ y(fD)
n −

NR∑
r′ 6=r

ŝne
jθ̂

(r′)
n ∗ h(r′)

n ≈ y(fD)
n −

NR∑
r′ 6=r

ŷ
(f

(r′)
D )

n ,

(7.23)

where ∗ denotes the convolution operation, and ŷ
(f

(r′)
D )

n represents the estimates of the
received signal components. The set of operations described next are performed for all
NR signals within each iteration: the first operation consists in isolating from the total re-

ceived signal y(fD)
n the signal associated to the rth cluster of rays y(f

(r)
D )

n , which is accom-
plished by removing the contributions of the interfering signals as described in (7.23).
The computation of the undesired signal components is based on the data estimates at
the FDE’s output from the previous iteration, {Ŝ(i−1)

k ; k = 0, 1, . . . , N − 1}. The samples

corresponding to the resulting signal {y(f
(r)
D )

n ;n = 0, ..., N − 1} are then passed to the
frequency-domain by an N -point DFT, leading to the corresponding frequency-domain
samples which are then equalized by a frequency-domain feedforward filter. The equal-
ized samples are converted back to the time-domain by an IDFT operation leading to the

block of time-domain equalized samples s̃(f
(r)
D )

n . Next, the Doppler drift of the resulting
signal is compensated by the respective estimated phase rotation θ(r)

n , which for simplic-
ity it is assumed to have been previously estimated. This process is performed for each
one of the clusters of multipath components, and the signals are added in a single signal
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which is then equalized with resort to the IB-DFE. The equalized samples at the FDE’s
output, will be given by {Ŝ(i)

k ; k = 0, 1, . . . , N−1}. Therefore, the receiver jointly compen-
sates the phase error and equalizes the received signal by a Doppler drift compensation
before the equalization and detection procedures.
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Figure 7.7: Receiver structure for ADC.

7.5 Performance Results

Here are presented a set of performance results regarding the use of the proposed receiver
in time-varying channels.

A SC-FDE modulation is considered, with blocks of N = 1024 symbols and a cyclic
prefix of 256 symbols acquired from each block (although similar results were observed
for other values ofN , provided thatN >> 1). The modulation symbols belong to a QPSK
constellation and are selected from the transmitted data according to a Gray mapping
rule. Linear power amplification at the transmitter is also assumed.

For each multipath group, the Doppler drift and the respective channel impulse re-
sponse are obtained with the help of the frame structure presented previously in Sec.
7.3.1.

Firstly, consider the scenario of figure 7.9 where the receiver and all reflecting surfaces
are fixed, and the transmitter (i.e., mobile terminal) is moving with speed v. The channel
is admitted to have uncorrelated Rayleigh fading, with multipath propagation, and with
short-term variations due to Doppler effects. The maximum normalized Doppler drift is
given by fd = fDTB = v fcc TB , with fc denoting the carrier frequency, c the speed of light
and TB the block duration.

Consider now a critical scenario, where the multipath components are divided in two
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multipath clusters. The first cluster has the direction of movement and therefore is asso-
ciated to a Doppler drift of f (1)

D = fd, while the second group has the opposite direction
and a Doppler drift of f (2)

D = −fd. Without loss of generality it is assumed that 64 multi-
path components arrive from each direction, and there is a difference of 10 dBs between
the powers of both clusters

(
with (P (1) > P (2))

)
. Figs. 7.10 and 7.11 present the BER per-

formance for the proposed methods where ADC and TDC are denoted as method I and
method II, respectively, regarding a transmission with a maximum normalized Doppler
drifts of fd = 0.05 and fd = 0.09. For comparison purposes the results for a static channel
are also included. Regarding the results, both compensation methods ADC and TDC,
together with the IB-DFE iterations, can achieve high power gains, even with strong val-
ues of Doppler drifts. The two methods’ performance is almost the same for BER values
higher than 10−2. For both scenarios, their performance is very good when compared
with the SC-FDE without compensation (see results for one iteration). As can be seen
from Fig. 7.10 at BER of 10−3, the performance of both methods outperforms the SC-
FDE by more than 6 dB. In fact the proposed compensation methods can achieve higher
power efficiency, even in presence of several groups of rays with significant differences
on Doppler drifts. The TDC method gives the best error performance at the expense of
computational complexity. Despite being more complex, for moderate values of Doppler
drifts (fd ≈ 0.05), it outperforms the ADC method by 1.75 dB for a BER of 10−4. For
higher values of Doppler drifts, i.e fd ≈ 0.09, the method TDC overcomes method ADC
(whose BER performance highly deteriorates), achieving a gain of several dBs over ADC
method. For instance, from Fig. 7.11, for the 4th iteration at BER of 10−3 the power gain
is near to 7 dB. Again, we see that the TDC method performs very well and provides a
good tradeoff between the error performance and the decoding complexity when com-
pared with the ADC method. Moreover, for moderate Doppler drifts it can be seen from
Fig. 7.10 that the second method’s performance is close to the static channel (with a
power degradation lower than 1 dB). Therefore, and despite the increase complexity, the
receiver based on the second method has excellent performance, even when the different
clusters of multipath components have strong Doppler effects.

From our performance results we may conclude that the proposed compensation
methods can achieve high gains, even for several groups of rays with substantially differ-
ent Doppler drifts. Therefore, the proposed receivers are suitable for SC-FDE transmis-
sion, and can have excellent performance in the presence of fast-varying channels.

Chapter 7, in part, is based on the paper “Frequency-Domain Receiver Design for Trans-
mission Through Multipath Channels with Strong Doppler Effects”, F. Silva, R. Dinis and
P. Montezuma, published in the IEEE Wireless Personal Communications, vol. 83, no. 2, pp.
1213-1228, July 2015.
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Figure 7.10: BER performance for a scenario with normalized Doppler drifts fd and −fd
for fd = 0.05.
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Figure 7.11: BER performance for a scenario with normalized Doppler drifts fd and −fd
for fd = 0.09.

120



8
Conclusions and Future Work

Future wireless systems are required to support high quality of service at high data rates,
that may suffer severely time-dispersion effects associated to the multipath propagation.
In fact, the growing demand for high speed wireless services and applications (especially
those based on multimedia) has incited the rapid development of broadband wireless
systems. In this work we considered the problem of digital wireless communications
over doubly-selective channels. In particular we have focused on the proper character-
ization of such channels, as well on the frequency-domain receiver design for rapidly
time-varying channels due the presence of CFO or due to velocity of the receiver and/or
transmitter.

8.1 Conclusions

In chapter 2 we reviewed the mathematical models representing the physical channels,
and introduced time-varying frequency selective channels. Chapter 2 overviewed the
state-of-the-art, and it clarified that, in order to meet the high data rate requirements
while dealing with severely time-dispersive channels effects, equalization techniques at
the receiver side become necessary to compensate the signal distortion and guarantee
good performance. However, besides multipath propagation resulting in frequency-
selective fading, time variations within the channel may also arise due to oscillator drifts,
as well as due to motion between transmitter and receiver. Significant variations of
the channel response within the signal duration lead to time-selective fading. Channels
whose response is selective in time and frequency are referred as doubly-selective, and
represent a severe impairment in wireless communication systems, since the multipath
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propagation combined with the Doppler effects due to mobility can lead to drastic and
unpredictable fluctuations of the envelope of the received signal.

Chapter 3 focused on OFDM and SC-FDE block transmission techniques, which of-
fer very good performances over severely time-dispersive channels. A promising FDE
technique for single carrier modulation, the IB-DFE, is also analyzed and an explanation
of the feedforward and the feedback operations is given. It is shown that this iterative
FDE receiver offers much better performances than the non-iterative methods, with per-
formances near to the MFB as it was shown later in chapter 4. Since the IB-DFE has been
taken as the basis for the development of the proposed receivers presented in this the-
sis, a detailed study of schemes employing iterative frequency domain equalization was
given in this chapter.

In chapter 4, we studied the impact of the number of multipath components and the
diversity order on the asymptotic performance of OFDM and SC-FDE, for different chan-
nel coding schemes. It was shown that the number of relevant separable multipath com-
ponents is a fundamental element that influences the performance of both schemes and,
in the IB-DFE’s case, the iterations gains. The achieved results demonstrated that SC-
FDE has an overall performance advantage over OFDM, especially when employing the
IB-DFE, in the presence of an high number of separable multipath components because
it allows a performance very close to the MFB, even without diversity. With diversity,
the performance approaches MFB faster, even for a small number of separable multipath
components.

In chapter 5 we focussed our attention on the issue of OFDM-based broadcasting sys-
tems with SFN operation and proposed an efficient channel estimation method which
takes advantage of the sparse nature of the equivalent CIR. For this purpose, low-power
training sequences were used in order to obtain an initial coarse channel estimate, and
an iterative receiver with joint detection and channel estimation was developed. The
achieved results have shown very good performance, close to the perfect channel esti-
mation case, even with resort to low-power training blocks and also for the case where
the receiver does not know the location of the different clusters that constitute the overall
CIR.

Chapter 6 addressed the issue of joint CFO estimation and compensation over the
severe time-distortion effects inherent to SFN systems. Most conventional broadband
broadcast wireless systems employ OFDM schemes in order to cope with severely time-
dispersive channels. However, as shown in chapter 3, the high PAPR of OFDM signals,
lead to amplification difficulties. Moreover, the presence of a carrier frequency offset
compromises the orthogonality between the OFDM subcarriers. This chapter looked at
the possibility of using SC-FDE schemes in broadcasting systems with SFN operation.
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An efficient method for estimating the channel frequency response and CFO associated
to each transmitter was proposed, along with receiver structures able to compensate
the equivalent channel variations due to different CFO for different transmitters. Sub-
sequently, an efficient technique was proposed for estimating the channel associated to
the transmission between each transmitter and the receiver, as well as the corresponding
CFOs. This technique has shown to be enough for obtaining the evolution of the equiv-
alent channel along a given frame. Ultimately, a set of iterative FDE receivers able to
compensate the impact of the different CFOs between the local oscillators at each trans-
mitter and the receiver, were presented, and analyzed.

Finally, in chapter 7 we turned our attention to the problem of the use of SC-FDE
transmission in channels with strong Doppler effects. We proposed iterative frequency-
domain receivers able to attenuate the impact of strong Doppler effects, at the cost of
a slight increase in complexity when compared with the IB-DFE. The first step was to
present a channel characterization appropriate to model short-term channel variations,
modeled as almost pure Doppler shifts which were different for each multipath compo-
nent.

The model was then used to design the frequency-domain receivers able to deal with
strong Doppler effects. These receivers can be considered as modified turbo equalizers
implemented in the frequency-domain, which are able to compensate the Doppler effects
associated to different groups of multipath components while performing the equaliza-
tion operation. The simulations results have shown that the proposed receivers can have
excellent performance, even in the presence of significant Doppler spread between the
different groups of multipath components. This makes them suitable for SC-FDE scheme
based broadband transmission in the presence of fast-varying channels.

8.2 Future Work

The various models and results of this document, can be used for future work on the de-
vopment of frequency-domain receivers for fast fading multipath channels. This is a very
important topic, especially for SC-FDE systems which are more and more used in high-
mobility scenarios (for instante, in the LTE uplink). In fact, there is still a long research
lifespan regarding doubly-selective channels. Some important topics of investigation are,

• Extend the developed receivers for systems employing multiple antennas (e.g.,
MIMO and massive MIMO);

• The study of non-linear effects on the proposed techniques;

• Theoretical analysis of the performance with imperfect channel estimation.
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A
Important Statistical Parameters

Given a continuous random variable R, let us consider the event {R ≤ r}, with r rep-
resenting a real number in [−∞,∞]. The probability that this event will occur can be
written as P (R ≤ r). This probability can be defined by a function FR(r), defined as

FR(r) = P (R ≤ r) =

∫ R

0
fR(r)dr = 1− e

−r2
2σ2 , (−∞ < r <∞). (A.1)

This function is called cumulative distribution function (CDF) or probability distribution func-
tion of the random variable R, and gives the probability of a random variable R (for
instance representing the envelope’s signal) does not exceeds a given value r. A contin-
uous random variable has a continuous distribution function, and this function is right-
continuous, increasing monotonically. And since FR(r) is a probability then it is limited
to the values FR(−∞) = 0 and FR(∞) = 1, in the interval 0 ≤ FR(r) ≤ 1.

Being the CDF FR(r) a continuously differentiable function of r, then its derivative
function is named as probability density function (PDF) of the random variable R. The PDF
can be defined as

fR(r) =
dFR(r)

dr
, (−∞ < r <∞). (A.2)

Due to the fact that FR(r) is a non-decreasing function of r, it follows that fR(r) is non-

negative since that fR(r) =
dFR(r)

dr
= lim

∆r→∞

FR(r + ∆r)− FR(r)

∆r
≥ 0 is valid for all r.

(In the same way, the integration of this density function results in the corresponding
cumulative distribution function). The CDF gives the area under PDF from −∞ to r.

Other very important statistical parameters are the mean value, the mean-square
value, the variance and the standard deviation.
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The mean value (or expected value or statistical average)1 of a random variable R
is written as E[R], where E denotes the statistical expectation operator. Considering a
continuous R.V., characterized by a probability density function, the mean of R is given
by

E[R] =

∫ ∞
−∞

rfR(r)dr. (A.3)

In turn, the mean-square value is given by

E[R2] =

∫ ∞
−∞

r2fR(r)dr. (A.4)

The variance of a random variable R is a measure of the concentration of R around
its expected value, and can be written as

σ2
R = Var(R) = E[(R−E[R])2] =

∫ ∞
−∞

(r −E[R])2fR(r)dr, (A.5)

where Var{·} represents the variance operator.

The standard deviation, which represents the root mean-square value of the random
variable R around its expected value, is given by

σR =
√

Var(R) =
√

E[(R−E[R])2]. (A.6)

Another very important concept of statistics are the moments. In fact, the mean and
variance can be written in terms of the first two moments E[R] and E[R2]. The kth mo-
ment of the random variable R is given by

E[Rk] =

∫ ∞
−∞

rkfR(r)dr, k = 0, 1, ... (A.7)

whilst the kth central moment is defined as

E[(R−E{R})k] =

∫ ∞
−∞

(R−E{R})kfR(r)dr, k = 0, 1, ... (A.8)

A.1 Rayleigh Distribution

The Rayleigh distribution is widely employed in wireless channel modeling to describe
the distribution of the received signal envelope when the LOS component does not exists.

Let us consider any two statistically independent Gaussian random variables Xr and
Xn, with zero mean and variance σ2. A new random variable R, can be derived from Xr

and Xn by doing
R =

√
X2
r +X2

n, (A.9)

1Depending on the type of variable, the mean value and the expected value may be the same.
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where R represents a Rayleigh distributed R.V., characterized by a Rayleigh distribution
given by

FR(r) = P (R ≤ r) =

∫ R

0
fR(r)dr = 1− e

−r2
2σ2 , r ≥ 0. (A.10)

The derivation of the CDF given by FR(r) yields the corresponding probability den-
sity function (PDF)

fR(r) =

 r
σ2 e

−r2
2σ2 , 0 ≤ r <∞,

0, r < 0,
(A.11)

which is known as Rayleigh PDF. Its mean value is given by

E[R] =

∫ ∞
0

rfR(r)dr = σ

√
π

2
(A.12)

The mean-square value, given by the second moment, is

E[R2] =

∫ ∞
0

r2fR(r)dr = 2σ2 = R2
rms, (A.13)

whilst the variance is given by

Var(R) = E[(R−E[R])2] =E[R2]−E2[R]

= 2σ2 − (σ

√
π

2
)2

= σ2
(

2− π

2

) (A.14)

A.2 Rician Distribution

Rayleigh fading assumes that all incoming multipath components travel by relatively
equal paths. However, and as often occurs in practice, in addition to the N multipath
components, the propagation channel is characterized by a strong, dominant stationary
signal component (i.e., line-of-sight propagation path) [7]. In this case the received signal
is constituted by the superposition of a complex Gaussian component and a LOS com-
ponent. In these cases, the Rician distribution is employed to model the statistics of the
fading envelope. The Rician fading model and its analysis are equivalent to the that of
the Rayleigh fading case, but with the addition of a constant term. Hence, the signal
envelope has a PDF described by the Rician distribution [67] given by

fR(r) =

 r
σ2 e
− (r2+ν2)

2σ2 I0

(
rν
σ2

)
, r ≥ 0,

0 r < 0,
(A.15)

where the parameter ν represents the envelope of the stationary signal component (i.e.,
peak amplitude of the dominant signal) of the received signal, while I0 denotes the
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zeroth-order modified Bessel function of the first kind, and 2σ2 denotes the power of
the Rayleigh component.

A key factor in the model’s analysis is given by the “Rician K-Factor” which is de-
fined as the ratio between the deterministic signal power and the power of the multipath
components.

K =
ν2

2σ2
. (A.16)

This factor is often expressed in dB by

K(dB) = 10 log
ν2

2σ2
dB. (A.17)

The parameter K is fundamental factor since it is able to completely specify the Ricean
distribution, and it gives the ratio of the power in the LOS component to the power in
the other multipath components. As the stationary signal component reduces its power,
i.e., as K → 0, I0(0) = 1,the Rician PDF becomes a Rayleigh PDF. The reason for this
is that as the stationary (dominant) signal component becomes weaker, the composite
signal appears like a typical noise signal which in its turn is characterized by a Rayleigh
envelope. if the stationary signal component is much higher then the random multipath
components power (i.e., as K → ∞), it can be assumed that only the LOS component is
present, corresponding to a situation in which the channel is not affected by multipath
fading. In this scenario, the Gaussian PDF represents a good approximation for the Rician
pdf (i.e., the Ricean PDF is approximately Gaussian about the mean) [7]. On the other
hand, if the dominant signal fades away then the Ricean distribution turns into a Rayleigh
distribution .Hence, the parameter K can be seen as a fading measure since a small K
corresponds to severe fading, whilst a large K leads to low fading.

The cumulative distribution function FR(r) can be given by

FR(r) =

1−Q
(
ν
σ
r
σ

)
, r ≥ 0

0 r < 0
(A.18)

with Q denoting the Marcum Q-function given in [9]. The first two moments of the Rician
distributed random variables r can be given by

E[R] = σ

√
π

2 1

F1

(
−1

2
; 1;− ν2

2σ2

)
, (A.19)

and
E[R2] = 2σ2 + ν2, (A.20)

respectively. In (A.19), 1F1(·; ·; ·) represents the generalized hypergeometric function.
Further details can be found in [9].
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A.3 Nakagami-m Distribution

The Rayleigh and Rician distributions can be employed to model the statistics of some
physical properties of the channel models, such as the fading envelope. Nevertheless,
these distributions do not always provide an accurate fit to measured data.

The Nakagami-m distribution is also employed to characterize the statistics of signals
transmitted through channels with multipath fading channels. In fact, the Nakagami-m
distribution frequently provides a closer fit to experimental data than the Rayleigh or the
Rician distribution [9]. The PDF of the Nakagami-m distribution is given by [9]

fR(r) =

 2
Γ(m)

(
m
Ω

)m
r2m−1e−

mr2

Ω , m ≥ 1/2, r ≥ 0,

0 r < 0,
(A.21)

where Γ(·) is the Gamma function, Ω denotes the second moment of the random vari-
able R given by

Ω = E(R2), (A.22)

and the parameter m is the Nakagami shape factor fading parameter which ranges from
1/2 to∞, and is defined as the ratio of the moments [9]

m =
Ω2

E{(R2 − Ω)2} ,m ≥ 1/2, (A.23)

allowing the Nakagami-m distribution to correspond to several the multipath distribu-
tions. Let us consider, for example, the special cases: when m = 1/2 the Nakagami-m
fading channel corresponds to the one-sided Gaussian distribution; when m = 1 it cor-
responds to the Rayleigh distribution, and when m → ∞ it converges to a non-fading
AWGN channel.

The kth moment of R is given by

E[Rk] =
Γ(m+ k

2 )

Γ(m)

(
Ω

m

) k
2

, (A.24)

and the variance by

Var[R] = Ω

1− 1

m

(
Γ(m+ 1

2)

Γ(m)

)2
 . (A.25)

The Nakagami-m consists in a sort of general fading distribution whose parameters
were defined so that they could be adjusted to adapt to different empirical measures.
Moreover, its PDF is also known to frequently provide closed-form solutions in system
performance studies.
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B
Complex Baseband Representation

Since the message bearing signal s(t) is physically realizable, then it consists in a real-
valued bandpass signal, and consequently the corresponding spectrum S(f) is centered
in a carrier frequency fc, and symmetric around 0 Hz, as depicted in Fig. B.1. So, we may

f

cfcf

1

)( fS

Figure B.1: The spectrum S(f)

say that S(f) = S(−f). Since the signal is real, the signal’s s(t) information is localized
in positive part of the spectrum S(f) which can be represented by S+(f) = 2S(f)U(f),
where U(f) is the unit step function given by

U(f) =


0 f < 0

1/2 f = 0

1 f > 0

(B.1)

An example of S+(f) is illustrated in Fig. B.2. The inverse Fourier transform of S+(f)
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f

cf

2

)( fS 

Figure B.2: The spectrum S+(f)

can be given by

s+(t) =F−1
{
S+(f)

}
= F−1 {2S(f)U(f)}
= F−1 {2U(f)} ∗ {S(f)}

(B.2)

Applying the inverse Fourier transform of F−1 to B.2

F−1 {2U(f)} = δ(t) + j
1

πt
(B.3)

we may write

s+(t) =

(
δ(t) + j

1

πt

)
∗ s(t)

= s(t) + j
1

πt
∗ s(t)

(B.4)

A simplification of eq. (B.4) can be made with resort to the Hilbert transform of s(t), by
making

H{s(t)} =
1

πt
∗ s(t) = ŝ(t) (B.5)

and eq. (B.4) can be rewritten as

s+(t) = s(t) + jŝ(t) (B.6)

From (B.6) it becomes clear that if we pass the signal s(t) through a linear system with
an impulse response given by h(t) = 1

πt , it will result in signal s+(t).

The frequency response of the linear system, can be obtained by performing the
Fourier transform of the impulse response h(t),

H(f) = F {h(t)} =


j f < 0,

0 f = 0,

−j f > 0.

(B.7)
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Therefore for the spectrum Ŝ(f), results

Ŝ(f) = H(f)S(f). (B.8)

Let us now denote the equivalent baseband signal by sb(t). The signal sb(t) can be
obtained from s+(t) with resort to a frequency translation of its spectrum, this is

Sb(f) =
1√
2
S+(f + fc) (B.9)

where 1√
2

is a scaling factor, and fc the translation frequency (i.e., the carrier frequency).
An example of Sb(f) is illustrated in Fig. B.3.

f

)( fSb

2

Figure B.3: Equivalent baseband signal spectrum

From Sb(f) we can obtain the equivalent baseband signal sb(t) (which is also known
as the complex envelope of s(t)), with resort to the inverse Fourier transform,

sb(t) = F−1 {Sb(f)} =
1√
2
s+(t)e−j2πfct. (B.10)

Applying the result of (B.6) to the (B.10), we can rewrite it as follows

sb(t) =
1√
2

(s(t) + jŝ(t)) e−j2πfct. (B.11)

If we rewrite (B.11) as
s(t) + jŝ(t) =

√
2sb(t)e

j2πfct (B.12)

and by knowing that s(t) and ŝ(t) are real signals,it is clear that s(t) can be obtained from
sb(t) by taking the real part of (B.12), given by

s(t) = Re
{√

2sb(t)e
j2πfct

}
. (B.13)

The complex baseband representation (or complex envelope) sb(t) can be written in
terms of its real and imaginary parts as

sb(t) = sI(t) + jsQ(t) (B.14)
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From this, (B.13), and applying the Euler’s identity we get

s(t) =
√

2
[
sI(t) cos(2πfct)− sQ(t) sin(2πfct)

]
. (B.15)

The complex baseband representation can also be represented in polar form. If we
define the envelope a(t) and phase ψ(t) as follows,

a(t) = |sb(t)|
√
s2
I(t) + s2

I(t), (B.16)

and
ψ(t) = tan−1 sQ(t)

sI(t)
, (B.17)

then we get
sb(t) = a(t)ejψ(t). (B.18)

If we apply the above equations to (B.14), we get

sb(t) =
√

2a(t) cos [2πfct+ ψ(t)] (B.19)

This notation known as Baseband-Passband Representation, is often used to model the
wireless signal transmission. Before the transmission the baseband signal is upconverted
to the chosen carrier frequency, at the transmitter side. At the receiver side the received
signal is downconverted back to the baseband.
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C
Minimum Error Variance

In chapter 5 we proposed a channel estimation method based on training sequences,
multiplexed with data. It was shown that is possible to use a decision-directed channel
estimation to improve the accuracy of channel estimates without requiring high-power
training sequences. Here we show how we can combine the channel estimates, obtained
from the training sequence, H̃TS

k , with the decision-directed channel estimates, H̃D
k , to

provide the normalized channel estimates with minimum error variance defined in (5.11).
Let us assume the channel estimates,

H̃D
k = Hk + εDk , (C.1)

and
H̃TS
k = Hk + εTSk , (C.2)

where the channel estimation errors, εDk and εTSk , are assumed to be uncorrelated, zero-
mean, Gaussian random variables with variance σ2

D, and σ2
TS , respectively, i.e., εDk ∼

N(0, σ2
D) and εTSk ∼ N(0, σ2

TS). The channel estimates H̃D
k , and H̃TS

k , can be combined as
follows:

H̃TS,D
k =

aH̃D
k + bH̃TS

k

a+ b
=
H̃D
k +

b

a
H̃TS
k

1 +
b

a

=
H̃D
k + µH̃TS

k

1 + µ
= Hk + εTS,Dk , (C.3)
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where a = b = 1, µ =
a

b
, and εTS,Dk ∼ N(0, σ2) denotes the noise component, still

characterized by a Gaussian-distribution, with zero mean and variance σ2, given by

σ2 =
σ2
D + µ2σ2

TS

(1 + µ)2
= f(µ). (C.4)

For the sake of simplicity, we dropped the dependence with k. The parameter µ is chosen
to minimize σ2. The optimum value of µ corresponds to

df(µ)

dµ
= 0, (C.5)

leading to

µ =
σ2
D

σ2
TS

. (C.6)

Therefore the overall channel estimate combining, resulting from the combination
between H̃TS

k and H̃D
k , will be

H̃TS,D
k =

σ2
TSH̃

D
k + σ2

DH̃
TS
k

σ2
D + σ2

TS

= Hk + εTS,Dk , (C.7)

where εTS,Dk ∼ N(0, σ2
opt) denotes the noise component with Gaussian-distribution, with

zero mean and variance σ2
opt. The optimum variance σ2

opt will be

σ2
opt = σ2

∣∣∣
µ =

σ2
D

σ2
TS

=

σ2
D +

(
σD
σTS

)4

σ2
TS(

1 +
σ2
D

σ2
TS

)2 =
σ2
Dσ

4
TS + σ4

Dσ
2
TS

(σ2
D + σ2

TS)2
=

σ2
Dσ

2
TS

σ2
D + σ2

TS

. (C.8)

Under these conditions results, σ2
opt ≤ σ2

D and σ2
opt ≤ σ2

TS .
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