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Abstract

Generating personalized movie recommendations to users is a problem that most
commonly relies on user-movie ratings. These ratings are generally used either to un-
derstand the user preferences or to recommend movies that users with similar rating
patterns have rated highly. However, movie recommenders are often subject to the Cold-
Start problem: new movies have not been rated by anyone, so, they will not be rec-
ommended to anyone; likewise, the preferences of new users who have not rated any
movie cannot be learned. In parallel, Social-Media platforms, such as Twitter, collect
great amounts of user feedback on movies, as these are very popular nowadays. This
thesis proposes to explore feedback shared on Twitter to predict the popularity of new
movies and show how it can be used to tackle the Cold-Start problem. It also proposes,
at a finer grain, to explore the reputation of directors and actors on IMDb to tackle the
Cold-Start problem. To assess these aspects, a Reputation-enhanced Recommendation
Algorithm is implemented and evaluated on a crawled IMDb dataset with previous user
ratings of old movies, together with Twitter data crawled from January 2014 to March
2014, to recommend 60 movies affected by the Cold-Start problem. Twitter revealed to be
a strong reputation predictor, and the Reputation-enhanced Recommendation Algorithm
improved over several baseline methods. Additionally, the algorithm also proved to be
useful when recommending movies in an extreme Cold-Start scenario, where both new

movies and users are affected by the Cold-Start problem.

Keywords: Social-Media, Recommender Systems, Media Monitoring, Sentiment Analy-
sis, Crowdsourcing, Cold-start, Movies, Twitter, IMDb.
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Resumo

Gerar recomendacdes personalizadas de filmes a utilizadores é um problema que geral-
mente se baseia nas classificagdes dadas pelos utilizadores a filmes. Estas classifica¢des
sdo geralmente usadas ou para o sistema aprender as preferéncias de um utilizador ou
para recomendar filmes que utilizadores com padrdes de classificacdo semelhantes clas-
sificaram muito positivamente. No entanto, sistemas de recomendacéo de filmes sofrem
constantemente do problema do Arranque-a-Frio: novos filmes ainda nado foram classi-
ficados por ninguém, portanto ndo sdo recomendados a nenhum utilizador; de forma
semelhante, as preferéncias de novos utilizadores que nao classificaram nenhum filme
ndo conseguem ser aprendidas. Em paralelo, plataformas de Midia-Social, tais como o
Twitter, coleccionam grandes quantidades de opinides de utilizadores sobre filmes, de-
vido a estas se terem tornado bastante populares recentemente. Nesta tese propde-se
explorar as opinides partilhadas no Twitter para prever a popularidade de novos filmes
e mostrar como esta pode ser utilizada para colmatar o problema do Arranque-a-Frio.
Adicionalmente, também é proposta a exploracdo da reputacao de directores e actores de
novos filmes com o mesmo objectivo. Para avaliar estes aspectos, um algoritmo de re-
comendacdo baseado em reputagdo é implementado e avaliado num conjunto de dados
extraido do IMDb com classifica¢Oes reais de utilizadores a filmes, juntamente com dados
do Twitter extraidos entre Janeiro e Marco de 2014, para recomendar 60 filmes afectados
com o problema do Arranque-a-Frio. O Twitter revelou ser uma boa fonte para prever a
reputacdo de novos filmes e o algoritmo desenvolvido apresentou resultados melhorados
quando comparado com vérias baselines. Adicionalmente, a abordagem também provou
ser util em casos extremos de Arranque-a-Frio, quando tanto novos filmes como novos

utilizadores sdo afectados por este problema.

Palavras-chave: Midias-Sociais, Sistemas de Recomendag¢ido, Monitoriza¢do da Midia,
Analise de Sentimento, Crowdsourcing, Arranque-a-Frio, Filmes, Twitter, IMDb.
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Introduction

This first chapter introduces the context and motivation surrounding the development of
this dissertation. First, the Social-Media context is detailed and the problem is identified.
The objective of the dissertation and the proposed approach are then briefly summarized.
By the end of the chapter, the main contributions are specified and the structure of the
document is outlined.

1.1 Social-Media Context

The rising availability of the World Wide Web has resulted in an increased flow of in-
formation on online forums and services. Social-Media services, in particular, have been
target of tremendously increasing popularity, consequently changing the way people in-
teract with each other. While in past eras opinions and experiences were mostly shared
by direct contact, nowadays a great part of this information is shared via Social-Media
applications, creating large repositories of data related to all imaginable topics. This fact
led Social-Media platforms to become a perfect medium for users to obtain insight into
various subjects such as restaurants, events, books and movies. Twitter!, Facebook? and
IMDDb? are only some obvious examples of such platforms. Figure 1.1 shows some exam-
ples of shared tweets about the movie The Great Gatsby (2013).

In parallel, Recommender Systems were introduced with the goal of generating mean-
ingful product recommendations to users. By filtering the overwhelming amount of exis-

tent multimedia information, these are powerful tools capable of alleviating the stress of

lwww.twitter.com
2www.facebook.com
Swww.imdb.com



1. INTRODUCTION 1.2. Cold-Start in Recommender Systems

(0 “the great gatsby is one of my favourite films but the ending makes me cry
u every single time”

W “i'm watching the great gatsby for the second time this week because that's
u how much i love it”

Figure 1.1: Example of shared tweets regarding the movie The Great Gatsby (2013).

decision making when it comes to selecting a product, shaping it into a faster and more
accurate process. Typical Recommender Systems aim at predicting which products each
specific user would like to consume by analysing any useful information it might have
on both products and users.

While Social-Media services and Recommender Systems were introduced individu-
ally, current state-of-the-art Recommenders rely on Social-Media characteristics to per-
sonalize recommendations. IMDb is an example of such Recommenders, where ratings
given by users to movies are used to identify users with similar preferences and to rec-
ommend movies that similar users to the target user have rated highly.

With Social Networks and Microblogs becoming the trends of this decade, a huge
amount of feedback on diverse topics has been collected outside of domain-specific Social-
Media platforms. This information, ranging from personal opinions to word-of-mouth
suggestions, has the potential to be useful for domain-specific Recommenders. Since the
prospective is that Social Networks and Microblogs become increasingly more popular
over the next years, exploring this information is certainly a logical and important step

on improving domain-specific Recommender Systems.

1.2 Cold-Start in Recommender Systems

Including Social-media feedback on Recommendation Systems is nowadays a standard
and most popular Recommenders already include a way for users to discuss and share
opinions on items. Two examples are IMDb and Amazon*, where users can discuss and
opinionate on movies and products, respectively. Collaborative Filtering is the most pop-
ular state-of-the-art recommendation algorithm and consists on analysing the historic of
consumption of all users in a system to identify similarities in rating behaviours. The
identified similarities are then used to predict what to recommend to users who have
previously expressed opinions on items, by recommending the products that the most
similar users to the target user have rated highly.

While Collaborative Filtering has proven to present excellent results [AT05], relying
solely on the feedback given by users propels to the existence of a serious limitation,

4WWW. amazon.com



1. INTRODUCTION 1.3. Objective

known as the problem of Data Sparsity. This limitation refers to the lack of collected
feedback in comparison to the necessary amount to accurately exploit rating behaviours,
generally aggravated by the fact that the number of product and items often excels the
number of users by a massive margin. Extreme cases of Data Sparsity occur for new users
and new items: the rating behaviours and preferences of new users who have not rated
any product cannot be estimated; likewise, new products that have not been rated by any
user cannot be recommended to anyone. These severe cases are the hardest to handle
and plague most recommendation approaches, culminating in the most characteristic
limitation of Recommender Systems, known as the Cold-start problem [MP]11].

1.3 Objective

Social Networks and Microblogs let users share opinions and experiences of their every-
day lives, and the new mobile and wireless technologies let users have access to these
at any time and from any place. This ever-present contact with these forms of Social-
media leads people into hastily sharing how happy or how disappointed they are with
newly obtained products or recently watched movies. Considering how fast Social Net-
works and Microblogs are flooded with information about new trends, these can actually
be a more reliable source of feedback on recently-released products when compared to
domain-specific platforms. Figure 1.2 plots a realistic estimation of the accumulated total
number of tweets and IMDb ratings shared about the movie Godzilla (2014) up to 10 days
after its premiere. It can be observed that the shared tweets outnumber the IMDb ratings

by a large margin.

60000
50000 —— Tweets
40000 ——— IMDb Ratings

30000

20000

#SHARED TOTAL

10000

1 2 3 4 5 6 7 8 9 10
#DAYS AFTER PREMIERE

Figure 1.2: Comparison of tweets and ratings for Godzilla (2014) after premiere.

This dissertation builds on the idea of exploiting the flux of information on Social-
Media platforms to capture feedback on new movies. More specifically, new movies are
decomposed into key components, namely the respective directors and actors, whose
reputation can be tracked from Social-Media streams. By applying this to a recommen-
dation scenario where new movies lack user-movie ratings and are, therefore, affected by

the cold-start problem, the objective of this dissertation is defined as:

3



1. INTRODUCTION 1.4. Approach

to develop a recommendation algorithm that explores Social-Media feedback
on new movies, directors and actors to recommend movies affected by the
Cold-Start problem.

1.4 Approach

New movies that have just been released commonly lack a qualitative measure of their
respective quality, as these usually have no user-movie ratings. To tackle this cold-start
problem, a framework as implemented that mines social-media feedback in order to rec-
ommend new movies. The implemented framework can be divided in two main mod-
ules: the Social-Media Monitoring module, responsible for mining social-media signals
about new movies, and the Cold-Start Recommendation module, responsible for recom-
mending new movies by exploiting the social-media information collected by the other
module. Figure 1.3 presents an overview of the described framework.

Social-Media Monitoring Cold-Start Recommendation

|
1
|
% 1
|

Reputation New

Framework

IMDb
Reviews

Y Y

Movies
Metadata
Indexer

_ Cold-Start 1
> User
Recommender
s Y * A
T Tweets
weets Classifier

>
old

Movies
Metadata

1
|
1
|
1
1
1
|
1
Social-Media | !
T
|
1
|
1
|
1
|
1

Figure 1.3: Overview of implemented recommendation framework.

The Social-Media Monitoring module comprises two main sets of components: the
Twitter Mining components (illustrated in blue) and the IMDb Mining components (illus-
trated in orange). The Twitter Mining components are responsible for capturing social-
media feedback on new movies, affected by the cold-start problem: tweets where these
movies are identified are stored and labelled according the recognized movie titles. The
captured tweets are then classified by a sentiment classifier such that, for each tweet, it is
inferred if it is speaking positively or negatively about the identified movies. The IMDb
Mining components, in turn, are responsible for computing the reputation of the cold-start
movies corresponding directors and actors from IMDb user-movie reviews [PSM14al].
Both social-media information (i.e. the tweets about new movies and reputation of the
corresponding directors and actors) is indexed together by movie title, in order to allow
fast look-ups by the Recommendation module. This module considered the direct contri-
bution of two PhD students: Filipa Peleja [PDM12; PSM14b; PSM14a] contributed with
the Reputation Framework [PSM14a] and the Tweets Classifier components; Flavio Mar-
tins [MPM12; HMM13] contributed with a dataset of generic tweets, captured in real-time

4



1. INTRODUCTION 1.5. Contributions

(refer to Section 5.1 for more information on the dataset).

The Cold-Start Recommendation module comprises the only iteration with a user,
i.e. it recommends new movies to users. This module comprises two static databases:
one containing the metadata of old, already rated movies, namely their title, directors,
actors and genres; other containing the same metadata for the new movies, which are
potentially recommended. The metadata of the old movies is used together with the
corresponding user-movie ratings to learn user preferences. Oppositely, the metadata
of the new movies is used not only for the Social-Media Indexer to related new movies
with the corresponding directors and actors, but also for the Recommender to be able
to relate user preferences with the new movies. The main component, namely the Cold-
Start Recommender, explores the social-media feedback on new movies, their metadata
and the discovered user preferences to compute personalized cold-start recommendations

for the target user.

1.5 Contributions

The goal is this dissertation is to develop, implement and evaluate a recommendation
framework that exploits social-media signals to improve recommendation of cold-start

movie. Furthermore, its main contributions are:

e A Social-Media Monitoring module that captures social-media information on new
movies, namely a set of classified tweets referring the movies and the reputation of
their respective directors and actors [PSM14a];

e A Cold-Start Recommendation module that recommends cold-start new movies to
users, by exploring both the users past ratings and the social-media information on

the candidate new movies;

¢ An evaluation of the various components of the implemented modules, performed
by leveraging on realistic datasets crawled from IMDb and Twitter;

e Contribution on two scientific papers [PSM14b; PSM14a], published at the 2014
editions of SIGIR and International Conference on Web Intelligence.
1.6 Document Organization

The rest of the document is organized as follows:

e Chapter 2: Related work overview addressing the topics of Media Monitoring,
Content-based Recommendation, Collaborative Filtering, Hybrid Recommendation

and Crowdsourcing for Social-media.



1. INTRODUCTION 1.6. Document Organization

e Chapter 3: Presentation of the media monitoring methods used to capture tweets
about new movies and the reputation of its directors and actors. Validation of those

methods by using Crowdsourcing practices.

e Chapter 4: Presentation of the recommendation algorithm that explores Social-
Media feedback to recommend Cold-Start movies.

e Chapter 5: Experimental Results and Evaluation of the recommendation algorithm
using a crawled dataset with realistic IMDb user-movie ratings and tweets regard-

ing new movies.

e Chapter 6: Summary of Final Conclusions, Limitations of the implemented frame-

work and Future Work.



Related Work

This chapter details the most important concepts and background information to the de-
velopment of this dissertation. First, previous work on social-media monitoring and sen-
timent analysis is presented. Next, state-of-art recommendation techniques and hybrid
recommendation approaches are discussed. By the end of the chapter, crowdsourcing is

introduced as a novel process to obtain ground-truth for social-media datasets.

2.1 Introduction

Recommendation Systems were introduced with the goal of generating meaningful item
or product recommendations to users. Since different users have different interests, Rec-
ommender Systems focus on collecting user information in order to be able to predict
what products each specific user would like to consume. Generally, a recommendation
technique searches for the n number of products that have the most utility for the target
user. Let U be the set of all users, I be the set of all items and r(u, ) be the estimated
utility value of item i to the user u. Choosing the item ¢’ € I that maximizes the user’s

utility can be formally defined as:

i’ = argmaxr(u,1). 2.1)

i€l
There are various different approaches to predicting the utility of a not-yet-seen item
i to a user u and that’s where most recommendation techniques differ from each other.
The aim of this dissertation is to implement an hybrid recommendation technique that
improves on state-of-the-art approaches when it comes to estimating the utility values

of new items, by collecting information shared in Social-media. This chapter presents a

7



2. RELATED WORK 2.2. Media Monitoring

survey of the most relevant concepts and background information to the development of
the proposed system.
The most important information in the Social-media domain is presented in the fol-

lowing sections:

e Section 2.2: Media Monitoring is related to how relevant Social-media information
is identified and extracted. This includes an introduction to Sentiment Analysis and

a discussion of previous Media Monitoring studies for Twitter.

e Section 2.6: Crowdsourcing is related to how algorithms that rely on human-origin
data, like Social-media data, are evaluated. This includes an introduction to Crowd-
sourcing Systems and a discussion of some previous studies using Crowdsourcing

for validation of machine learning methods.

Likewise, the most important information on the domain of Recommender Systems

is presented in the following sections:

e Section 2.3: Content-based Recommendation is a state-of-the-art approach to rec-
ommendation that relies on the similarity between user and item attributes. This
includes a specification of the general algorithm and the discussion of its limita-

tions.

e Section 2.4: Collaborative Filtering is a state-of-the-art approach to recommenda-
tion that relies on the historic of consumption of users. This includes a specification

of the general algorithms and the discussion of its limitations.

e Section 2.5: Hybrid Recommendation approaches combine state-of-the-art recom-
mendation techniques with each other or with characteristics of other techniques.
This includes a discussion of previously proposed approaches somehow related to

the context of the dissertation.

In the end of the chapter is presented a small summary of the most important works

in the literature.

2.2 Media Monitoring

The rising availability of the web throughout the world has resulted in an increased flow
of information on online forums and services. Media Monitoring is the activity of observ-
ing media channels in order to capture this information. When applied to social-media,
it can be seen as the process of monitoring what is being said on the social web about a
determined topic. With the introduction of micro-blogging platforms like Twitter and, to
a certain extent, Facebook, users now have a motivation to share any information they
feel relevant or interesting with their friends or followers [MCHLMO08]. As a result, these

platforms emerged as a great source for Media Monitoring studies, since users share all
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kinds of information, like real-time news, events or other things of their interest, like
movies and books. Twitter, in particular, has been the target of a series of studies and
applications with different goals [RDL10; CWNWS12; MK10; LSD12; OSO12].

In the context of this dissertation, Media Monitoring is used to mine and classify
movie opinions from Twitter and potentially Facebook, focusing especially on textual
micro-posts. Sentiment Analysis techniques are the standard approach to this kind of
tasks, since they focus on analysing and classifying the sentiment present on text [PLO8].
Therefore, this section focuses mainly on discussing the use of Media Monitoring to mine
textual-based sentiment on Twitter.

221 Sentiment Analysis

Sentiment Analysis refers to the act of computationally identifying and extracting sub-
jective information from textual sources, such as opinions towards a given item [PL08].
Generally speaking, it aims to identify the context or feelings expressed by the writer of
a document. Due to the increasing popularity of the Web, the amount of textual infor-
mation shared online has grown immensely, leading Sentiment Analysis to be a research
area of respectable attention in the last decade.

The most basic form of Sentiment Analysis consists in identifying the sentiment po-
larity of a piece of text: whether the text contains mostly negative, neutral or positive sen-
timent. An example of this was presented by Pang et al. in [PLV02], where sentiment
analysis is used to identify the overall sentiment polarity of movie reviews. The same au-
thor later presented a similar study in [PLO5], where sentiment polarity is identified and
represented in a rating scale from 1 to 3, with 1 representing the most negative polarity
and 3 representing the most positive. In this study, Pang argued that a rating scale is more
precise in representing degrees of sentiment versus the simplified representation of posi-
tive or negative since, for a larger scale, it is possible to represent more levels of positivity
and negativity. Sentiment Analysis also considers other tasks, like identifying emotional
states. In [SMO08], Strapparava et al. presented a method to extract emotions from text,
namely anger, disqust, fear, joy, sadness and surprise.

Sentiment Analysis goes beyond identifying sentiment polarity and emotional states.
Subjectivity vs Objectivity identification is a finer-grain and more complex form of Senti-
ment Analysis tasks [MBWO07]. These tasks consist of distinguishing subjective text from
objective text: in other words, distinguishing opinions from facts. While sentiment polar-
ity is often associated to document-level analysis, subjective/objective identification if often
associated to sentence-level analysis. Pang et al. argue in [PL04] that removing objective
sentences from Documents improves results of sentiment polarity analysis. In a finer
level of granularity resides Aspect-Based Sentiment Analysis, which consists in identifying
sentiments expressed towards certain attributes of entities [PLO8]: for example, identi-
fying the opinion towards the monitor or the processor of a laptop. In [JO11], Jo et al.

presented an example of this level of granularity by using Sentiment Analysis to obtain
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features of electronics and restaurants. Figure 2.1 summarizes the main tasks character-
istic of each granularity level.

Document Positive vs Neutral vs Negative
Level

Sentence

Subjective vs Objective
Level

Entity
Level

Figure 2.1: Sentiment Analysis Granularity.

A Sentiment Analysis task can be viewed as a two-steps process: first, the text is anal-
ysed and the words that have any sentiment value are identified and extracted; then, a
classifier is used with the set of extracted sentiment words to calculate the overall polar-
ity of the text. The standard techniques to identify the sentiment words can be split in
the following approaches [PLOS]:

e Manual Approach: Manually identifying the sentiment words. While it is trivial
for humans to identify sentiment words, it’s also highly time consuming, so this
approach is commonly combined with other automated methods [DCO1].

e Corpus-based Approach: Relies on universal facts about how words are used and
linguistic rules to exploit co-occurrence patterns within the corpus to identify the
sentiment words [Tur(02].

¢ Dictionary-based Approach: A Dictionary containing the sentiment words and
respective polarity is used. Words are normalized and extracted if they are found
on the dictionary. A popular linguistic dictionary is the SentiWordNet [ES06] .

Obtained Sentiment Words can have various representations. The most basic repre-
sentation is the single word, also knows as unigram. According to Pang et al. in [PL04],
the unigram representation presents fairly good results. Sentiment Words can, however,
be represented as N words: those representations are called the N-grams and are able to
capture sequences of words that would otherwise not be captured. After the Sentiment
Words are extracted from the text in the desired representation, a classifier is used to ob-
tain the overall polarity. Variants of Naive Bayes and Support Vector Machines are some
classic classifiers [WM12].

While it might be trivial for humans to understand the sentiments present on text, for
artificial intelligence it is still a real challenge, even for the most sophisticated comput-

ers [YCKO09]. Considering that, there is no reliable unsupervised computational method
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to evaluate the accuracy of Sentiment Analysis techniques. Therefore, the accuracy of
a method is generally obtained by how well it agrees with human judgement. A usual
approach is resorting to Crowdsourcing practices to obtain human-origin labels on anal-

ysed documents. Crowdsourcing practices are further discussed in section 2.6.

2.2.2 Twitter Monitoring

As a social networking service on an online social era, Twitter has gained great success
in recent years [LSD12] and has been the target of a series of Media Monitoring-based
studies and applications, focused on shared textual micro-posts.

Chen et al. studies, in [CWNWS12], the application of sentiment analysis to identify
the sentimental polarity and domain corpus of unlabelled tweets. The author discusses
that, due to the short length of tweets and the abundance of slang words, traditional
sentiment analysis approaches are not the best to accurately pursue the desired task.
As an alternative, the author proposes a method that first collects a dictionary of both
formal and slang words: formal from SentiWordNet and slang from Urban Dictionary.
After that, the method identifies the corpus’s candidate expressions found on tweets and
builds two networks to represent dependencies between words. The networks are then
used to estimate the polarities of candidate expressions using a probabilistic optimization
model. By performing experiments on two domains (people and movies), the author shows
that the approach greatly improves the performance when compared to several baseline
methods, both in terms of accuracy and scalability.

In [OSO12], Ozdikis et al. studies the usage of hashtags to improve event detection in
tweets, when compared to standard word-based vector generation methods [GMO05]. In
his study, Ozdikis uses a clustering algorithm to agglomerate tweets according to their
similarity in vector space model, applied to four different generation methods in order
to compare the results: using words in tweets without semantic expansion; using words
with semantic expansion; using hashtags without semantic expansion; using hashtags with
semantic expansion. The obtained results show that using hashtags improves accuracy of
event detection for Twitter, and the application of semantic expansion further improves
the method. Additionally, experiments including hashtags detected event fast, suggesting
improved temporal performance.

In [RDL10], Ramage et al. presents a partially supervised model (a labelled alternative
of LDA [BNJ03]) to map the content of tweets into dimensions, corresponding roughly
to substance, style, status and social characteristics of posts. The proposed model, La-
belled LDA, differs from the standard model in the sense that labels can be introduced to
a subset of posts so the model can learn sets of words that go with particular labels. Con-
sidering the Twitter structure, one example is using hashtags as labels. Experiments were
performed with the help of manual labelling to identify the dimensions of the different
obtained topics, evidencing that the method can support rich analysis of Twitter content

at a large scale. The author discusses that successfully mapping topics into dimensions
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can be useful to personalize feeds as, if implemented, permits users to filter dimensions

in which they have no interest. Figure 2.2 presents some example topics identified for

each dimension.

Category  Fleiss’ x Example topic

Substance obama president american america
54/200 754 says country russia pope island failed
honduras talks national george us usa
Status am still doing sleep so going tired bed
30/200 599  awake supposed hell asleep early
sleeping sleepy wondering ugh
Stvle haha lol :) funny :p omg hahaha yeah
g9 200 570 too yes thats ha wow cool Imao though
kinda hilarious totally
Social can make help if someone tell me
21/200 370  them anyone use makes any sense
trying explain without smile laugh
Other 833 la el en y del los con las se por para un
47/200 ) al es una su mais este nuevo hoy

Figure 2.2: Labelled LDA topic distribution for Dimensions (from [RDL10]).

On the applicational realm, Mathioudakis et al. proposed a framework in [MK10]

to detect real-time trends by monitoring Twitter streams. The framework, called Twit-

terMonitor, exploits co-occurrences of Bursty Keywords (keywords that are encountered

at an unusually high rate at a certain time frame) to identify trends as groups of key-

words. Then, by employing context and entity extraction algorithms to the tweets of the

detected trends, the framework composes textual descriptions as identifiers for the de-

tected groups of keywords. As an hypothetical example, a trend composed by the keywords

"Depp" (from the actor Johnny Depp) and "Nolan" (from the director Christopher Nolan)

could be related to (and identified as) the "Movie Oscars". Figure 2.3 presents the ar-

chitecture of TwitterMonitor, where tweets are mined with the help of a Stream Listener
specific to the Twitter API.

Twitter AP

Back End

Y

Trend Detection

StreamListensar

Bursty Keywords

- Detection

L

Bursty Keywords

Front End

 J

Grouping Trend Analysis

A

L

Inde:x

L

Figure 2.3: TwitterMonitor architecture (from [MK10]).

»| Interface

More recently, Li et al. proposed a similar framework in [LSD12] called Twevent, with
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the goal of detecting events from bursty tweet segments. In Twevent, identified bursty
segments of tweets are described by the tweets containing that segment in a determined
time frame. The identified segments are then clustered according to the similarity on their
respective tweets, resulting in candidate events. In the end, Wikipedia entities are used
to filter candidate events, resulting in a set containing the realistic and most newsworthy
events. In experiments performed by the author, Twevent demonstrated great results,
especially in distinguishing relevant events from the noisy ones.

2.3 Content-based Recommendation

Pure content-based recommendation consists in recommending items to users based on
their similarity, using content-based filtering techniques to qualify the harmony of user-
item relationships. As the name suggests, content-based filtering techniques rely on
analysing the content data of both items and users to infer their similarity. Since these
techniques have its roots in information retrieval [BC92] and text processing [Sal89], the
content data is usually textual.

The most common approach assumes that users and items are represented in a non-
atomic manner, where each is but a collection of attributes, also known as keywords
[AT05]. These can have different meanings depending on the purpose and context of
the system. In a movie recommender like IMDDb, keywords can include genres and names
of actors and directors: while these represent characteristics for items (movies), they rep-
resent preferences for users. The set of attributes that represent an entity is called that
entity’s profile. Let K = {ki, ko, ..., k, } be the dictionary of existing keywords. In a general
context, the profile of user u; can be formally represented as the vector

U; = (wila w;2, --',wm), (2-2)

where w;, represents the weight, or importance, of the keyword k,, to the user u;. The

representation of an item’s profile follows the same definition.

Characterizing a user or an item as a set of keywords can be done implicitly or explic-
itly: in any case, this process is called profiling. For items, this process is often performed
implicitly by analysing item data directly, like its description and content. For users,
implicit profiling generally consists in analysing the properties of previously consumed
items, while explicit characterization is often achieved by asking the user to describe its

preferences manually.

Considering how entities are usually represented in these systems, inferring their sim-
ilarity means calculating the proximity between their profile vectors. Many similarity
measures to describe the proximity of two vectors exist, but the cosine similarity is the

most widely used [LGS11]. Therefore, the estimated utility value r(u;, i;) of the item i; to
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the user u; is usually obtained as:

Zk; Wik Wik (2.3)

\/kazk\/ka

While content-based recommenders present great results overall, they also present

(i, 1)

several limitations. Since these techniques rely solely on analysing the metadata associ-
ated to entities to make recommendations, there is the problem of limited content analy-
sis: not only it is necessary for entities to have enough metadata to create a reliable profile,
but the content also needs to be in a format that is automatically parsable by a computer.
While information retrieval techniques work well for textual data, the same cannot be
said about other types of data like multimedia, making it hard to extract characteristics
from content like images, audio streams and video streams. Manually assigning keywords
is also not a possibility to describe items due to the limitations of resources. This prob-
lem is also associated to the fact that keywords only describe attributes and not the quality
of the item, resulting on the algorithm recommending products with characteristics the
user likes but not necessarily high quality products. Another issue that is implicitly re-
lated to limited content analysis is the new user problem: while the system doesn’t have
enough data to make a reliable user profile, it is impossible to guarantee the quality of
recommendations for that user.

The most characteristic limitation of content-based filtering systems is a problem
know as overspecialization. This problem refers to the tendency of content-based rec-
ommenders to exclusively recommend items with similar attributes to the user, lead-
ing to recommendations that are neither varied nor unexpected. Per example, an user
that never watched a romance movie will never receive a recommendation for even the
greatest romance movie ever released. The use of genetic algorithms to introduce some
randomness has been proposed as one of the approaches to address this issue [SM93].
In some cases, it is also not desirable that similar items are recommended, such as var-
ious different articles regarding the same event. To avoid this, some content-based rec-
ommenders, such as Daily-Learner [BP00], filter items that are too similar to previously

consumed by users, guaranteeing recommendation diversity and reducing redundancy.

2.4 Collaborative Filtering

Collaborative Filtering consists in analysing the consumption history of all users in a
system to identify patterns in rating behaviours, exploiting those patterns to predict what
to recommend to a user who has previously rated items. These techniques have its roots
in 1992, when Goldberg et al. proposed an e-mail filtering system where users could
contribute with feedback about the content of e-mails, resulting in a collaborative effort to
sort e-mails in terms of relevance [GNOT92]. According to Adomavicius et al. in [AT05],
Ringo [SM95], Video Recommender [HSRF95] and GroupLens [KMMHGR97] were the
first systems to use collaborative filtering to automate prediction.
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The most common approach to collaborative filtering in recommenders rely on ex-
plicit feedback, most commonly numeric ratings. An example of this kind of feedback
is implemented by IMDb, where users can rate movies on a numeric scale ranging from
1 to 10, where 1 represents the worst opinion on quality and 10 the best. Other forms
of explicit feedback can also be used, like written reviews, but numeric ratings are the
most popular format since they are easier to obtain and compute. Oard et al. discussed
in [OK+98] the use of implicit feedback obtained by observing user behaviours, like con-
sidering the purchase of an item as positive feedback. Although possibly useful, explicit
evaluation is still more reliable since it reflects a preference intentionally provided by the
user. In any case, feedback is usually represented as an User-Item Matrix.

Collaborative Filtering algorithms can be grouped in two classes: Neighbourhood-based
(also referred to as Memory-based) and Model-based. In Neighbourhood-based algorithms,
recommendation predictions for a user u, are based on the feedback given by the k users
identified as the most similar to the user u,. The £ most similar users are generally ob-
tained by applying the k-Nearest Neighbours Algorithm [ESK03] to the rating matrix: this
algorithm computes a matrix of similarities between all users and identifies the & most
similar to the target user u, (Figure 2.4).

Rating Matrix Sifa k-NN Similarity Matrix
— Ttems — Ty E «~—— Users — i
9 8 L\ 1
719] |3 ! T |1 ;

5 _— g 1 | —> | kusers
=) : =) !
7 E 1 ;
8 5 : 1] !

Figure 2.4: k-Nearest Neighbours in Collaborative Filtering.

Many similarity measures to describe the similarity between two users exist, but the
Pearson Correlation Coefficient [BCHCO09] is the most widely used. Therefore, the simi-
larity value sim,;, between target user u, and a user uy is usually obtained by:

>ic1(Tai — Ta) (1o — Tp)
\/Zie](rui — Ta)? Zie[(rbi - Fb)z’

where I is the set of items rated by both u, and w;, 74; is the rating given by u, to item 7, 7,

(2.4)

StMgp =

is the rating given by u,, to item i, 7, is the average rating given by v, and 7 is the average
rating given by u;,. After the k users are selected, the estimated utility value r(uq, ;) of
an item ¢; to the user u, can be obtained by the weighted average of their feedback:

Ty — Tp) - SIM
(tay i) = g + bt 2 T0) S0
ZbeK S1Map

where K is the set of the £ most similar users. When applied to millions of users, the

(2.5)
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described approach doesn’t scale well due to the complexity of the search for the similar
users. In [LSY03], Linden et al. proposed an analogous alternative that matches u,’s rated
items to similar items, leading to faster and even improved recommendations. Similarly
to the standard approach, the item-centric alternative starts by calculating item similarity
with the Pearson Correlation Coefficient. After the k similar items are selected and stored
in K, the estimated utility value 7(ug,%;) of an item i; to the user u, can be obtained by

the simple weighted average,

ZjeK Tq; S1Mij

4 . (2.6)
ZjeK |simij|

(g, 1) =
In contrast to Neighbourhood-based approaches where the rating matrix is used directly
to compute rating predictions, Model-based algorithms use the rating matrix as training
data to learn a model, which is then used to make the predictions. The underlying idea of
Model-based approaches is that some unspecified factors that should be considered are not
captured in the rating matrix, like user bias and temporal fluctuations. Considering that,
the idea is to get to know the user in order to predict how he would rate an item, instead
of recommending what similar users liked. These approaches are heavily influenced
by machine learning techniques and exist in great variety, including Bayesian Network
Models [Jen96], Clustering Models [UF98] and Latent Semantic Models [Hof04]. While
these surpass Neighbourhood-model algorithms in terms of accuracy, the computational
complexity of building the model makes them natively slower.
An example of a Model-based algorithm is presented by Breese et al. in [BHK98], where

the utility value of an item 4; to a user u, is given by:

7 (Ug, 1) = Zr - Pr(rg; = r|ryy, i’ € 1), (2.7)
reR
where R is a set of all possible ratings, and Pr(...) is the probability of user u, giving a rat-
ing of r to item ;, considering previously rated items. The probability Pr(...) is obtained
from a previously constructed model using either Bayesian Networks or Clustering Al-
gorithms.

While resorting only to the rating structure makes pure Collaborative Filtering sys-
tems simple and accurate, that property also highlights some limitations. Like Content-
based systems, Collaborative Recommenders also suffer from the new user problem: since
recommendations are made based on what a user has rated, if a user haven’t rated any-
thing it’s impossible to recommend any item accurately. Analogously, items that haven’t
been rated by any user will never be recommended: this problem is known as the new
item problem. Both these problems contribute to the most characteristic limitation of Col-
laborative Filtering systems, known as the problem of Data Sparsity. This problem refers
to the lack of collected ratings compared to the number of necessary ratings to obtain the
best accuracy possible: there’s usually a greater number of unrated items than of rated

ones. For example, in a movie recommender, there may be movies with a small number
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of ratings that would never be recommended, even if their rating average is very high.
Some approaches to reduce the impact of this limitation have been previously suggested,
like the application of Demographic Filtering [Paz99] and the use of the Singular Value De-

composition technique to reduce the dimensionality of sparse rating matrices [SKKRO00].

2.5 Hybrid Recommendation Techniques

Hybrid Recommendation emerged with the goal of improving state-of-the-art recom-
mendation techniques, namely pure Content-based Recommendation (Section 2.3) and
pure Collaborative Filtering (Section 2.4). While each of the referred family of techniques
presents great results on its own, each also presents several limitations, leading research
on recommendation systems to focus on hybrid methods to tackle those issues [Bur02].
Several variations of hybrid recommendation have previously been proposed, ranging
from exclusive combinations of Content-based Recommendation with Collaborative Fil-
tering to the incorporation of external techniques like Sentiment Analysis and Media
Monitoring. Some of the proposed approaches are discussed in this section, presented

under the following categories:

e Content-Collaborative Recommendation: Combines characteristics of both Content-

based and Collaborative approaches. Discussed in 2.5.1.

e Review-based Recommendation: Combines Sentiment Analysis techniques with

pure Recommendation approaches. Discussed in 2.5.2.
e Social-based Recommendation: Applies Social knowledge, theories or context to
pure Recommendation approaches. Discussed in 2.5.3.
2.5.1 Content-Collaborative Recommendation

Content-Collaborative Recommendation methods combine characteristics of both Content-
based Recommendation and Collaborative Filtering in order to leverage the strengths of
each technique. According to Adomavicius et al. in [AT05], the different ways in which

the techniques can be combined are:

¢ By implementing both approaches separately and combining their respective pre-

dictions in different ways.

e By incorporating Content-based Recommendation characteristics into Collabora-
tive Filtering, in order to attenuate Collaborative Filtering limitations.

e By incorporating Collaborative Filtering characteristics into Content-based Recom-

mendation, in order to attenuate Content-based limitations.

e By implementing a general unifying model that incorporates characteristics of both

techniques.
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The first and most straight-forward approach to Content-Collaborative Recommen-
dation enunciated consists on implementing both approaches separately and combining
their respective predictions. Cotter et al. presented, in [CS00], a personalized television
guide that recommends items by using Content-based and Collaborative Filtering meth-
ods independently and merging the resulting lists into a final list. The author demon-
strates that the method ensures recommendation diversity, by the use of collaborative
filtering, and solves the latency problem, by using the Content-based counterpart. Clay-
pool et al. presents a similar method in [CGMMNS99], applied to an online newspaper,
where the two prediction lists are combined by an weighted average of the obtained
utility values for each item. A different alternative is applying both Content-based and
Collaborative Filtering but only selecting the list with best results, following a specified
criterion. DailyLearner [BP00] is an example of this alternative, where news are selected
by the recommendation technique that produces recommendations with the higher level
of confidence. Another example is presented in [TC00], where commercial items are rec-
ommended based on the technique that produces results that are more consistent with
the past ratings of the user.

The second Content-Collaborative approach enunciated consists in attributing pure
Content-based characteristics to Collaborative Filtering. Pazzani et al. describes in [Paz99]
an approach to Collaborative Filtering where the most similar users are obtained by cal-
culating the similarity between content-based user profiles, instead of the rating matrix
typically used in collaborative systems. In this approach, the profiling process for a user
is done by applying the Winnow algorithm [Lit88] to a set of items positively rated by
the user, used as training data. A similar method is used by Fab [BS97], where web pages
are recommended not only when they rank well against a user profile, but also when
they rank well against the most similar users. According to Pazzini in [Paz99], mixing a
content-based user profile into a collaborative effort allows the systems to overcome some
sparsity-related issues, especially in cases where users have similar tastes but didn’t hap-
pen to rate the same specific items. Additionally, items are not only recommended when
they have been positively rated by similar users, but also when they score well against
the user’s preferences. An example of this Content-Collaborative approach in the movies
domain is presented by Melville et al. in [MMNO2], where a framework is proposed
to collaboratively recommend movies after enhancing the rating matrix with a Content-
based predictors. This content-based predictor is an extended Bayesian text classifier that
predicts the rating by calculating the similarity harmony of user-item relationships from
their respective profiles. Melville et al. also demonstrates that the proposed framework
preforms better than pure Collaborative Filtering, pure Content-based Recommendation
and a linear combination of both.

Due to Collaborative Filtering being generally preferred and overall presenting bet-
ter results than Content-based Recommendation, not many varieties of Hybrid Content-
based techniques are popular [AT05]. According to Adomavicius et al. [AT05], the most
popular approach to these resides in using dimensionality reduction techniques on a
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group of content-based profiles [AT05]. Soboroff et al. presents an example in [SN99],
where latent semantic indexing is used to create a collaborative view of a set of user profiles,
resulting in a merged profile representing the whole group. The author demonstrates
that the method presents improved results when compared to pure content-based rec-
ommendation.

Finally, some Content-Collaborative approaches divert greatly from the pure meth-
ods, while still incorporating aspects of both. Basu et al. presents, in [BHC+98], a method
based on rule induction that uses rules (as in logic) to predict if a user likes or dislikes a
movie. This method uses content-based characteristics since rules are related to item and
user features (like the genre). The method incorporates collaborative characteristics by
including rules that can relate different users, as exemplified by the rule users who liked
movies of genre X, being X a valid genre. In [PPLO1], Popescul et al. presents another
unique Content-Collaborative approach, where the Probabilistic Latent Semantic Analy-
sis technique presented in [Hof99] is extended to incorporate three dimensions of data,
nominatively users, items and item content. This approach is also presented to tackle data
sparsity quite effectively.

Overall, all presented Content-Collaborative methods address the issues of data spar-
sity and overspecialization: by incorporating Content-based characteristics the methods
tackle issues related to the sparsity of the rating matrix, while incorporating Collabora-
tive characteristics contributes to recommendation diversity. Additionally, the content-
based characteristics guarantee a certain immunity to the new item problem, since items
always have features and don’t depend solely on acquired ratings. The main weakness
of these hybrid methods fall on the new user problem, since neither pure Content-based

nor pure Collaborative characteristics tackle this problem effectively.

2.5.2 Review-based Recommendation

One recently discussed issue in state-of-the-art recommendation algorithms is the focus
on the specific metrics (rating matrix and user profiles) to make recommendations, dis-
regarding the valuable information expressed on free-text reviews [JWMGO09]. This form
of feedback is rich in information, since users nowadays comment on mostly everything
and several web applications, like online forums, only support textual feedback. Review-
based Recommendation methods combine Sentiment Analysis techniques with pure rec-
ommendation to capture this information, in order to expand the array of considered
metrics when recommending items.

Moshfeghi et al. proposes, in [MPJ11], an approach to recommending movies that
considers not only the rating matrix, but also emotions and semantic spaces to better
describe items and users, in order to tackle data sparsity and the Cold-start problem. In
this approach, Sentiment Analysis is used to obtain emotion spaces from user reviews
and plot summaries. When processing recommendations, the Latent Dirichlet Allocation

[BN]O03] is used to compute a set of latent groups of users based on the identified spaces.
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The author demonstrates that the proposed method wields great results and improves
upon the proposed limitations.

Still in the movies domain, Jakob et al. explores, in [[WMG09], the advantages of
improving Collaborative Filtering by also considering the sentiment extracted from user
textual reviews. In his approach, opinion mining techniques are first used to identify
movie aspects in user reviews, which are clustered by different topics. By observing the
overall rating associated to a certain clustered topic given by a certain user, the recom-
mender can learn what are the most important topics for a certain user and recommend
movies accordingly. The method improves upon the pure Collaborative Filtering tech-
niques by reducing the number of false positives in recommendations.

In [LCCO6], Leung et al. suggests enhancing the rating matrix in Collaborative Fil-
tering by inferring numeric ratings from textual user reviews. In his study, the author
proposes a new method to identify sentiment words, semantic orientation and corre-
sponding sentimental strength. The method is sensible to various domains and allows
words to have different sentimental orientations: for example, the word frightening has
a negative orientation in a general context, but might have a positive orientation when
used in movie reviews. While, theoretically, enhancing the rating matrix with ratings
inferred from textual user reviews tackles data sparsity, the author didn’t perform any
evaluation on the recommendation part.

More recently, Zhang et al. proposed, in [ZDCL10], an approach to a sentiment-based
recommender on an online video service that extracts a like/don’t like rating from reviews
and comments to the video description through a keyword vector space model. The pre-
sented framework uses a Content-Collaborative recommendation approach where the
extracted ratings are used to associate keywords to an user matrix and an item matrix,
later used in combination with the rating matrix to generate recommendations.

Lastly, in [AZSDO07] Aciar et al. proposes recommendation from textual reviews by
using an ontology to translate the reviews text. The author’s ontology relies not only
on the reviews positive and negative orientation, but also on the user’s skill level. In-
terestingly, the proposed ontology is able to co-relate product characteristics: for exam-
ple, on the photographic cameras domain the concept carry is related to the feature size
[AZSDO7]. The utility value of an item to an user is calculated by measuring the quality
of the various item features.

Overall, the studied Review-based Recommendation techniques vary greatly in prop-
erties, even if all tackle data sparsity in some particular form. Table 2.1 summarizes
the presented methods in relation to Collaborative Filtering properties and specifies the
methods that explicitly tackle data sparsity, therefore attenuating the Cold-start problem.

2.5.3 Social-based Recommendation

The emerging popularity of Social Web has raised new application areas for recommender

systems [GGMS13]. More specifically, Social Networks like Facebook and Twitter have
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Method Requires Rating Collaborative F. Handles Sparsity
Moshfeghi [MP]11] yes no yes

Jakob [JWMG09] yes yes no

Leung [LCCO06] - yes -

Zhang [ZDCL10] yes yes yes

Aciar [AZSD07] no no no

Table 2.1: Summary of Review-based Recommendation approaches.

brought the idea of online user relationships to the foreground, demanding research on
recommender systems to consider the potential use of these relationships to improve rec-
ommendation. Not only that, but even online discussion forums have been more active
than ever in recent years, since Social Web applications motivate users to share opinions
and discuss points of view. In the scope of this document, Social-based Recommendation
refers specifically to hybrid recommendation approaches that are aware of user relation-
ships or social data external to the system, obtained from Social Forums.

In [ALPKOO09], Amatriain et al. proposes the usage of "expert" opinions, extracted
from an Online Forum accepted as a trust-worthy source, as the basis for recommending
movies using an alternative Collaborative Filtering approach. The author proposes that
the k-nearest neighbours algorithm is slightly modified so it generates a matrix containing
the similarity of all users with the experts, instead of the similarity between all users.
Consequently, the method predicts recommendations by comparing the target user rating
patterns only with experts rating patterns. Experiments on this approach demonstrate
that the algorithm attenuates data sparsity and the Cold-start problem. The reason for
this result is that globally-accepted "experts" online forums are more likely to have rated

great numbers of movies.

Some recently proposed hybrid approaches that consider user relationships have also
been briefly studied. In [ASS13], Alexandridis et al. proposes to improve recommenda-
tion diversity by not only considering similar users to the target user, but also explicitly
related users on the target user’s social network, referred to as friends. The main idea is
that there is a certain implicit similarity factor between related users and, by exploring
the past consumptions of friends, it is possible to find some user interests that are not
explicitly obtained by analysing his consumption history. This approach also includes
random walks and recommends items by clustering the consumption of items. The au-
thor considers the results of the method to be satisfactory as a starting point for further
improvement. Another method is proposed by Burke et al. in [BV13], where a Collabo-
rative tagging approach is used as the basis of music recommendation. In this approach,
the tags attributed by users to songs are used to create a network of transitive similarities,
expanding recommendation diversity. Additionally, the hybrid technique also considers

overall social popularity of songs, that potentially tackles the new user problem. Primary
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results demonstrate that the method presents great results, when compared to other state-

of-the-art tagging-based recommenders.

2.6 Crowdsourcing for Social-media

Social-media contexts allow users to share personal information like opinions, statuses
and ideas. Although virtual, these contexts are still social and, as such, usually deal with
emotions and common sense. Content of this nature might be trivial for the human mind
to process and understand, but for artificial intelligence it is still a real challenge, even for
the most sophisticated computers [YCK09].

Crowdsourcing is defined as the process of remotely obtaining needed services and
contributions from large groups of people over the Web, like online communities. More
formally, it can be considered a distributed problem-solving and scalable production
model, as it is capable of dealing with large bulks of tasks due to the huge amount of
people accessing the Web everyday [YKL11a]. Considering this, Crowdsouring emerges
as the perfect model to solve tasks related to Social-media data. An example of informal
Crowdsourcing practices is Yahoo! Answers: a general question-answering forum where
users request answers or opinions for a given question, and anyone can contribute.

With the increasing popularity of Social Networks, these have become a repository
of human-origin data that can be useful for a variety of commercial, academic and social
studies. These kind of studies require more formal and supervised hosts for publicising
tasks, when compared to examples like Yahoo! Answers, in order to guarantee a certain
degree of quality for the obtained results. In the context of this document, these hosts are

classified as Crowdsourcing Systems.

2.6.1 Crowdsourcing Systems

Crowdsourcing Systems are usually presented as websites designed specifically for Crowd-
sourcing labour. Some popular examples include Amazon Mechanical Turk, CrowdFlower,
Taskcn and TopCoder [YKL11b].

Users of these websites can either be requesters or workers: requesters submit jobs
and workers perform submitted jobs. Most Crowdsourcing websites contain a frame-
work to help requesters create simple interfaces for their jobs. A traditional interface for

a Crowdsoucing job usually considers three components:

e Data: Presents the data that the worker is supposed to "evaluate".

e Question: Presents a question about the data to evaluate. In other words, how the

requester wants the worker to evaluate the presented Data.

e Answer Field: Presents a field for workers to submit their answer to the question.
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A task generally contains various units of data. For each unit of data, a task can
include various questions and, consequently, various answering fields. Generally speak-
ing, a question is a way to ask workers to perform judgement on data. Depending on the

objective of the study, the following types of judgement can be requested [TMM13]:

¢ Binary Relevance: When a unit is either relevant of not. True vs False questions are
an example of this type of judgement.

e Multi-level Relevance: When a unit has various levels of relevance. For example,

rating a movie on a rating scale of 1 to 10.

e Ranked Relevance: When units are compared to others. For example, ordering

various movies in terms of quality.

Figure 2.5 presents an example of a traditional interface for a Crowdsourcing task.
The figure illustrates one unit of data (a prompt word) and two questions (what is the
word with closest meaning; how positive is the prompt word). The requested judgements
are both examples of Multi-level Relevance.

Prompt word: startle

Q1. Which word is closest in meaning (most related) to startle?

automobile
shake
honesty
entertain

Q2. How positive (good, praising) is the word startle?

startle is not positive

startle is weakly positive
startle is moderately positive
startle is strongly positive

Figure 2.5: Example of traditional Crowdsourcing task Interface (from [MT12]).

Crowdsourcing Systems are appropriate and reliable for formal studies, as they usu-
ally contain various mechanics to filter untrusty workers. Not only that, these also gener-
ally require requesters to reward workers monetarily for their work, motivating workers
to perform various jobs wholeheartedly. While workers are not guaranteed to have any
expertise on a task’s research field, studies by Snow et al. [SOJNO08] and Nowak et al.
[NR10] showed that an average of 4 non-expert judgements per unit emulate expert-
level judgement quality. Not only that, but various techniques to improve the quality of
obtained results have already been studied: for example, Sheng et al. demonstrated that
repeated labelling can improve the quality of results at a low cost, especially with noisy
labels [SPI08].
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2.6.2 Crowdsourcing for Sentiment Analysis

On the academic context of Computer Science, formal Crowdsourcing is usually used to
obtain the Ground-truth for datasets of human-origin data. Ground-truth refers to the
true value of a piece of data, and is usually used as benchmark to validate the accuracy of

machine learning methods, such as Sentiment Analysis techniques.

In [MT12], Mohammad et al. used Crowdsourcing to generate a sentiment lexicon
for sentiment analysis tasks via Amazon Mechanical Turk. In his task, workers were given
prompt words and were asked various sentiment-based questions, such as how positive
or negative the word was and how much the word was associated to certain emotions,
like fear and trust. As a result, the author obtained the sentiment polarity Ground-truth
for 10170 sentiment words. To validate the lexicon, the author compared a subset of it
with existing gold standard data, concluding that the obtained annotations were highly
reliable.

In another study, Snow et al. used Crowdsourcing to obtain annotations for five dif-
ferent tasks [SOJNO8]. In the first task, workers were asked to rate short headlines for
six emotions, in a numeric interval from 0 to 100: 0 meant the specific emotion was not
present in the headline while 100 meant the emotion was abundantly present. In a second
task, workers were asked to rate the similarity between pairs of words in a similar fash-
ion, in a scale from 0 to 10. The other three tasks consisted on recognizing textual entail-
ments, event annotation and sentence disambiguation. Amazon Mechanical Turk was used
and a total of 21690 judgements were obtained. The author aimed at using the obtained
labels to study the reliability of Crowdsourcing workers when compared to experts.

In [DS10], Diakopoulos et al. used Crowdsourcing to characterize debate perfor-
mances via Twitter. In his study, Diakopoulos captured tweets shared simultaneously
with the first U.S. presidential debate in 2008 and posteriorly asked workers to evaluate
the polarity of collected tweets. Then, by analysing the Ground-truth obtained for the
tweets, the author was capable of understanding which of the two presidents was per-
forming better at certain times of the debate. The corpus consisted of 3238 tweets and the
Ground-truth was obtained with Amazon Mechanical Turk.

In the same year, Brew et al. [BGC10] presented a study where Crowdsourcing was
used to obtain the polarity Ground-truth for online journal articles, obtained from RTE,
The Irish Times and The irish Independent. In his task, workers were asked to rate articles
as positive, negative or irrelevant: the obtained annotations were then used to associate dif-
ferent topics to different sentiment polarities. The obtained Ground-truth was then used

to train a machine learning algorithm to track sentiment in Online Media autonomously.

Finin et al. [FMKKMDI10], in turn, presented a study where Crowdsourcing was
used for annotating named Entities in Twitter data, via both Amazon Mechanical Turk and
Crowdflower. In his task, tweets were presented as data and workers were asked to spec-

ify, for each word of the tweet, if the word represented a Person, a Place, an Organization
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or None. The dataset considered 506 different words from 30 different tweets and a to-
tal of 986 judgements were obtained. The author aimed at using the obtained data as

Ground-truth to futurely train a framework to recognize named entities.

2.7 Summary

This chapter discussed previous work and background information relevant to the devel-

opment of this dissertation. In the context of Social-Media, interesting work included:

e A study presented by Chen et al. [CWNWS12] where sentiment analysis was used
to identify the sentimental polarity and domain corpus of unlabelled tweets. Addi-
tionally, a study presented by Ozdikis et al. where the usage of hashtags to improve
event detection in tweets is tested and verified [OSO12].

e A study presented by Snow et al. where Crowdsourcing is proven to be a reli-
able medium to obtaining Ground-truth [SOJNO08]. In a practical side: a study pre-
sented by Mohammad et al. where Crowdsourcing was used to generate a senti-
ment lexicon via Amazon Mechanical Turk [MT12]; a study presented by Brew et al.
where Crowdsourcing was used to obtain the sentiment polarity of online articles
[BGC10].

Likewise, in the context of Recommendation Systems, interesting work included:

e An hybrid recommendation approach proposed by Pazzani et al. [Paz99] where
state-of-the-art Collaborative Filtering is enhanced by including Content-based user
profiles and using those profiles to obtain the most similar users. The approach is
proven to tackle data sparsity. In the movies context, an hybrid approach presented
by Melville et al. where the rating matrix is enhanced with a Content-based predic-
tor, improving recommendation when compared to pure state-of-the-art methods
and linear combinations of both [MMNO02].

e An hybrid movie recommender proposed by Moshfeghi et al. where sentiment
analysis is used to extract emotion from textual reviews and plot summaries, in or-
der to tackle data sparsity and the Cold-start problem [MPJ11]. Similarly, an hybrid
method proposed by Zhang et al. where sentiment polarity is obtained from re-
views and comments to improve on the problem of data sparsity for an online video
service [ZDCL10].

e An alternative Collaborative Filtering approach proposed by Amatriain et al. where
"expert" opinions are obtain from an external source to improve data sparsity and

recommendation quality on a movie recommender [ALPKOQ9].
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Measuring Reputations and
Popularities in Social-Media

This chapter explains how the Social-Media feedback about new movies, directors and
actors is captured and processed. First, a method to compute the reputation of directors
and actors on IMDD is described [PSM14a]. Next, it is specified how tweets about new
movies are acquired and classified. By the end of the chapter, ground-truth obtained via
Crowdsourcing is used to validate both methods.

3.1 Introduction

Since their emergence, Social-Media platforms have been a preferred way to analyse
the popularity and reputation of various brands, organizations and products [OBTR12;
MWGA13; SAMAGG13]. These platforms have become such an esteemed source of feed-
back as a result of their accessibility, which propelled their increasing worldwide popu-
larity. By collecting huge amount of information on subjects such as movies, books and
other product, their importance became clear for recommender systems, whose goal is to
compute suggestions concerning products of interest.

In this dissertation, Social-Media platforms are explored to obtain feedback on new
movies and their respective directors and actors, in order to tackle the cold-start problem
when recommending new movies. The popularity of new movies, which have just been
released, is an immediate information that can only be captured on the present time: here,
Twitter is monitored in order to capture the real-time popularity of new movies. For
this purpose, collected tweets are also classified according to the positive or negative

sentiment expressed towards the identified new movie. Contrary to the popularity of
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new movies, the reputation of its directors and actors is not immediate but, instead, built
over time. Hence, past movie reviews shared on IMDDb are crawled in order to determine
the reputation of the mentioned directors and actors: an external reputation framework
[PSM14a] is used for this task, implemented by the primary author of the corresponding
article. Figure 3.1 relates the reputation of new movies, their directors and actors to a
simplistic timeline, in order to illustrate how these are built.

2008 2009 2010 2011 2012 2013 2014
1 1 1 1 1 1 1

IMDb Reputation Director\Actors

Twitter | Popularity New Movies

Figure 3.1: Timeline for the reputation of new movies, directors and actors.

By the end of the chapter, the monitoring process for both the popularity of new
movies on Twitter and the reputation directors and actors on IMDb is validated by ex-
ploring two ground-truth datasets, collected by leveraging on Crowdsourcing practices.

3.2 Learning the Reputation of Entities

In IMDDb, users are both able and encouraged to write textual reviews providing feedback
on movies. These reviews commonly dwell into specific aspects of the target movie,
providing insightful feedback on its various components. Directors and actors, who are
highly relevant selling points for a movie, are generally targeted and analysed in these
reviews. Considering this, it is obvious that written movie reviews can be a great asset
when trying to estimate the reputation of these entities.

Here, a framework [PSM14a] is used to compute the reputation of directors and ac-
tors, given a set of IMDb reviews. Before introducing the framework, let us first consider
the following sentence, extracted from a real review regarding the movie Extremely Loud
& Incredibly Close:

"Very moving and incredibly well acted by Thomas Horn, he completely outshines Tom Hanks
and Sandra Bullock although their performances were also good.”.

On a traditional sentiment analysis approach [PLV02; PL0O5; PLO0§], the reputation of the
actor Thomas Horn can be estimated by considering sentiment words such as the unigram
incredibly and the bigram well acted, which are expressing positive sentiment towards him.
However, by analysing the sentence a little deeper, one can apprehend that the sentiment
expressed towards both Tom Hanks and Sandra Bullock is also influencing the reputation
of Thomas Horn: these entities are being used as comparative references to elevate Thomas
Horn.
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The considered framework builds on the idea that the reputation of an entity can
be estimated not only by considering the sentiment words used towards it, but also the
reputation of related entities, i.e. entities who are often compared or cross-referenced
with the targeted entity. More specifically, the framework computes the reputation of
named entities in a 3-steps process. First, the sentiment of each individual word used in
the reviews corpus is determined, in order to build a domain-specific sentiment lexicon
(Section 3.2.1). Secondly, both the corpus entities (i.e. the directors and actors) and their
respective relations are identified in order to build a sentiment graph, liking the vari-
ous identified entities (Section 3.2.2). Finally, the sentiment graph is used to iteratively
compute the reputation of the named entities, by considering the reputations of adjacent
entities in addition to the traditional computation based on the sentiment words (Section
3.2.3). In the context of this dissertation, the named entities are the directors and actors
of the new movies. We can formalize the input of the framework as the set D of movie

reviews,

D:{(w1381)7'” ’(w’ivsi)7"' ,(wl,Sl)}, (31)

where a review tuple (wi, si) contains the textual review in the form of a word vector w; =
(wj1,- -+ ,w;n) and an associated numeric rating s; € {1,---,10}, where 1 corresponds
to the worst rating and 10 corresponds to the best rating. The following subsections will
address each step of the framework separately.

3.2.1 Building a Domain-Specific Sentiment Lexicon

The first step of the reputation analysis framework [PSM14a] is to build a domain-specific
sentiment lexicon, containing the sentiment words used in the movie reviews corpus and
the respective sentiment polarities. This lexicon is used when computing the reputation
of entities in Section 3.2.3: popular sentiment lexicons [ES06] are too universal and, as a
consequence, fail to capture relevant sentiment words that are often used in the movies
domain. An obvious example is the word Oscar: while in a general context it is simply
the name of a person, in the movies context it often refers to an award given to great
movies, directors and actors.

To build the domain-specific lexicon, an alternative approach to The Latent Dirichlet
Allocation (LDA) [BN]JO03] is applied to the set of IMDb movie reviews. The LDA is, in
short, a generative model that is capable of associating words to detected hidden topics
by exploring word occurrences on documents. Furthermore, each word can be associated
to various topics with different probabilities. When building the lexicon, the goal is to
find words associated not to hidden topics, but to positive or negative sentiments. Hence,
the LDA model is applied to the reviews of each numeric rating separately, in order to
calculate and compare the probability of each word occurring on different ratings. The
author refers to this approach as the Rank-LDA. Let p(sw;|s = 1) be the probability of a
word w; occurring on reviews of rating 1. Likewise, let p(sw;|s = 10) be the probability
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of a word w; occurring on reviews of rating 10. A sentiment weight for the word w; is

obtained by the expression

p(sw;|s = 10) — p(sw;|s = 1)

RLDA(w;) = (32)

min(p(sw;|s = 10), p(sw;|s = 1))’
concerning the variance of the word relevance for the best rating 10 and the worst rating
1. The resulting value will be a weight expressing the positivity or negativity level of
the sentiment word sw; on the lexicon, i.e. the lexicon contains multi-level polarity. The
probabilities p(sw;|s = 1) and p(sw;|s = 10) are obtained from the built Rank-LDA model
for each rating. Figure 3.2 illustrates the Rank-LDA graphical model.

Figure 3.2: The Rank-LDA graphical model (from [PSM14a]).

In the Rank-LDA graphical model, R is a set of numeric ratings, where each rating
s; € {1,---,10}, K is the set of latent hidden topics, M is the set of reviews and N is
the set of words in each review of M. The core of the model is as follows: for each word
w, associate a set of detected hidden topics (where z is one associated topic) for each
sentiment rating s. As a result, sw, is the per-word sentiment distribution across the
different ratings, i.e. contains the probabilities of a word w, occurring for each different
rating in R. In turn, S is the per-corpus topic Dirichlet(-|n) distribution, 6 is the per-
review topic Dirichlet(-|o) distribution and «,  and 7 are random prior distribution
variables (refer to [PSM14a] for details).

The relevance value p(sw;|s) of a word w; to a rating s is then obtained by the sum of
its probability for all latent topics identified for the rating s,

N
p(swils) = [ p(6) - [T peal6,) - plunlen) - db 7 (3.3)
n=1

where p(z,|0, s) is the probability of the topic z, occurring on the rating s, p(wy|zy,) is
the probability of the word occurring on the topic z, and 7 is a smoothing parameter to

avoid null values, set to 0.01.
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3.2.2 Building a Linked-Entities Sentiment Graph

The reputation framework [PSM14a] is built on the idea that the reputation of an entity is
measured by considering two different spaces: the reputation of related entities and the
sentiment words used towards the target entity. Hence, before calculating the reputation
of directors and actors, a sentiment graph is built to describe the relations between them
and other entities of the corpus.

The sentiment graph construction process starts by identifying all the entities men-
tioned in the given IMDDb reviews. To do so, the method starts by extracting the metadata
of all reviewed movies, namely the list of directors, actors and characters, as all those are
very likely to have been mentioned. Note that characters are also considered: the sen-
timent expressed towards a movie character is usually transitive to the respective actor.
However, movie reviews often also mention entities that are not directly related to the re-
viewed movie. To capture these entities, the framework uses the NLTK Named-Entities
and Relation extractor!. This tool is capable of automatically discovering and extracting
relevant entities on textual documents.

After the entities are extracted, two types of relations between them are characterized,
namely the explicit and implicit relations. The explicit relations are obtained by identi-
fying co-occurrences between entities in the same review sentences. These relations are

formalized as

#(eiv ej)
#(ei) + #(ej)’

where #(e;, e;) is the number of times the entities e; and e; co-occur together and #(e;)

(e ej) = (34)

is the number of times an entity occurs individually. In turn, the implicit relations are
obtained via the Rank-LDA model, described in Section 3.2.1. After building the model,
an implicit relation between two entities is identified if they are associated to the same
latent topic. Furthermore, since the model is applied to the reviews of the different rat-
ings separately, relations at different sentiment levels are identified. The implicit relation

slda(e;, ej) between an entity e; and an entity e, is formalized as

slda ez,ej ZZ p(ei, z) +plej, z )),Elei,ej € z, (3.5)
reRzeZ

where R is the set of all ratings, Z is the set of all detected latent topics, p(e;, z) is the
relevance of entity e; for the latent topic z and p(e;, ) is the relevance of entity e; for the
same topic.

A sentiment graph is finally constructed for representing the sentiment relations not
only between entities, but also between entities and sentiment words. Hence, the sen-

timent graph ER = (V, R) is a single heterogeneous graph, where the set of vertices V'

1www.nltk.org
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corresponds to the identified named-entities and the set of edges R represents the rela-
tions between entities and sentiment words. Figure 3.3 illustrates the structure of the
sentiment graph ER, where h(e;, ;) is a relation between two entities and f(e;, sw;) is a

relation between an entity and a sentiment word.

(s~1, e (M)

f(SN1, (S

Figure 3.3: The linked-entities sentiment graph structure (from [PSM14a]).

sw3
f(SNz, e4)

f(sws, es)

The reputation of an entity is followingly calculated by leveraging on the sentiment
strength of all its adjacent h(e;, e;) and f(e;, swy,) relations.

3.2.3 Computing the Reputation of Entities

After building the sentiment graph, all sentiment relations towards entities are specified:
for an entity, we known both who are the related entities and what sentiment words de-
scribe the entity. Hence, its reputation can be calculated by considering the sentiment of
all its adjacent relations. The sentiment strength of a sentiment relation A (ei, e j) between

an entity e; and an entity e; is obtained by the expression

RLDA(e;) + RLDA(e;)

h(ei,ej) = slda(ei,ej) + 5 )

(3.6)

where slda(ei, ej) comprises the value of the implicit relation between the entities, ob-
tained via Equation 3.5, and RLD A(e;) is the Rank-LDA model polarity weight attributed
to the entity ¢;, obtained via Equation 3.2. In turn, the sentiment strength of a relation
f (ei, swn) between an entity e; and a related sentiment word sw,, is obtained by the ex-
pression
RLDA(e;) + RLDA(sw

f(ers sun) = PEPACE REDALn), @7)

where RLD A(swy,) is the sentiment weight associated to the sentiment word sw,, on the

domain-specific sentiment lexicon, built in Section 3.2.1.
The reputation of an entity e; can finally be calculated in light of Equations 3.6 and 3.7.

First, the full sentiment expressed towards the entity e; via the related sentiment words
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is calculated. Hence, the sentiment value fo(e;) expressed by sentiment words towards

e; is obtained by the equation

fo(ei) = Z fn(€i swn), (3.8)

swn € EUSW

where E U SW is the set of sentiment words related to e;. The final reputation rep(e;) of
an entity ¢; is then obtained by considering both f;(e;) and the reputation of its adjacent

entities,

Tep(ei) = fo (ei) + Z m . w(ei,ej) 'h(ei,ej), (3.9)
reinteny F V)]

where N (¢;) is the set of entities related to ¢;, rep (e j) is the reputation of a related entity
ej, ¥(e;, €;) is the value of the explicit relation between e; and the related entity e; (Equa-
tion 3.4) and h(e;, €;) is the value of the implicit graph relation between ¢; and the related
entity e; (Equation 3.6). Note that this is an iterative process: since the reputation of a
related entity might be influenced by the reputation of the target entity, the reputations
need to be revisited until their value stagnates. Algorithm 1 details the iterative repu-
tation computation for all the corpus entities, initiated by receiving the sentiment graph
ER, the polarity value of all sentiment words RLDA(sw,) and the polarity value of all
corpus entities RLD A(e).

Algorithm 1 Iterative Reputation RLDA Algorithm
Input: ER, RLDA(sw,), RLDA(ey)
Output: rep < Set of entities and respective reputations.
1. foralle; € E do
2: foralle; € N(e;) do

3: h(ei,e;) = slda(e;, ej) + (RLDA(@Z') + RLDA(ej)>/2
£ lene) = #len e/ (#e) + #(e))

5: end for

6: end for

7: repeat

8: foralle; € E do

9: rep(ei) = fo(ei)

10: foralle; € N(e;) do

11: rep(ei)—i— = rep(ej) '1/)(61', ej) . h(ei, ej)

12: end for

13: end for
14: until all rep;_,;(e;) and rep;—n (en) stop changing.
15: return rep

The algorithm starts by computing values of all explicit (i(e;, €;)) and implicit (¢ (e;, ;)
entity-entity relations for all entities. After that, the reputation of each entity is updated

until the reputations for all entities stabilize. The reputation of an entity is obtained, in
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each update cycle, by considering both the sentiment value obtained by the sentiment
words related to it, i.e. fy (ei), and the strength of its relation to all its adjacent entities,
rep(e;) - (e e;) - hlei ;).

The resulting entities and respective reputations are indexed to the names of the new
movies where they have participated, in order to allow look-ups by movie title. For-
mally, the reputation of all the directors and actors participating on a new movie m; is
represented by the expression

reps(m;) = {rep(e1),--- ,rep(ex), - }, (3.10)

where the reputation of each entity e, is normalized so rep(ex) € [0.0, 1.0], with 0.0 being

the worst reputation and 1.0 being the best reputation.

3.3 Twitter Mining and Classification

As previously disclosed, Twitter is monitored in order to capture feedback about new
movies: Twitter users share small textual posts concerning various subjects, including
cinematography, from which the popularity of new movies can be calculated. The Twitter
mining process starts with the capture of user-shared tweets by using the official public
Twitter streaming API?. This API enables developers to capture a sample of real-time
shared tweets, consisting of 10 Million tweets per day. According to Mathioudakis et al.
[MK10], the estimated total of tweets shared per day is 50 Million, meaning that a fifth of
all the shared tweets is captured. Each collected tweet also contains various additional
information, such as its id, a timestamp, the id of the user who shared it and its language.
Formally, a captured tweet t;, is represented as the vector

te = (tiwts tid, Wids trime, tiang) (3.11)

where t;;; is the text in string format, ¢;4 is its id, u,q is the id of the user who shared it,
ttime is the timestamp and #;4,, is its language. From this information, the tweets that are
not written in English can be immediately discarded.

While the mining process is performed, the tweets that are targeting new movies are
identified. A tweet is considered to be targeting a new movie if one of the following two
conditions is verified: first, if its text contains the title of the movie; second, if its text con-
tains an hashtag referring the movie. Twitter hashtags are represented by starting with an
# character and are usually deprived of white spaces, e.g. the hashtag "#lronMan3" refers
the movie "Iron Man 3". Figure 3.4 shows a realistic example of two tweets identified to
be targeting the movie "Iron Man 3" by containing the movie title and an hashtag referring
it, respectively.

Each tweet is tested against all the considered new movies and is thereby tagged

according to the identified movies, i.e. tweets referring various new movies are tagged

2dev.twitter.com/ streaming/public
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u “enjoyed iron man 3. not the best of the marvel movies, but not the worst.”

u “the new iron man movie is just wonderful! delightful! brilliant! perfect! #ironman3”

Figure 3.4: Example of tweets identified for the new movie "Iron Man 3".

with the names of all referred movies. As a result, only the tweets concerning at least one

new movie are considered relevant and stored.

After the mining process is concluded, each resulting tweet is classified in order to
infer its sentiment polarity, i.e. if it contains positive or negative sentiment towards the
referred movies. The k-NN algorithm [ESKO03] is used for this classification task, as it
is one of the simplest and overall best performing classification algorithms [FS07]. In
k-NN, each data sample is represented as a set of features and the corresponding value
for each feature. The most common approach in textual classification tasks is to use the
sentiment words present on the text as the features [PLV02; PL05; PL08]. Hence, each
tweet is pre-processed in order to extract its sentiment words and the respective values.

The first pre-processing step is to remove the names of the identified movies from
the tweet text, since the sentiment expressed towards them is usually conveyed on the
rest of the sentence. This step reduces the noise during the classification task, e.g. the
word great in the movie title "The Great Gatsby" would be regarded as a sentiment word
and influence the classification of tweets referring that movie. After removing the title of
the movies, the rest of the sentence is split by white spaces, resulting in a vector where
each element is a word or a punctuation symbol. A third step removes both the punc-
tuation symbols and the stop words from the vector: stopwords are words that carry no
sentiment and are therefore irrelevant for sentiment analysis tasks, such as the words as,
at, is and the. Removing punctuation and stop words improves the performance of the
classification task, as it discards unnecessary features. While the resulting vector already
contains only the sentiment words, these are converted to their canonical form, e.g. the
words amazing and amazement are converted to amaze, as these present the same sentiment
and are therefore regarded as the same sentiment word. A final step uses the domain-
specific sentiment lexicon built in 3.2.1 to associate the sentiment values to the found
sentiment words. As a simplistic example, the tweet "I love Iron Man 3, it is the best movie
ever!" translates into the feature vector "[(love, 0.7543), (best, 0.9026), (movie, 0.6427), (ever,
0.6402)]". Figure 3.5 illustrated the feature extraction process described in this paragraph.

A total of 300 tweets are used as the test set for k-NIN, where 150 are labelled as pos-
itive and 150 are labelled as negative: the labels were obtained via Crowdsourcing (Sec-

tion 3.4). A tweet is classified by considering the labels of the k = 10 most similar training
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Figure 3.5: Feature extraction process for tweets referring new movies.

tweets to the target tweet: the tweet is positive if 7 of the most similar training tweets are
positive, negative if 7 of the most similar are negative and neutral otherwise. The similar-
ity of the tweets is computed by applying the Manhattan distance to their corresponding
feature vectors.

The classified tweets are finally indexed by the corresponding new movie tags to
allow fast look-ups, given the title of a new movie. Tweets classified as neutral are not in-
dexed, as these are generally associated to spam or objective sentences, where sentiment
is not expressed. Formally, the set of classified tweet T'(m;) referring the new movie m,
obtained by the Twitter monitoring process, is then defined as the set

T(mj) = {(tjlvsjl)a"' 7(tjla3jl)7"' a(tjM,SjM)}, (3.12)

where ¢j; is the textual tweet (referring m;) and s;; is the corresponding sentiment polar-
ity such that s;; € {pos, neg}.

3.4 Crowdsourcing for Social-Media Ground-Truth

In order to validate the media monitoring methods presented in Sections 3.2 and 3.3, the
appropriated ground-truth is needed. Crowdsouring is used to obtain this data® as it is
a novel, reliable and cheap way to obtain ground-truth [YKL11a]. Furthermore, several
studies have successfully used Crowdsouring for classifying tweets and other textual
data [SOJNO08; DS10; BGC10; FMKKMD10]. Two sets of ground-truth were obtained in

order to validate the presented methods:

e Ground-truth for IMDDb sentences: The first social-media monitoring component
computes the reputation of directors and actors from IMDDb review sentences. There-
fore, the obtained ground-truth describes if a sentence is truly referring the direc-
tors or actor positively or negatively. The accuracy of the reputation algorithm is

Swww.crowdflower.com
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validated by comparing the inferred reputations to the overall sentiment polarity

expressed in the ground-truth sentences.

¢ Ground-truth for tweets: The second social-media monitoring component captures
tweets regarding new movies and classifies their sentiment polarity towards the
movie. Hence, the obtained ground-truth describes if the tweet is truly referring
the movie positively, negatively or neutrally. The accuracy of the tweets classifier is
validated by comparing the inferred labels to the ground-truth labels.

After identifying the desired ground-truth, the Crowdsourcing tasks were carefully
designed in order to obtain the said data in the most reliable and resource-friendly man-
ner possible. To do so, each component of the task was defined separately in a sequential
manner. Sections 3.4.1 to 3.4.4 describe the designing process of each task component in
order of conception, while Section 3.4.5 uses the resulting ground-truth to validate the

proposed media monitoring methods.

3.4.1 Worker Interfaces

The first component to be defined for both tasks was the Worker Interface, which specifies
how workers interact with the data. In a Crowdsourcing task, this interaction is generally
performed by the workers answering to questions specified by the requester. The main
concerns taken into account when defining the questions were:

e The answers to the questions provide the necessary information to later validate
the methods;

e The questions are clear and easy to understand by the worker;
e Answering to the questions takes as less time as possible.

To collect the ground-truth for the IMDb sentences regarding entities, an interface
was defined where the worker was asked to label a sentence in accordance to the ex-
pressed sentiment towards a specified named entity. In this interface, the worker could
select one of four labels to describe the sentiment: very positive, positive, negative or very
negative. Textual labels were selected since, according to Friedman et al. [FA99], rating
something in words is the easiest approach, since that is how people express opinions
everyday. Furthermore, the task was designed as a multi-level task since the reputation
framework [PSM14a] obtains a multi-level reputation for entities, i.e. we want a similar
level of sentiment complexity expressed in the ground-truth. For this task, only sentences
where at last one sentiment word and one entity were identified were considered: as a
consequence, workers did not have to analyse if the sentence was sentimentally neutral.
Figure 3.6 illustrates the worker interface for the described task.

In turn, to collect the ground-truth for the tweets regarding new movies, an interface
was built where the worker was asked to label a tweet according to the sentiment ex-

pressed towards the movie, as either positive, negative or neutral. Differently to the first
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Consider the sentence, extracted from a movie review:

" The actors.Bruce Willis and Samuel Jackson. were okay. but the story is horrible!"

In the sentence - Bruce Willis - reputation is positive or negative?
Very Positive
Positive
) Negative
) Very Negative

Figure 3.6: Worker interface for the IMDb sentences task.

task, this task was designed as a binary relevance task, since that is how the k-NN classi-
fier classifies the various tweets. The workers were also asked to classify neutral tweets,
since our method identifies and filters neutral tweets. Figure 3.7 illustrates the worker
interface for the tweets task.

Consider the tweet, extracted during the movie oscars 2014:
" finished the book thief... wow is all i can say... bloody fantastic"

How is the tweet referring the movie "The Book Thief"?
Positively
Negatively
Neutrally

O hint: select "neutrally” when it is not speaking positively or negatively about the respective movie.

Figure 3.7: Worker interface for the tweets task.

To assess the efficacy of the designed interfaces, a trial run was performed for each
task, using 50 IMDb sentences and 50 tweets. After performing a Crowdsourcing task, a
worker can rate the satisfaction towards the performed task in various fields, in a rating
scale from 1 to 5: here, we take into account the Instructions Clear and Ease of Job fields.
The IMDb task was rated by 41 workers, obtaining 4.2 in terms of instructions and 4 in
terms of easiness. The tweets task, in turn, was rated by 44 workers, obtaining 4.6 and
4.2 for the same fields, respectively.

3.4.2 Worker Qualification

After modelling the Worker’s Interface, the qualification criteria for Workers to be ac-
cepted in the defined tasks was specified. Applying the right selection criteria for a
Crowdsouring task is important, since some workers might not be qualified to execute
a specific job and their participation might negatively influence the reliability of the ob-
tained results. In the case of the required tasks, no special or professional skill is needed.

Therefore, a worker is accepted to perform any of the tasks depending on the following
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criteria:

e Geography: Both datasets are highly related to Hollywood cinematography, as they
target mostly American movies and entities. Some countries, like India, have their
own cinematography culture, resulting in different quality standards. Additionally,
the datasets only include reviews and tweets written in English. To ensure that
all workers are compatible with the datasets, only workers from countries where
English is the main language were accepted, namely Australia, Canada, United
Kingdom and United States.

o Test Questions: Test questions are questions where only some answers are accepted
and are used to filter workers with poor performance. Generally, only questions
where the answer is obvious or almost obvious are selected as test questions. In
the defined tasks, a worker needed to answer correctly to a certain number of test
questions before being able to answer the normal questions. In addition, hidden
test questions that are mixed with the normal ones were used in order to exclude
workers that stopped putting effort halfway:.

3.4.3 Tasks Parameters

In addition to Worker’s Qualification, there are other task attributes that directly influ-
ence the reliability of the obtained results. Task Parameters are closely related to how
the task proceeds while running and not only influence the obtained results, but the job’s
cost as well. Before running the main tasks, various trial tasks with small subsets of the
datasets were executed so the best parameters could be estimated. The estimated param-

eters were the following:

e Price per Page: Crowdsourcing tasks are generally presented in pages and a worker
decides how many pages to complete. This parameter defines how much the Worker
is paid per completed Page. The higher the payment, the more motivated the
worker is, so it’s important to estimate how much is enough for the worker to put
enough effort on the job.

e Units per Page: For each task, the defined question is repeated for each unit of
the dataset. This parameter defines the number of different units presented per
Page. Small numbers of units might motivate the worker to contribute more, since
it doesn’t force him to work too much for each payment. However, this increases

the cost per unit, so it’s important the find an appropriated middle term.

e Judgements per Unit: How many Workers judgements are collected per Unit. The
more judgements collected, the more reliable the obtained results are. However,
the overall cost also increases, so it’s important to define how many judgements are

enough to obtain solid results.
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A total of 6 trial tasks with different parameters were executed: 3 for each task of the
presented in 3.4.1, i.e. 3 for the tweets classification task and 3 for the IMDb sentences
classification task. In order to reduce the number of trial tests and total costs of the trial
phase, the number of units per page was not directly estimated and was always desig-
nated as 10: in the first trial task it was observed that most workers completed more than
10 units, averaging 39.23 units. To rate the obtained results, two result parameters were
considered:

e Agreement: The agreement of a unit describes how similar the obtained labels for
that unit were. Although its natural that some units are harder to label and that
the agreement for those units can be low, if a workers put enough effort the overall
agreement of the dataset is usually medium-high. A very low agreement generally
means either that the task is too complex or that the workers are not motivated
enough.

e User Satisfaction: A worker can rate the satisfaction level of an executed task in
various fields, in a scale from 1 to 5. In this case, the Payment Satisfaction is con-
sidered as a representation of workers motivation. With higher motivation, the

probability of the results being reliable is also higher.

Datasets of approximately 100 units were used in all trial runs. The tested parameters

and obtained results are presented in Table 3.1.

Task Cost/Page Judg./Unit Agreement Satisfaction
IMDb 0.01% 3 68.04% 3
IMDb 0.02% 3 64.87% 3.9
IMDb 0.02% 5 65.08% 4.2
Twitter 0.01% 3 82.12% 3.8
Twitter 0.02% 3 80.01% 4.0
Twitter 0.01% 5 80.98% 3.7

Table 3.1: Trial tasks parameters and results.

Hsueh et al. presented a study [HMS09] where Crowdsourcing was used to label
textual blog snippets, in which a sentiment polarity task (positive vs neutral vs negative)
obtained an overall agreement of 61.9%. In comparison, the obtained results were very
good: the IMDDb task presented slightly better agreement results despite being more com-
plex (it is a multi-level task); in turn, the Twitter task presented much better results in a
similar task approach. However, in the IMDDb task most users that expressed their satis-
faction thought that 0.01$ was not enough payment, while a payment of 0.02% was agreed
to be enough. The same is not observed for the Twitter task, probably due to the easier
nature of that task. This shows that the Cost parameter does not need to be increased

any further for any of the tasks. Furthermore, the number of judgements per unit does
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not seem to have any direct influence on the agreement or satisfaction results: we can set
this parameter in accordance to the possessed funds, but 3 judgements seem to be accept-
able. The slight fluctuation on the overall agreement values is to be expected, since most
workers are different on all runs and some runs might end up having better workers than

others, obtaining better results.

3.4.4 Tasks Execution

After modelling the Worker Interface (3.4.1), specifying Worker Qualification (3.4.2) and
estimating Task Parameters (3.4.3), the main tasks were launched to collect the desired
labels. For the IMDDb sentences sentiment task, a total of 4,000 sentences regarding at
least one of 20 popular manually selected entities were submitted. From those, roughly
1,500 referred more than one entity. For the tweets classification task, a total of 4,000
tweets regarding at least one of 60 manually selected new movies were submitted (refer
to Section 5.1 for more information on the selected new movies). From those, roughly
1,000 were identified by hashtag. Snow et al. [SOJNO08] showed that an average of 4 non-
expert workers are able to match the quality of expert annotators, so judgements from
5 different workers were collected for each sentence and tweet, in order to best emulate
expert labelling. Furthermore, 20 units were used in each task as test units, in order to
filter untrusty workers. Table 3.2 summarizes the selected parameters for the launched
tasks.

Task Units Test Units  Units/Page Judg./Unit Cost/Page
IMDb 4,000 20 10 5 0.02%
Twitter 4,000 20 10 5 0.01$

Table 3.2: Main tasks parameters.

In the end, a total of approximately 20,000 judgements were collected for each tasks,
resulting in a total cost of 60$. The entities reputation and tweets classification methods

are followingly validated with the obtained ground-truth.

3.4.5 Results and Discussion

3.4.5.1 IMDDb Reputation

Figure 3.8 summarizes the distribution of the obtained labels for the IMDb sentences
task, comprising of 4,000 sentences referring 20 different entities. By analysing 3.8a, it
can be observed that most of the sentences were labelled with an agreement bellow 70%,
with the overall average agreement being 73%. This shows that the sentiment expressed
toward entities in most sentences is not trivial to judge accurately. In turn, 3.8b shows the
labels frequency per agreement value. The most frequent labels to obtain low agreements

were the positive and negative labels, while the most frequent labels to obtain an agreement
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of 100% were very positive and very negative, i.e. sentences expressing a strong sentiment
towards entities are easier to identify and classify. Furthermore, 77.36% of the sentences
were labelled as positive or very positive, while the remaining 22.64% were labelled as
negative or very negative.
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(a) Agreement distribution. (b) Label distribution by agreement.

Figure 3.8: Distribution of Crowdsourcing labels for IMDb sentences.

To validate the Reputation Analysis method [PSM14a] presented in Section 3.2, the
reputation of 8 popular directors and actors were computed by using the obtained ground-
truth: 200 sentences, evenly distributed by label, were used as the training set, while the
rest was used as the test set. Since the Ground-Truth does not concern the reputation of
the entities in a numeric scale, like the output of the algorithm, we compare how the al-
gorithm labels each test set sentence to its respective Ground-Truth label. Table 3.3 shows
the obtained accuracy for the 8 selected entities.

Entity Accuracy (%)
Bruce Willis 87.50
Colin Firth 84.21
Johnny Depp 96.25
Miley Cyrus 88.89
Peter Jackson 87.80
Shia Labeouf 78.57
Stanley Kubrick 94.44
Woody Allen 94.44
Average 89.01

Table 3.3: Reputation analysis accuracy for 8 popular directors and actors (%).

Opverall, the method obtained an average accuracy of 89.01%, which is extremely high
and validates the method for the desired context. Furthermore, even the weakest per-
forming entity, namely Shia Labeouf, has obtained a classification accuracy of 78.57%, en-
forcing the conclusion that the method is robust for classifying the sentiment on IMDb
sentences towards directors and actors. For a comparison of the obtained results with
various popular baselines methods, refer to [PSM14a].
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3.4.5.2 Twitter Classification

Figure 3.9 summarizes the distribution of the obtained labels for the tweets classification
task, comprising 4,000 tweets referring 60 distinct movies. By analysing 3.9a, it can be
observed that most sentences were labelled with 100% agreement, totalling 36.3% of the
tweets dataset. Furthermore, the overall obtained agreement was 82.7%, suggesting that
the sentiment expressed on tweets regarding new movies is relatively easy to describe.
In turn, 3.9b shows the labels frequency by agreement value. The most frequent label to
obtain low agreement values was neutral, suggesting that neutral tweets are the overall
hardest to identify, when compared to tweets expressing positive or negative sentiment.
While this value starts decreasing for higher agreement values, a great amount of neutral
tweets have also obtained 100% agreement: these are most likely the tweets containing
spam, which are easily identifiable by the workers. Overall, 54.1% of the tweets were
labelled as positive, 14.1% were labelled as negative and the remaining 31.8% were labelled

as neutral.
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(a) Agreement distribution. (b) Label distribution by agreement.

Figure 3.9: Distribution of Crowdsourcing labels for tweets.

To assess the accuracy of the tweets classification approach presented in Section 3.3,
300 tweets were used as the training set to classify the remaining tweets, i.e. these were
the test set. Figure 3.10 plots the classification accuracy curves for the tweets of the var-
ious agreement levels in two variants: the Unfiltered curve presents the accuracy for all
the test tweets, while the Filtered curve presents the accuracy for the tweets that were
classified as positive or negative by the proposed method, i.e. the Filtered curve is the best
representative of the proposed method, as it filters tweets classified as neutral.

The best results were obtained for tweets with higher agreement values, reaching a
maximum accuracy of 81.8% for the Unfiltered variant and 85.2% for the Filtered variant.
These results suggest that tweets that are easier to label manually are also easier to clas-
sify by the proposed method. In addition, there also seems be an inverse relation between
the frequency of neutral tweets and resulting accuracy: the best results are obtained when
the frequency of neutral tweets is lower (agreement of 0.7), while the worst results are ob-
tained when neutral tweets are more frequent (agreement < 0.5). Overall, filtering the
neutral tweets improves the classification accuracy, with the Filtered variant obtaining an

average accuracy of 79.3% while the Unfiltered variant obtains an average accuracy of
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Figure 3.10: Twitter classification accuracy by agreement.

65.9%. This, together with the fact that better results are obtained when neutral tweets
are scarcer, implies that the proposed method does not handle low levels of sentiment as

well as extreme levels of sentiment, where the polarity of the tweet is more evident.

3.5 Summary

This chapter presented and validated the social-media monitoring methods to capture
the popularity of new movies on Twitter and the reputation of its directors and actors on
IMDb. The most important work presented on this chapter included:

e The reputation of a director or actor is calculated with a method [PSM14a] that
explores the sentiment on IMDb reviews where those entities are mentioned. The

method also builds a sentiment lexicon specific to the movies domain;

e The tweets regarding new movies are identified by the occurrence of their title on
the tweet or by hashtag. A k-NN [ESKO03] classifier is used together with the movie-
specific sentiment lexicon created by [PSM14a] to classify tweets as positive or nega-

tive and filter neutral or unrelated tweets;

e Crowdsourcing is used to obtain ground-truth for IMDb review sentences and tweets,
in order to validate both media monitoring methods. A total of 60% is spent to ob-
tain the ground-truth for 4,000 IMDDb sentences and 4,000 tweets.
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Cold-Start Recommendations

This chapter details the implemented algorithm for recommending cold-start movies, by
exploring Social-Media trends and reputations. First, the recommendation scenario is
introduced and the main problem is formalized. The various components of the formal
recommendation model are then detailed separately. By the end of the chapter, Social-
Media signals are used to model recommendations.

4.1 Introduction

Nowadays, popular recommendation methods explore user-product feedback, such as
numeric ratings, to relate different users or products and predict what products specific
users would like to consume. These approaches are, however, susceptible to the cold-
start problem [AT05]: new products that have not yet been rated cannot be related to
other products or users and, consequently, will not be recommended. In this disserta-
tion, the goal is to tackle the cold-start problem for new movies that have not been rated.
Moshfeghi et al. [MP]11] showed that recommendation of cold-start movies performs best
when considering both the movie metadata and the sentiment expressed in its written re-

views. Building on this idea, a movie m; is here represented as the vector

m; = (Dj, A3, Gj, R}, S)), (4.1)

where D; is the set of directors, A; is the set of the participating actors, G; is the set of
corresponding genres, R; is the set of associated user ratings and S is the Social-Media
feedback inferred by a monitoring process, described in Chapter 3. The sets D, A; and G

comprise the movie metadata. Some examples of features contained in these sets are the
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names of popular directors and actors such as Peter Jackson and Johnny Depp, or common
film genres such as romance and horror. In turn, the S; variable is composed of the Twitter
posts (or tweets) about the movie m; as well as the reputation of its directors and actors,
obtained from IMDb: these contain sentiment expressed toward the movie. As will be
clarified further into the chapter, S; will be fundamental to recommend cold-start new
movies, where R; = ().

Our recommendation scenario considers two main entities: a target user u; and a set
of movies M. In this scenario, users have rated the movies they have previously watched.
Following on this information, a user u; is described by the set of K ratings concerning
the movies watched and rated by that particular user, formalized as the set

1 k K
urs = {rhy o ko K (4.2)

k
ij
movies represented as in Equation 4.1. M is formalized as the set

where each rating r; concerns the movie m;. In turn, the set of movies M contains

]\4’:{"’)’]11’...’/")’Iﬂl)’...”")’L‘/v’...7"’)’]16,...7"’)’]1‘/4_61}7 (4'3)

containing V' rated movies and C unrated new movies, i.e. movies affected by the cold-
start problem. In M, for any arbitrary viewed movie m,,, R, # 0, as these movies have
been previously rated by users. Oppositely, for any arbitrary cold-start movie m., R. = 0,
since new movie have not yet been rated.

Considering the previous formalizations, the goal of this chapter can be formally
defined as follows: given an user u; and a set of movies M, discover the set R; C
{ MY 41, s My mv+o} containing the new movies that user u; would like to watch.
More specifically, the set R; comprises the cold-start movies for which it is predicted that
the user u; will rate above his user-specific quality threshold T". The objective set R; is
then formalized as the set

Ry = {(mn,Pin)ts - (my, 7)o (s Pin) T} P > T, (4.4)

where an arbitrary element (m;,7;;)? consists of a recommended movie m; and the re-
spective predicted user-movie rating 7;. This chapter focuses on explaining the rating

prediction process, which solves Equation 4.4.

4.2 Building User Profiles

Before tackling the problem of predicting what cold-start movies to recommend to a user,
a representation that clearly expresses user preferences is needed. While a set of pre-
viously given ratings is somewhat informative, by itself it does not provide sufficient
information to predict how much that user will like a new movie. Thus, a profile is

built to specify what characteristics the user likes and dislikes in movies. Remember the
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representation of a movie, formalized in Equation 4.1: movies are represented by their
metadata, namely a set of directors, a set of actors and a set of genres. Following on it,
the profile of a user u; is similarly formalized as the vector

= (D', A", G", T", bias"), (4.5)

where D?, A* and G* represent the user preferences towards director, actors and genres,
respectively. Realistically, however, users are not only characterized by their preferences
towards certain characteristics, but also by their personal standards: some users are easier
to please than others and, consequently, different users have different rating patterns.
Building on this fact, a user profile u; also contains both the user-specific threshold, Tt

and the user-specific rating bias, bias'.

4.2.1 Discovering User Preferences

In a user profile represented by Equation 4.5, the sets D?, A* and G’ comprise the user
preferences towards directors, actors and genres, respectively. Since this information is
not directly specified by the user, its discovery process leverages on a combination of the
user previously given ratings and the metadata of the corresponding rated movies. In
other words, how much a user likes a certain characteristic (e.g. a specific director) is
estimated by analysing how the user has rated the movies containing that characteristic.
Hence, the set D comprising the directors of the movies rated by u; is formalized as the
set

={(d},dr},df}), -, (d},dr]' df"), -}, (4.6)

where, for an entry (d}', dr}', df]"), the first element d identifies the director, dr} is the
average rating given by the user to the movies directed by that director and df;* is the
number of movies directed by d' that have been rated by the user. For example, the ele-
ment (PeterJackson, 8.7, 3) specifies that the user has rated 3 movies where Peter Jackson
has participated, with an average rating of 8.7. The remaining two preferences sets Al
and G' follow the same representation. Therefore, A’ is formalized as the set

Ai = {(CL},&T’},@f,}),H- 7(0/?70'7’?70/.]0'21)7'” }7 (47)

where, for an entry (a7, ar,af]"), the first element @} identifies the actor, ar} is the av-
erage rating given by the user to the movies where the actor participated and af" is the
number of movies acted by a? that have been rated by the user. Finally, G? is similarly
formalized as the set

Gi = {(gzlagrzlagle)v T a(g;,nagr:b>gfzn)7 T }7 (48)
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where, for an entry (g7, g7, gf]"), the first element ¢ identifies the genre, gr} is the
average rating given by the user to the movies of that genre and ¢ f;* is the number of
movies of genre g that have been rated by the user. Note that dr}*, ar!* and gr}* are all in

the interval [1, 10], since these are estimated from ratings between 1 and 10.

4.2.2 Discovering User Profile Variables

In the user profile represented by Equation 4.5, the values T* and bias® represent the
user-specific quality standards. More specifically, the user threshold 7" represents the
minimum rating that the user considers good, while the user bias bias; represents the
harshness or softness of the user when rating movies. Similarly to the user preferences,
these values are not specified by the user and are, therefore, estimated by leveraging
on the previous ratings that the user has given. The user threshold T" is obtained by
calculating the average of the user ratings in ur;, formalized by the equation

reur; rf

R (4.9)

where K is the total number of ratings given by the user. The resulting user threshold 7"
is a value such that 7° € [1,10] and is used to filter reccommended movies, i.e. remember
Equation 4.4, where a movie is recommended to a user if the corresponding predicted
user-movie rating is higher or equal than 7°. However, notice that a very small number
of rated movies is not enough to accurately estimate a user threshold. For example, if a
user has only rated one movie with a rating of 10, it would be assumed that the user only
considers good the movies that are rated with 10. Considering this, when the number of
rated movies K < 10, the user threshold 7" is set to 5, as it is the middle point of the
rating scale.

In turn, the user bias bias; accounts for the deviation of the user ratings from the

general average rating of the rated movies,
k

rfeuri (ri - avg<k>)
K Y

where avg.j~ is the average IMDb rating of the movie m;~. Note that bias; can be

(4.10)

bias' =

positive or negative, depending on the softness or harshness of the user, such that bias’ €

[—10,10]. When K < 10, the user bias cannot be accurately estimated, so bias® = 0.

4.3 Formal Model

The formal model of the implemented method starts by exploring the similarity between
the user profile (Equation 4.5) and the movie profile (Equation 4.1) in order to estimate a
user-movie rating based solely on movie characteristics and user preferences. A first step
starts by predicting how much the user likes each aspect of the movie separately, i.e. how

much the user likes the team of directors of the movie, cZij, how much the user likes the
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team of actors of the movie, a;;, and how much the user likes the combination of genres
of the movie, g;;. A predicted user-movie rating Prij for the user u; and the new movie
m; can be obtained by combining d;;, d;; and §;;. Figure 4.1 illustrates this process, which

is discussed next.

4 Similarity

Similarity

Similarity

Figure 4.1: Overview of Formal Model computation.

To estimate how much the user u; likes the team of directors of a movie m; (c?ij), the
method computes the weighted average of how much the user likes each director of the
movie, i.e. the weighted average of the values dr; for each director on D;. The weight,
representing the contribution of each director rating to d;;, is pondered according to the
number of movies that the user rated where the director participated, i.e. each director
corresponding value df; on the user profile D’. The reasoning is that a user formulates a
more refined and accurate opinion about a director if he/she watches more movies from
that director. Hence, the directors that have been watched more times by the user are
considered to have a stronger weight on the prediction. Let D;; = DN D; be the set
of the directors of movie m; that are on the user profile D’. The weight wgy, of the nth

director d;; € D;; is then obtained by the expression

. &
. — <~ g7 0
Y ZPGDZ']' dfp

such that ) Way, = 1. Considering this, the preference of user u; towards the team of

(4.11)

directors of the movie m; is obtained by the expression

dii = 2onepy, i’ - way,
Y | Dij| ’

(4.12)

where |D;;| is the number of directors on D;;. Since all director ratings dr;; are values
between 1 and 10, the resulting average d;; € [1, 10]. Note that when none of the directors
of movie m; are on the user directors set D¢, cfl-j = 0, i.e. the user does not know any of

the movie directors.
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How much the user u; likes the actors of the movie m; is obtained similarly to how d;;
is obtained, i.e. by applying the same procedure. Let 4;; = A" N A; be the set of actors of
movie m; that are on the user profile A’. Thus, the user u; preference towards the actors

of the movie m; is obtained by the expression

n
ZnEAij ar; ’LUa?j

, (4.13)
| Aij

aij =

where | A4;;] is the number of actors on A;; and Way, is the weight of the actor a%. Similarly
to d;j, when none of the actors of movie m; are on the user actors A, a;; = 0. In turn, let
Gi; = G' N G; be the set of the genres of movie m; that are on the user profile G°. How
much the user u; likes the genres of the movie m; is obtained by the expression

n
ZnEGij gry - U)g;(lj

, (4.14)
|Gijl

gij =

where |Gij| is the number of genres on G;; and wyn is the weight of the genre g;;. Like
oZ,» jand a;5, 0 < g;; < 10, with 0 occurring when none of the movie genres are on the user
genres G'.

After estimating how much the user likes each aspect of the movie separately (i.e.
Jij, a;; and g;5), a rating prediction is obtained by combining these values. Let T" be the
number of feature set ratings d;;, a;; and g;; that are different from 0. The predicted rating

pr;; for user u; and the cold-start movie m; is then obtained by the equation

pri; = %(ed ~dij + 0 - Gij + 04 - Gij), (4.15)
where 6,4, 6, and 6, are constants controlling the contributions of directors, actors and
genres to the rating prediction: it is argued that the different aspects of the movie in-
fluence how much the user will like that movie differently. For example, a user might
dislike action movies in general but still like a certain action movie where Angelina Jolie
participates if the user likes that actress. In this example, actors seem to present a higher
relevance than genres, so 6, > 6,. The optimal values for these constants will be esti-
mated in Chapter 5.

Here it is argued that there are two main characteristics that a recommended new
movie should have: first, it should match the user preferences; second, it should not
be a low quality movie. Note that pr;; lacks the second component, as it does not take
into account the inherent quality of the movie or of its components. In the following

sections, the computation of pr;;, i.e. Equation 4.15, is extended to include Social-Media

ijr
information and improve rating predictions.
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4.4 Social-Media Trends and Reputations

In this section, the Social-Media feedback of a movie m;, formalized in Equation 4.1, is
formalized as the set

S; = {T(mj), reps(mj)}, (4.16)

containing a set of tweets 7'(m;) where the movie m; is mentioned and the reputation
reps(m;) of all directors and actors participating in m;. The contents of this section link
to the monitoring processes discussed in Chapter 3.

4.4.1 Popularity of New Movies on Twitter

The Social-Media feedback about a new movie is obtained from Twitter, as described in
Section 3.3: tweets where the movie title is identified are stored and labelled according to
the movie name. The captured tweets are then classified by a k-NN sentiment classifier
such that, for each tweet, it is inferred if it is a positive, negative or neutral reference to
the movie. A tweets index is then constructed to allow fast look-ups by movie title, in
order to retrieve the tweets referring it. Formally, the retrieved tweets for a certain movie

m; are represented as the set

T(mg) = {(tj1551), 5 (G sjn)s - (ting, sin) 3 (4.17)

where t;; is the tweet (talking about m;) and sj; is the sentiment of the tweet such that
s;i € {pos,neg}. The tweets referring m; neutrally are discarded, as those are considered
to not express any sentiment towards the movie.

Krauss et al. [KNSFGO08] has showed that movie trendiness is projected in The Oscar
nominations, which are generally associated with highly rated movies. The set T'(m;),
containing tweets targeting movie m;, can be used to predict its trendiness. Oghina et al.
[OBTR12] have shown that the fraction of likes/dislikes is the strongest feature for pre-
dicting IMDb movie ratings from Social-Media. Following this remarks, the popularity
of a movie m; is measured by the equation

_ ’pOSm]‘ |

= )l @19

pop(m;)

where [pos.,,| is the number of positive tweets referring the movie m; and |T'(m;)| is the

total number of tweets referring m;.

4.4.2 Reputation of Directors and Actors on IMDb

The Social-Media feedback on directors and actors is obtained from IMDb, as described
in Section 3.2: movie reviews are crawled and used to build a sentiment graph linking

named-entities, from which the reputation of directors and actors is computed [PSM14al].
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This step allows the reputation of the directors and actors of the new movies to be ob-
tained. Formally, the reputation of all the directors and actors participating on movie m;
is retrieved as the set

'reps(mj) = {rep(el), < rep(eg), - - }, (4.19)

where the reputation of each entity e, is rep(ex) € [0.0,1.0], with 0.0 being the worst
reputation and 1.0 being the best reputation. Formally, Ve, € D;UA;, rep(ey) € reps(m;).

4.5 Recommendation with Social-Media Signals

Moshfeghi et al. [MPJ11] and Krauss et al. [KNSFGO08] obtained hidden latent factors
to correlate movies through sentiment analysis. Here, however, new movies do not
have reviews and tweets about new movies are too scarce to infer relevant latent top-
ics. Therefore, the emotion expressed towards movies is explored as a qualitative mea-
sure, in which the inherent quality of new movies, directors and actors is obtained and
considered.

The improved rating prediction 7;; is therefore obtained by considering both how
popular the movie is, pop(m;), and how much a user might enjoy the movie m;, given

the reputation reps(m;) of its participants. The described approach is formalized as

Tij = Q- (pop(mj) + bz’asi) + (1 —ay) *DTijlreps(m,): (4.20)

where o is a constant reflecting the importance of the movie popularity to the final user-
movie rating 7;;. Note that pop(m;), obtained from Twitter, is a representation of the
general opinion towards the new movie m;. However, different users have different
standards when compared to the general public. Hence, the user bias bias’ (obtained by
Equation 4.10) is used to model the general opinion about the movie to the user stan-
dards. How much the user likes the characteristics of the movie given the reputation of
its participants, pr;icps(m;), 1S an extension of pr;;. By considering the reputation infor-
mation in reps(m;), Equation 4.15 is extended to
. 1 5 R R

prij|reps(mj) = T (ed : dij\reps(mj) + 04 - QAjj|reps(m;) + 09 ’ gij)7 (421)
where Jij‘reps(mj) is an extension of cfij and @;jjreps(m;) 1S an extension of a;;. Figure 4.2
illustrates the described process as an extension of Figure 4.1. The calculus of d;;, d;; and
gij is omitted in order to simplify the illustration.

4.5.1 Modeling User Preferences with the Reputation of Entities

Up until this point, when predicting the values (fij and a;; (i.e., how much a user likes
or dislikes the directors and actors of a movie), the entities that the user does not know

were not considered. However, here it is argued that these entities also influence how
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reps(mj) T(mj) Calculate || pop(mj)

—_—

A}
d\ij Combine dijjreps(mi)
— r_,
A A
Combine —> prij|reps(mj)——| Combine —»{ Tij
A i A Y
aij Combine aij|reps(mj)

Figure 4.2: Overview of the complete rating prediction model.

the user will ultimately rate the movie. Hence, the calculation of cfij and a;; is enhanced,
given the reputations of directors and actors available in reps(m;). For this purpose, two
new variables, Jdij and wa;j, are introduced to express the reputation of the unknown

directors and actors,

~ ZdeDj_Di rep(d)

1 ZaeAj—Ai rep(a)
Udij; = -
“ \D; — DY’

R (4.22)
|Aj — A

daij =

where D; — D? and A; — A are the sets of directors and actors on movie m; that the user
does not know.

To consider uAdij and 1a;; in the calculation of pr ;), one ought to note that

ij|reps(m
d;; and a;; represent user preferences towards their known directors and actors. Thus,
afmmps(mj) = cfij and @gjjreps(m;) = Gij when all the directors or actors of m; are known
by the user, and d;jj eps(m;) = udij and a;jjreps(m;) = Uaij, when the user does not know
any directors or actors of the movie. The general case is when the user knows some
of the directors and actors of the movie. Formally, the final directors and actors scores
a?mreps(mj) and djjrcps(m;) are calculated by considering both the user preferences and the
public opinion, i.e. a weighted average between the scores of the known entities and the

unknown entities,

dijirepsimy) = Sud - (udij + bias') + (1 = 8ua) - dij, (4.23)

~

a‘ij|’r‘eps(mj) = 5ua ' (UAGz‘j + bz’asi) + (1 — 6ua) . &ijy (4.24)

where the constants 6,4 and d,,, represent the contribution of the unknown directors and

actors to the computation of ciiﬂ,,eps(m].) and @;j| eps(m;) respectively. They are computed
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as

_|D; = D'|

|Aj — AT
(5ud — ) =
| Dl

Oyg = ——, (4.25)
| A

where |D; — D'| is the number of directors on movie m; that the user u; does not know
and |4; — A?| is the number of actors on movie m; that the user does not know. The user
bias bias® is, once again, used to model the general opinion on directors and actors to the

user standards.

4.6 Summary

This chapter presented the recommendation algorithm for cold-start movies, which levers
on the Social-Media information collected in Chapter 3. A recommendation problem
starts with a user u;, described only by his previous ratings ur;, and a set of movies M,
containing rated movies and cold-start movies. The rated movies are used together with
the user ratings to discover user preferences, while the cold-start movies are potentially
recommended. The most important aspects of the implemented method are:

e The reputation of a movie directors and actors are used to extend d;; and d;;, which
rank how much the user likes the team of directors and actors of a new movie,
into considering the directors and actors that the user does not know, resulting in
the values dm,,eps(mj) and @;ji eps(m;)- By combining these values with g;;, a rating

prediction based on the user-movie similarity pr is obtained;

ij|reps(m;)

e The popularity of a movie on Twitter, pop(mj), is combined with the user-movie

similarity pr;jj cps(m,;) to generate a final rating prediction 7;;. As a result, the final
rating prediction 7;; considers both how the movie matches the user preferences

and how good the movie is as a whole;

e A movie is finally recommended if the predicted user-movie rating 7;; is above the
user-specific quality threshold.
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Results and Evaluation

This chapter discloses the experiments and results regarding the evaluation of the method
implemented in Chapter 4. First, the used dataset is described together with its extrac-
tion process. The evaluation methodology is then presented, where both the baselines
and evaluation measures are specified. By the end of the chapter, the various aspects of

the method are tested against the baselines and evaluated.

5.1 Dataset

To perform a thorough evaluation of the developed method, a dataset comprising of
user-movie ratings and tweets regarding movies is needed. Moreover, movies metadata
and IMDb reviews are also necessary in order to compute full-fledged rating predic-
tions. While publicly available datasets containing the required data already exist, such
as the MovieLens! and Netflix*> datasets for user-movie ratings and the MovieTweetings
[DDPM13] dataset for tweets regarding movies, they are not compatible with each other
and with the considered scenario. For example, while MovieLens and MovieTweetings
contain extensive numbers of user-movie ratings and tweets respectively, they were not
collected in the same time interval: as a result, they do not concern the same movies.
Furthermore, MovieTweetings comprises tweets of users sharing their IMDb user-movie
ratings, contradicting the scenario at hand, where tweets are collected for movies that
have not been rated on IMDb.

To set up a realistic evaluation scenario, a dataset was collected by focusing on a to-

tal of 60 new movies, finalists on 5 popular movie awards ceremonies: the 2014 editions

1 www.movielens.org
2www.netﬂixprize.com
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of The Golden Globes, The Critic’s Choice Awards, The BAFTA Film Awards, The Independent
Spirit Awards and The Oscars. These events occurred between January and March, des-
ignating movies that have been released in 2013. The movies were selected so a great
number of relevant tweets could be captured in small time period. Figure 5.1 relates
the award ceremonies and the tweets extraction process to a simplistic timeline, cover-
ing the elected time interval. A total of 52,236 tweets referring the selected movies were

captured, averaging 870 tweets per movie.

Golden Globes BAFTA Film Awards Oscars
March 10 (end of extraction process)
January 12 \ February 16 March 2 \
January February March
\\ Critic's Choice Awards Independent Spirit Awards
January 16 March 1

Figure 5.1: Timeline for Twitter extraction process.

The user-movie ratings extraction process focused on users who had rated at least
one of the 60 new movies on IMDb. This guideline is essential, since user-movie ratings
given to the new movies are used as the testset in Section 5.3. Therefore, the 500 last
users who have rated each of the new movies were selected as the target users. For each
target user, all the given ratings are collected: ratings given to old movies are necessary
to discover user preferences. While collecting users and ratings, users who have not
rated any movie besides the 60 new movies are discarded. Algorithm 2 summarizes the

described extraction process.

Algorithm 2 IMDb Ratings Extractor

Input: New_movies < The list of selected new movies.
Output: User_ratings < The list of users and respective movie ratings.
1: for all m; € New_movies do
Movie_users; = Get the list of 500 users who last rated m;.
for all u; € Movie_users; do
if u; not in User_ratings then
Ratings; = Get all movies rated by u; and respective ratings.
if Ratings; contains movies that are not in Movies then
User_ratings; = Ratings;
end if
end if
10: end for
11: end for
12: return User_ratings

A total of 1,064,766 ratings were collected, given by 2,909 users to the 60 new movies
and 46,843 old movies. The new ratings amount to 27,394, corresponding to approxi-

mately 2.6% of all ratings. Figure 5.2 plots information regarding the distribution of the
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obtained user-movie ratings: 5.2a shows the frequency of each rating score on the dataset
and 5.2b plots the distribution of users per threshold value. Approximately a quarter of
the collected ratings are positive, i.e. greater or equal to 6, with 7 being the most common
rating from the old ratings (22.7%) and 8 being the most frequent from the new ratings
(26.8%). Overall, the distribution pattern of both old ratings and new ratings is very sim-
ilar. Furthermore, the great frequency of high old ratings translated into generally high
user thresholds: while they vary between 1 and 10, the average user threshold is 7.24,
signifying that only high rating predictions are translated into recommendations.

[
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[JNew Ratings
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«

0 0ld Ratings

N
o

Frequency (%)
s &

Threshold

w

o

1 2 3 4 5 6 7 8 9 10
Rating Users

(a) Frequency per rating. (b) Distribution of users per threshold.

Figure 5.2: Dataset information on user-movie ratings.

The metadata for all the 46,903 rated movies was obtained through the publicly avail-
able OMDDb API® which, in turn, crawls IMDDb for data on movies. While the OMDb API
collects a variety of information about the target movies, only the relevant information
was stored, namely the list of directors, actors and genres. Lastly, IMDb reviews were
crawled in order to compute the reputation [PSM14a] of the new movies’ directors and
actors. The extraction process focused on the reviews for the movies where the targeted
directors and actors have participated, i.e. these reviews have a high chance of referring
them. However, only reviews for movies released between 2008 and 2012 are stored, as
it is argued that the reputation of entities can change drastically over time. A total of
124,236 reviews were collected, corresponding to the 225 actors and 169 directors who
have participated in the 60 new movies. Figure 5.3 summarizes the resulting dataset
while relating the obtained data to the scenario entities.

5.2 Methodology

The experiments were performed by leveraging on the collected dataset, described in 5.1.
More specifically, the dataset was split in two sets: the test set, comprising the user-movie
ratings given to the 60 new movies; the training set, comprising all the other information,
namely the old ratings, the metadata, the tweets and the reviews. The goal was to use

the training set, containing the users past ratings and the Social-Media information, to

3www.omdbapi.c:om
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Dataset Entities
Ratings given by R Users
1,064,766 ) 2,909
Metadata about Old Movies
(46,903) (46,843)
%
Tweets regarding New Movies
(52,236) (60)
Reviews o Directors & Actors
referring
—= > (225 +169)
(124,236)
given to

Figure 5.3: Summary of dataset.

compute user-movie rating predictions for the 60 new movies. In turn, the test set was
used to evaluate the applied method, by comparing the predicted and the real ratings
given to those movies. The described process is illustrated in Figure 5.4.

Metadata

Tweets

Reviews

o e Method New Ratings
New Ratings

| evaluation/comparison

Figure 5.4: The evaluation methodology.

To assess the different aspects of the implemented method, rating predictions were
computed and evaluated for three different variants of Equation 4.20:

e MRep (Movie Reputation): This first variant assessed the contribution of the movie
popularity pop(m;), which is inferred from tweets regarding the new movie m;, to
improve rating predictions. In this variant, the predicted rating #;; for an user v;

and a new movie m; is formally obtained by the equation

Fij = oy - (pop(my) + bias;) + (1 — o) - pry;, ®-1)
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which is equivalent to Equation 4.20, except for considering the pr;; variable instead

Of Prijjreps(m,): the reputation of directors and actors is not accounted.

e ERep (Entities Reputation): This second variant assesses the contribution of the
reputation of directors and actors, d; jlreps(my) AN Gjjlreps(m,) Tespectively, which are
calculated from written reviews. In ERep, the final predicted rating is pr;ji cps(m, )/

as defined by Equation 4.21. Antithetically to MRep, this variant does not consider
the popularity of the movie.

e FRep (Full Reputation): The third method uses the full spectrum of Social-Media
information, where both the popularity of the movie and the reputation of its en-

tities are considered, i.e., the rating prediction is obtained by the original Equation
4.20.

The different variants of the method are compared to three baseline methods, where
ratings are predicted by leveraging only on movies metadata and past ratings:

e k-NN (k-Nearest Neighbour): The first baseline is the k-NN algorithm which is
widely successful for hybrid recommendations [MMNO02; ALPKOO09]. In k-NN,
a movie-feature matrix was built for each user separately, containing his rated
movies: each movie is a binary vector representing the participating directors, ac-
tors and the respective genres. Additionally, each movie is labelled by its user-
movie rating. The Manhattan distance was used to find the k most similar rated
movies to the new movies, with k being equal to § of the number of movies the
user has rated. A predicted rating for a new movie is obtained by the most occur-

ring label on the k most similar rated movies.

e FM1 (Formal Model 1): The second baseline is the formal model of the imple-
mented method, where ratings are predicted without Social-Media feedback, i.e.
with Equation 4.15. In FM1, 6,4, 6, and 6, are all equal to 1: the directors score,
actors score and genres score all contribute equally to the predicted rating pr;;.

e FM2 (Formal Model 2): Similarly to FM1, the final baseline also obtains rating
predictions with Equation 4.15, but with 6; = 0.35, 6, = 0.20 and 6, = 0.45. These
values were estimated to hold the best results in 5.3.2.

Figure 5.5 summarizes the different evaluated methods and baselines, by illustrating
the input and output data of each method.

To quantify the obtained results, two widely popular metrics are used: the Mean
Average Error (MAE) and the F-Measure (F-M). The MAE is calculated from the absolute
error between the predicted user-movie ratings and the real ratings. Let R be the set

containing the n real user-movie ratings for the new movies. The MAE of a method is
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Tweets

Old Ratings . Old Ratings .
K-NN\FM1\FM2 Predicted MRep Predicted
Metadata New Ratings Metadata New Ratings

(a) Baselines. (b) MRep.
Tweets
Reviews
Reviews
Old Ratings Predicted Old Ratings Predicted
ERep . FRep .
Metadata New Ratings Metadata New Ratings
(c) ERep. (d) FRep.

Figure 5.5: The evaluated methods.

formally obtained by the expression
1 .
MAFE = g . Z abs(rij — T,;j), (52)
Tij €R
where 7;; is the real rating from user u; to the movie m; and 7;; is the respective pre-
dicted rating. The F-Measure, in turn, is calculated to assess how well the rating predic-
tions translate into recommendations. Let rec be the total number of recommended new
movies, where the predicted rating 7;; is greater than the respective user threshold T;, i.e.
7i; > T;. Furthermore, let rel be the total number of relevant new movies, where the real
rating r;; is greater than the respective user threshold 7}, i.e. r;; > T;. The Precision and
Recall measures are formally obtained by the equations
recNrel recNrel

precision = ——— recall =
rec rel

(5.3)
The Precision measure qualifies the ability of the method in distinguishing relevant and
irrelevant movies. Differently, the Recall measure qualifies the ability of the method in
identifying relevant movies, i.e. false positives are not considered. The F-Measure is ob-
tained by calculating the harmonic mean of the Precision and Recall measures, formally
defined by the equation

precision - recall

Fy=2- (5.4)

precision + recall

Before evaluating the main method, Twitter is assessed as a source of reliable movie
feedback by calculating the MAE between the predicted popularity pop(m;) and the re-
spective average IMDD rating for all the new movies. Secondly, the best values for 6,

0., 04 and o are estimated, so the methods can be tested to their full potential. Finally,
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all the variants of the main approach are tested against the baselines, by comparing the
obtained MAE and F-M results.

5.3 Results and Discussion

5.3.1 Twitter for Estimating Movie Popularity

In Equation 4.18, Twitter is used as a source of movie feedback to predict the popularity
for new movies. The predicted popularity ratings are compared with the average IMDb
ratings of the target movies, captured several months after the movies’ release dates (at
the start of July 2014). Figure 5.6 plots the predicted ratings and the IMDb average rat-
ings. From it, the overall deviation of the predicted ratings can be observed in order to

draw relevant conclusions.
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Figure 5.6: Twitter-based Movie Ratings vs IMDb Movie Ratings.

The overall obtained MAE is 0.59, which is in the same error range found in literature
[OBTR12], where the best obtained MAE using Twitter is 0.51. The prediction errors
varied from 0.026 (Blue is the Warmest Colour) to 2.29 (Her). By analysing the overall
error deviations, it can be observed that movies with lower IMDb ratings are more likely
to have a higher prediction error: for instance, while Blue is the Warmest Colour has an
average IMDDb rating of 8.0, examples of high error such as The Invisible Woman (MAE
= 2.01) and Computer Chess (MAE = 1.73) have an average IMDb rating of 6.3. These
results suggest that Twitter users are more likely to share positive tweets about movies
than negative tweets, making Equation 4.18 more precise for highly rated movies. The
movie Her holds the only observable exception to this conclusion: while it is an highly
rated movie (IMDb Rating = 8.2), it has obtained the largest prediction error. A possible
reason for this might be its ordinary movie title, which makes it more likely to capture

unrelated tweets.
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5.3.2 Estimation of the 6,, 6, and 6, Parameters

The parameters 6,4, 6, and 6, control the contribution of directors, actors and genres for
rating predictions, respectively (Equations 4.15 and 4.21). These values express the idea
that each of these movie components have a different influence on the user-movie ratings
and should be considered when predicting new ratings. In order to estimate the best
values for 6,4, 0, and 0, rating predictions are computed with Equation 4.15 for different
combinations of values. Figure 5.7 plots the MAE and F-Measure curves by focusing on
each parameter separately, where the value of the remaining parameters is the same. For
example, for the §; = 0.70 point, 6, = 6, = 0.15. These curves let us have an overall idea

of the influence of each parameter on the results.
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Figure 5.7: Estimation of 6,4, 6, and 6, as a function of MAE and F-Measure.

The parameter 6, presents the best results: when 6, < 0.30 the method obtains both
the worst MAE and F-Measure results, while the best results are obtained when 0, is
higher than both 6 and 6,. These results show that the genre of the movie has more
influence on the predicted ratings, when compared to the directors and actors. However,
when 6, is considered too much, the results start to deteriorate, meaning that the other
parameters are also relevant. Interestingly, 6, seems to have the least influence on the
user-movie ratings: while the actors are probably the main reason why people watch
certain movies, the directors and the genres seem to have a higher influence in the overall
quality of the movie. To estimate the exact best values for each parameter, 10-fold cross
validation was used to predict rating for various the combinations of values where 0.05 <
04, 04,04 < 0.95. The best estimated values were 63 = 0.35, §, = 0.20 and 6, = 0.45, where
the MAE was 1.2962 and the F-Measure was 79.6%.

5.3.3 Estimation of the «; Parameter

The parameter o, controls the influence of the movie popularity rating in its user-movie
rating predictions, expressed by Equation 4.20. In order to find the best value for o,
rating predictions are computed for various a; values on a validation dataset, containing
300 randomly selected users from the main dataset (Section 5.1). Figure 5.8 plots the MAE
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and F-Measure curves for a range of «; value on MRep and FRep.

1,45 90
—— MRep
% 1,40 FRep
o
& w 85
w 1,35 3
2 2
& ]
= 1,30 s
<Z( w80
—— MRe
S 125 P
FRep
1,20 75
0,0 0,2 0,4 0,6 0,8 1,0 0,0 0,2 0,4 0,6 0,8 1,0
at parameter value at parameter value
(a) Mean Average Error. (b) F-Measure.

Figure 5.8: Estimation of a; as a function of MAE and F-Measure.

Both MRep and FRep present the best results for o; values below or equal to 0.40 —
after this point, both the MAE and F-Measure start to deteriorate. For MRep, both the
best MAE and F-Measure values are obtained at oy = 0.35 (MAE = 1.2266 and F-Measure
=87.2%). For FRep, the best F-Measure is also obtained at a; = 0.35 (87.7%), while the best
MAE is obtained at oy = 0.20. These results suggest that the popularity of a movie has sig-
nificant importance when predicting user-movie ratings for cold-start movies. However,
if the popularity of the movie is considered too much against users personal preferences
(i.e., oy is too high), the predicted user-movie rating loses the personalization compo-
nent, leading to less accurate predictions. For subsequent experiments, o = 0.35 as it is
estimated to be the best performing value.

5.3.4 Influence of User Bias

User bias is considered in Equations 4.20, 4.23 and 4.24 to adjust the general opinions
about movies, directors and actors to each user standards. Figure 5.9 shows the density
of users per bias value. From it, the overall divergence of users bias from the general
opinion can be estimated and discussed.
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Figure 5.9: Distribution of user bias.
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The bias values of the dataset users vary from -7.0 to 4.7, with a mean absolute bias of
0.98. This means that, in average, the opinion of a user is estimated to differ 0.98 rating
values from the general opinion. Furthermore, 39.2% of the users have an absolute bias
of 1.0 rating or more, enforcing the need of adjusting the public opinion to each user. To
assess the influence of user bias, user-movie ratings are computed with the three main
methods (MRep, ERep and FRep), both considering and not considering user bias (bias;
=0). Figure 5.10 presents the obtained MAE and F-Measure results for each method, both

including and excluding user bias.
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Figure 5.10: The influence of user bias.

As can be observed, the inclusion of user bias improves the results in all three ap-
proaches: the MAE decreases in all methods and the F-Measure increases. In terms of
rating prediction, MRep presents the best results (MAE = 1.226) and ERep presents the
worst results (MAE = 1.254), while FRep presents neither the best nor the worst result
(MAE = 1.245). These values suggest that the popularity of the movie itself is more use-
ful for predicting the user-movie rating, when compared to the reputation of its directors
and actors. When computing recommendations, assessed by F-Measure, FRep presents
the best results (87.7%), when compared to MRep (87.2%) and ERep (85.9%). Unlike
when predicting the user-movie rating, considering both the popularity of movies and
the reputation of directors and actors is the best approach for distinguishing relevant
movies from irrelevant movies. For subsequent experiments, user bias is considered as it

improved the results for all methods.

5.3.5 Methods Comparison

In a recommendation scenario, different users have rated different numbers of movies,
e.g. in our dataset, the user with the sparsest list of watched movies has rated 9 old
movies, while the user with the largest list has rated 4752. Figure 5.11 plots the MAE and
F-Measure results for all considered methods, applied to users with different numbers of
rated old movies. From the obtained results it is possible to compare how each method
handles different levels of user sparsity.

From all the methods, K-NN presents the worst results: it has the worst MAE for all
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Figure 5.11: Comparative results for different numbers of watched movies.

levels of users; in recommendation, it only matches other methods for users with more
than 40 rated movies. From the other baseline methods, FM2 presents better results than
FM1 in both MAE and F-Measure for all values, suggesting that directors, actors and
genres should weight differently when predicting user-movie ratings (i.e., 4, 6, and 6,
should not be equal). The three main methods perform better than all baselines, both
in rating prediction and recommendation. ERep performs better than MRep when rec-
ommending to users with less than 70 rated movies, while MRep performs better than
ERep for users with a high number of rated movies. This shows that the popularity of
a movie is only better for recommendation, in comparison to the reputation of direc-
tors and actors, when accompanied with well-defined user preferences. FRep presents
the best recommendation results overall: it performs very closely to ERep when recom-
mending to users with less or equal to 70 rated movies and very closely to MRep when
recommending for users with a lot of rated movies. Table 5.1 summarizes the overall

results on all measures for all the methods, for the complete dataset.

Method MAE Prec. (%) Rec. (%) F-M (%)
k-NN 1.3933 70.1 86.5 78.3
FM1 1.3058 70.3 85.2 77.8
FM2 1.2962 71.4 87.7 79.6
MRep 1.2266 76.0 98.5 87.2
ERep 1.2536 75.6 96.1 85.9
FRep 1.2450 76.0 99.4 87.7

Table 5.1: Overall comparative results.

Overall, all the methods that consider Social-Media information outperform the base-
lines. In terms of rating prediction, MRep presents the best MAE results. FRep, for in-
stance, presents the best results in all recommendation measures, with a total F-Measure
of 87.7%. This value surpasses the best baseline results, obtained with FM2, by 8.1%. The
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major improvement in Recall values for the Social-Media methods (i.e., MRep, ERep and
FRep) relatively to the baselines shows that the reputation of movies, directors and actors
helps especially in identifying great movies, which are more usually relevant for users.

5.3.6 Cases of Extreme User Cold-Start

When users have not rated many movies, their preferences cannot be well modelled:
these users suffer from the cold-start problem. This happens mostly, but not exclusively,
for users who are new to the system. A scenario where all 2,909 users of the dataset suffer
from the cold-start problem was simulated by not considering their old ratings. Experi-
ments with MRep, ERep and FRep were conducted, in order to assess the performance of
these methods when faced with simultaneous movie and user cold-start. Random recom-
mendations are computed for comparison, as these are commonly used in literature as a
baseline to evaluate methods tackling this scenario [LVLDO08; PC09]. Figure 5.12 plots the

results obtained in 20 independent runs with random recommendations.
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Figure 5.12: MAE and F-Measure results for random recommendations.

The random runs obtained an average MAE of 3.21 and an average F-Measure of
39.8%. At best, the approach achieved a MAE of 2.76, corresponding to an F-Measure
of 49.5%. Figure 5.13 compares the results obtained for MRep, ERep and FRep with the
results achieved with this baseline. Note that MRep, ERep and FRep cannot consider
users bias in this scenario, since there are no previously given ratings from any user.

All the main methods outperformed the baseline: the main method with the weakest
results (ERep, MAE = 1.77 and F-Measure = 63.5%) improved on the best run of the
baseline approach by a MAE difference of 0.99 and an F-Measure difference of 14%. The
best results were obtained by MRep, where MAE = 1.62 and F-Measure = 74.7%. These
results show that the popularity of a movie is a good baseline predictor of its quality
and is useful for recommending movies when the user preferences are not known. While
the reputations of the movie directors and actors present much weaker results, these also
prove to be an average predictor of a movie quality, as a 63.5% recommendation accuracy

is very good for a scenario where there is no information on users.
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5.4. Summary
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Figure 5.13: Comparative results for user cold-start.

54 Summary

This chapter discussed the experimental results and evaluation of the implemented rec-

ommendation method, presented in Chapter 4. Publicly available datasets [DDPM13] are

not adequate for testing the implemented method. Hence, a dataset was built by crawl-
ing IMDb and Twitter: the obtained dataset comprised of 1,064,766 ratings, 52,236 tweets,

124,236 reviews and metadata for 46,903 movies, where 60 were new movies. Rating pre-

dictions for the new movies were computed by using the old ratings, tweets, reviews and

metadata as the training set, while the real user-movie ratings for the new movies were

used as the test set. By comparing various variants of the implemented method to three

baseline predictors, the following important conclusions were drawn:

e The best estimated «; parameter for Equation 4.20 was 0.35, suggesting that the

popularity pop(m;) of a movie m; is important to predict its user-movie ratings,

but should not be considered too much against user preferences;

e The method outperformed the best baseline by an F-Measure of 8.1%, obtaining
a total of 87.7%. The method obtained the best results when considering the full
spectrum of Social-Media feedback, i.e. both the popularity of the movie and the

reputation of its entities;

e The method outperformed random recommendations, a common baseline in liter-

ature [LVLDO08; PC09], for cases of extreme movie and user cold-start, where there

are no past ratings. The best approach leveraged only on the popularity of movies

and outperformed the best run of random recommendations by 14% of F-Measure,
obtaining a total of 74.7%.
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Conclusions

This final chapter wraps up the dissertation by presenting its final conclusions. First, a
summary of the main contributions and results of the work is presented. The challenges
and limitations associated to the implemented framework are then briefly discussed. By
the end of the chapter and dissertation, future and complementary work is proposed as

a course for maturing the tackled theme and developed work.

6.1 Summary of Contributions

This thesis addressed the problem of recommending new movies, affected by the Cold-
Start problem, by monitoring feedback shared on Social-Media platforms. More specifi-
cally, it focused on exploring the popularity of new movies, together with the reputation
of the corresponding directors and actors, to obtain qualitative measures regarding the
quality of candidate new movies. The developed work culminated into a recommenda-
tion framework with the following characteristics:

e Starts with a set of candidate new movies and corresponding metadata, where none
of the movies has any associated ratings;

¢ Given a set of tweets, tweets referring the new movies are identified, classified with

a k-NN sentiment classifier and indexed by movie title, allowing fast look-ups;

e Given a set of IMDDb reviews, the reputations of the directors and actors of the new
movies are calculated with an external framework [PSM14a] and indexed according

to the corresponding movie titles, allowing fast look-ups;
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e Given a set of user-movie ratings, crawls the metadata of the rated movies and

correlates it with the respective ratings to discover user preferences and standards;

e Given the name of a user, explores its preferences together with indexed tweets
and reputations to recommend new movies, by predicting the corresponding user-

movie ratings.

Experiments were performed to assess the various components of the implemented
framework, by leveraging on a crawled dataset containing 52,236 tweets, 124,236 IMDb
reviews and 1,064,766 IMDb ratings given by 2,909 users to 60 new movies and 46,843
old movies. For the Social-Media Monitoring module it was assessed: (1) the accuracy
of the reputation framework [PSM14a] for various popular directors and actors and (2)
the accuracy of the tweets classifier in labelling the sentiment on tweets regarding new
movies. The reputation framework [PSM14a] presented great results and outperformed
the strongest baseline by an average accuracy of 11.8%. The tweets classifier presented
good results as well by obtaining an average accuracy of 79.3%.

In turn, for the Cold-Start Recommendation module it was determined: (1) the ob-
tained error when estimating the popularity of new movies, (2) the influence of includ-
ing user bias for modelling social-media signals to the user standards, (3) the obtained
improvement by considering the reputation of directors and actors when modelling user
preferences, (4) the obtained improvement when considering the popularity of movies for
predicting user-movie ratings and (5) the obtained results when tackling extreme cases
of both movie-side and user-side Cold-Start. The method for estimating the popularity
of new movies presented very similar results to the best found in literature [OBTR12].
When recommending, the inclusion of user bias for modelling social-media signals im-
proved recommendation F-Measure by an average of 1.6%. Furthermore, modelling the
user preferences with the reputation of directors and actors improved over the best base-
line by and F-Measure of 6.3%, while modelling the predicted ratings with the popularity
of the target movie improved by an F-Measure of 7.6%. By combining both social-media
signals, the method outperformed the best baseline by an F-Measure of 8.1%. On ex-
treme cases of both user and movie Cold-Start, the best results outperformed random
recommendations by an average F-Measure of 34.9%.

This work also contributed for two scientific papers [PSM14b; PSM14a], published at
the 2014 editions of SIGIR and International Conference on Web Intelligence, which are re-
lated to the framework used to compute the reputation of directors and actors. The main
contribution comprised the classification of a Ground-Truth dataset, via Crowdsourcing,

for evaluating the method and the evaluation of the domain-specific lexicon.

6.2 Challenges and Limitations

Recommendation frameworks are usually oriented into environments that involve user

consumption and classification of consumed products. Hence, both the developed work
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and resulting framework have potential usefulness for real multimedia mining platforms,
such as Amazon and IMDb, where personalized product recommendations are performed.
The implemented framework, however, holds several challenges and limitations that
would need to be tackled, in order to be truly useful on a realistic scenario. Further-
more, the main challenges and limitations associated with the implemented frameworks

are the following:

e The framework starts with a static set of new movies. On a realistic scenario, new
movies are released every week and the framework lacks that real-time adaptive-

ness, as it would ideally update the set of candidate movies periodically;

o A set of static, previously crawled tweets are exploited to infer the reputation of
new movies while, ideally, tweets would be crawled and classified in real-time or
periodically;

e A set of statics, previously crawled IMDb reviews are used to calculate the rep-
utation of directors and actors while, ideally, both the crawled reviews and the

reputations would be updated periodically;

e The time complexity of processing all the various aspects of the framework is not
taken in account and therefore optimized for real-life usage, where recommenda-
tions need to be computed swiftly. Ideally, the various processing tasks would be

scheduled and optimized for fast recommendations.

6.3 Future Work

While the goal of this dissertation is thoroughly fulfilled, this theme and work, as a
whole, still has room for major exploration and improvement. Therefore, future work
is proposed as the next step not only to tackle the limitations of the current framework,
but also to enrich it by exploring other information and techniques:

e Real-Time, Automatic Candidate New Movies Selection: The first limitation of
the implemented framework is that is considers a static set of manually selected
candidate new movies. This limitation can be tackled by updating the list of candi-
date new movies weekly, as new movies are released every week and those are the
most potential victims of the new item cold-start problem. A possible approach is to

crawl the IMDb section regarding the upcoming movie releases.

e Real-Time, Automatic Social-Media Mining: The implemented framework com-
putes the popularity of new movies and the reputation of directors and actors from
static tweets and reviews. The logical next step regarding this is to compute this
information in real-time, by updating both the set of tweets and the set of reviews

periodically. A possible approach is to capture real-time tweets via the Twitter API,
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capture reviews on a weekly basis and update the popularities and reputations

weekly with the updated sets.

e Temporal Fluctuations for Preferences and Reputations: The implemented frame-
work does not consider time as a variable. However, in real life, various variables
change over time, such as the preferences of a user or the reputation of directors
and actors. Hence, the framework can be improved by introducing this concept.
For example, user preferences can be estimated by considering newer ratings more
relevant when building the user profile, while the reputation of directors and ac-
tors can, similarly, consider sentiment expressed on newer reviews to weight more

when calculating reputations.

e Social-Media for Describing New Movies: Social-Media users do not always re-
fer to new movies in a positive or negative fashion. Sometimes, users share posts
where characteristics of new movies are described instead, like the setting of the
movie or if it has lots of chase scenes. This information can be useful for better de-
scribing new movies. A possible approach to explore this information is to extend
the user profile to store characteristics identified on the rated movies and compare
these with the characteristics of new movies to better model the similarity rating of

users and new movies.

e Multi-Source Social-Media Trends and Reputations: There are various social-
media platforms besides Twitter and IMDb, and all those collect great amounts of
feedback on new movies, director and actors. Exploring various sources not only
tackles possible data sparsity but also enables the framework to capture more va-
riety of data and in a much faster manner. Facebook is an example of a possible
source of feedback on new movies, as it is a very popular Social Network where
users usually share small posts in a similar fashion to Twitter. Youtube!, in turn,
is a different social-media approach, where users post videos and other users can
comment or rate with a like/dislike. A possible approach is, for example, to capture
feedback targeting directors and actors from comments on videos regarding those

entities or regarding movies where they have participated.

'www.youtube.com
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