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Abstract

The computational power is increasing day by day. Despite that, there are some tasks
that are still difficult or even impossible for a computer to perform. For example, while
identifying a facial expression is easy for a human, for a computer it is an area in de-
velopment. To tackle this and similar issues, crowdsourcing has grown as a way to use
human computation in a large scale.

Crowdsourcing is a novel approach to collect labels in a fast and cheap manner, by
sourcing the labels from the crowds. However, these labels lack reliability since annota-
tors are not guaranteed to have any expertise in the field. This fact has led to a new
research area where we must create or adapt annotation models to handle these weakly-
labeled data. Current techniques explore the annotators’ expertise and the task difficulty
as variables that influences labels’ correction. Other specific aspects are also considered
by noisy-labels analysis techniques.

The main contribution of this thesis is the process to collect reliable crowdsourcing
labels for a facial expressions dataset. This process consists in two steps: first, we design
our crowdsourcing tasks to collect annotators labels; next, we infer the true label from the
collected labels by applying state-of-art crowdsourcing algorithms. At the same time, a
facial expression dataset is created, containing 40.000 images and respective labels. At
the end, we publish the resulting dataset.

Keywords: Crowdsourcing, facial expressions, machine learning.

ix



x



Resumo

O poder computacional tem crescido de dia para dia. Apesar disso, continuam a exis-
tir tarefas que são bastante difíceis ou mesmo impossíveis para um computador realizar.
Uma destas tarefas é identificar uma expressão facial. Esta tarefa é facil para um humano,
mas para um computador é uma área em desenvolvimento. Para atacar problemas deste
tipo, crowdsourcing cresceu como uma forma de usar human computation em larga escala.

Crowdsourcing é uma nova abordagem para recolher anotações de uma maneira fácil
e económica. No entanto, estas anotações carecem de credibilidade. Isto possibilita uma
nova área de pesquisa onde teremos de criar ou adaptar modelos de anotação para supor-
tarem estas anotações fracas. As técnicas actuais, exploram a especialização de cada um
dos anotadores e a dificuldade de cada tarefa como variáveis que controlam a correcção
de uma anotação. Outros aspectos específicos são também considerados pelas técnicas
de análise de anotações com ruído.

A principal contribuição desta tese é o processo de recolher anotações fiáveis através
de crowdsourcing para um conjunto de dados de expressões faciais. Este processo é com-
posto por duas fases: Primeiro é necessário recolher as anotações por crowdsourcing, que
passa por definir quais os parâmetros da nossa tarefa. Após recolhidas várias anotações
por imagem, é necessário inferir a verdadeira anotação entre estas. Para isso serão es-
tudados os modelos de crowdsourcing mais conhecidos. Ao longo deste processo será
criado um conjunto de dados com mais de 40.000 expressões faciais.

Palavras-chave: Crowdsourcing, expressões faciais, aprendizagem de máquina.
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1
Introduction

The scientific interest in computer vision methods has increased over the past years.
However, the intrinsic human capabilities at performing semantic analysis are far more
advanced than computers. For this reason, researchers have developed ways to inte-
grate humans as a source of computation. This gave way for crowdsourcing to emerge.
Crowdsourcing provides a fast and reliable way to request workers. One such task could
be identifying the facial expression present in a given image. While this is a trivial mat-
ter for a human, the same is not true for computers. Crowdsourcing was the answer to
replace computers in this kind of tasks. It can be used within the research community to
build entire or partial datasets. However, to take full advantage of crowdsourcing is not
a trivial task, since it involves working with anonymous people from around the world.
This means there is no access to a given person’s work environment nor any assessment
concerning their competence. Thus, several methods have been proposed in recent years
to improve the quality of crowdsourcing data.

The main focus of this thesis is to figure the best approach to build a facial expression
dataset entirely through crowdsourcing. First, we will study the best way to collect the
crowdsourcing data. Second, we will study the crowdsourcing methods to maximize the
data quality. Finally, we will test how such data can be used to train a classifier as an
alternative to the ground truth given by experts.

1.1 Human-based Computation

Despite the remarkable advancements in computing capabilities and efficiency, comput-
ers are still outperformed by humans at certain tasks. The power of perception and in-
terpretation are functions that us, humans, perform naturally with less or non effort in

1



1. INTRODUCTION 1.1. Human-based Computation

our day-to-day lives. While computers are capable of executing millions of instructions
per millisecond, they cannot yet perform certain tasks at the same level as a human, e.g.
interpreting an image’s content, since computer do not have this innate ability. Human
based computation, the act of taking advantage of these intrinsic human abilities as a
computation source, is a science dedicated to addressing this issue y A human-based
computation (HBC) algorithm divides a given problem in small parts – micro tasks – and
then assigns it to someone – the worker – who’s responsible for solving it. The answer
from each worker is then used. The use of HBC has become commonplace in research
environments where researchers appeal to volunteers or hire people to work as a source
of computation. Despite the success of HBC in research environment, the ease of some
tasks associated with the emergence of internet in our homes made possible to expand
the concept of HBC to a larger scale. This was the origin of crowdsourcing.

Crowdsourcing is the process of collecting data from a network of people where an
unknown person around the world can volunteer or be hired in place of a traditional
worker: a natural expansion of HBC. Since some problems rely more on human in-
terpretation, this means that most people are skilled enough to become workers and
this outlines the utility of crowdsourcing. The advantages of crowdsourcing go beyond
worker’s skill. Another advantage is that it is less expensive to hire a worker than an
expert worker: a qualified person to perform a certain task. This is crucial when work-
ing with problems involving high amounts of data, which will ideally requires contract-
ing several expert workers that will become quickly unaffordable. Another aspect is the
time required to process the data: by hiring a virtually unlimited number of workers,
researchers can reduce the waiting time of a job.

Crowdsourcing give us enormous advantages. However, there are some aspects that
must be considered when using crowdsourcing: given that a worker is anonymous, there
are no guarantees that she is qualified to perform a specific task. However, there are some
aspects that must be considered when using crowdsourcing: first, it is strongly depen-
dent of the nature of the task; second, given that a worker is anonymous, there are no
guarantees that she is qualified to perform a specific task and, even when the task is per-
formed by a qualified worker there are no guarantees that it will be execute correctly once
some aspects, such as distraction, fatigue or boredom, are not being accounted. Some of
these effects cannot be controlled, and Chapter 3 will present a study on how to best
attenuate this issue. One simple solution is to hire more than one worker for the same
task. However, we must handle the case where not all workers answer the same. A naive
approach to infer the true answer of a task is to choose by a majority voting approach
where the answer with more votes is set as the true answer. However, we will study an-
other approaches that outperform the majority voting. These approaches consider other
factors such as task difficulty and worker expertise, which allows to predict with more
precision the true label.

2



1. INTRODUCTION 1.2. Motivation

1.2 Motivation

The emergence of crowdsourcing opens the doors to develop many research fields. One
of these fields is machine learning. It allows to build larger and richer datasets that were
impossible until now and to have more and diverse training sets to improve computer
vision algorithms. In facial expression recognition problems, we usually resort to actors
or psychologists to perform a given facial expression. These expressions are not entirely
genuine, since the emotions behind them are being forced. Moreover, they are taken in
an environment where the pose, lighting and other aspects are controlled. Does it make
sense to teach computers with samples that do not reflect what happens in the outside
world? In order to create a more realistic dataset, a game has been developed [1] to
capture the players’ facial expressions while interacting with it. Although not entirely
genuine, they were captured in a realistic scenario in which players were aware their
facial expression were in full control of the gameplay. Throughout several game sessions,
a large set of unlabelled interaction images was collected. Ideally, we must hire a expert
to label this dataset. However, this process quickly becomes unaffordable for a large
number of images. We believe that crowdsourcing can help us collect this type of labels
in a faster, cheapest and reliable manner. Therefore, the main goal of this thesis is:

research the viability of crowdsourcing to create facial expressions
ground truth.

1.3 Affective-interaction Data

The process of collecting the affective interaction data consists in a two-player game
where the aim is to perform a number of facial expressions to match several emotions
displayed, within a certain time limit, in a series of rounds. Players play simultaneously
and each player’s facial expression is scored based on proximity to the emotion asked
for. The player who achieves the highest score wins that round, and the player with the
highest number of won rounds wins the game. This game is described in greater detail
in [1].

Figure 1.1 shows the game’s main interface. The colored bars represent the scores
(top: previous image score, bottom: best score of the round); the numbers in the center
represent the global scores; the half circle is the round timer; the image label in the mid-
dle is the emotion the players are being asked to mimic and the image attempts to help
evoking that emotion; the faces on both sides are the players and the label represents
the last expression recognized. Refer to [2] for details on the facial expressions analysis
algorithm.

3



1. INTRODUCTION 1.3. Affective-interaction Data

Figure 1.1: The game interface.

Figure 1.2: Example of Novaemotions dataset.

1.3.1 Data Acquisition Setting

A total of 42,911 facial expressions were captured during the game sessions. These ex-
pressions were captured in a novel and realistic setting: humans competing in a game
where their facial expressions have an impact on the outcome. Some examples are visi-
ble in Figure 1.2. These images offer a novel view of facial expression datasets: players
were competing using their own facial expressions as an interaction mechanism, instead
of performing a well predefined prototype expression.

This dataset is also unique in the following senses: users faces are not in fixed posi-
tions (about 50% of the face images are not front facing and they are at different heights).
Existing facial expressions datasets like CK+ [3] or the BU-4DFE [4] datasets were cap-
tured in controlled environments. Moreover, facial expressions of CK+ dataset were cap-
tured by people trained to perform a prototype expression. Some examples are displayed
in Figure 1.3.

Our approach was different: first, the volunteers were asked to perform an expression
in a social gaming environment with varying lighting, background and position; second,

4



1. INTRODUCTION 1.4. Organization

Figure 1.3: Example of CK dataset.

a pure affective-interaction setting where the computer is controlled by the players fa-
cial expression; and lastly, each captured image contains the information regarding the
expected expression and the one detected by the game algorithm.

1.4 Organization

This thesis is organized as:

• Chapter 3: Crowdsourcing Facial expressions Labels: A crowdsourcing process
must be used to label each image with a facial expression [5]. Given the large num-
ber of images collected, it was not possible to have them labelled by an expert.
Thus, for that purpose, a crowdsourcing service must be used. This subject will be
explored in Chapter 3.

• Chapter 4: Benchmarking Weak-labels Combination Strategies: Once the labels
from the different workers are obtained, the labels concerning the same image need
to be merged. Different strategies exist to achieve this goal. Therefore, several
popular techniques will be compared and analysed in Chapter 4.

• Chapter 5: Learning Classifiers with Weak-labels: The final purpose of this re-
search is to infer if labelling through crowdsourcing is a good and less expensive
alternative to the ground truth provided by experts. Chapter 5 details the training
of three classifiers with the label set obtained through crowdsourcing and compare
it against a ground truth of the same set.

1.5 Problem Formalization

In this thesis the following notation will be used: A set of N images indexed by I =

{1, ..., N} where each image i has one true label: the ground truth. This is denoted by
zi ∈ Z = {z1, ..., zN} that belong to a set of possible labels or classes C. A set of M
workers indexed by J = {1, ...,M} will label a subset of images Lj = {lij}i∈Ij , where
Ij ⊆ I is the set of all labels produced by the annotator j. Similarly, all labels of an image
i are denoted as Li = {lij}j∈Li , where Li ⊆ L. Also, the visual features of an image i is
given by xi.

An annotation model for weakly-labeled data or crowdsourcing method, produces a
set of estimated labels Y = {y0, ..., yN} where yi ∈ Y is the estimated label of image i.
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1. INTRODUCTION 1.5. Problem Formalization

The objective of this thesis is to figure the best approach to collect a set of reliable labels
L and estimate a set of labels Y to maximize the likelihood between these and Z .
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2
Background and Related Work

2.1 Human Computation

As previously mentioned, despite the advances in the computer processing, certain tasks,
such as understanding human languages, or semantically analysing an image, are still
better performed by humans. Therefore, researchers have been looking for ways to use
humans as a computation source: this is known as human computation [6]. Yuen et al.
[7] phased human computation systems as follows:

Alternative to machines In the beginning, human computation was used as an alterna-
tive for tasks that are difficult to perform by computers, such as reasoning tasks.
Moreover, the majority of these tasks are naturally performed by humans, for ex-
ample, distinguishing an image’s components.

Crowdsourcing A second generation of human computation was expanded to use mul-
tiple internet users to solve larger and/or harder problems. For instance, Wikipedia
is a distributed human computation system where users around the world con-
tribute with their knowledge to build an online encyclopedia.

Gamification The need to give more incentives to make users take part of a human com-
putation task allied to the large amount of online gamers. Games are seen as a good
way to entertain users while they are producing human computation data.
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2.2 Crowdsourcing Research Fields

The expansion of internet has opened the doors for crowdsourcing to emerge. The term
crowdsourcing was coined in 2006 by Jeff Howe [8]. In his website [9], Howe defines
crowdsourcing as follows:

"Crowdsourcing is the act of taking a job traditionally performed by a designated
agent (usually an employee) and outsourcing it to an undefined, generally large group
of people in the form of an open call."

Crowdsourcing can be seen as a distributed human computation model in a profes-
sional environment, where employees are unknown users around the world. Quinn and
Bederson distinguishes human computation from crowdsourcing: "Whereas human com-
putation replaces computers with humans, crowdsourcing replaces traditional human workers
with members of the public." [10]. There are many advantages in using crowdsourcing.
It has been shown [11] that crowdsourcing’s results are reliable and a good alternative
to experts’ results, such as natural language annotation, since only a small number of
crowdsourcing workers are needed to equal the performance of an expert annotator [12].
Therefore, producing crowdsourcing data is much cheaper than hiring experts. However,
crowdsourcing workers are not machines nor experts. Thus, incentives are needed to en-
sure their commitment to produce reliable results. The main incentive in crowdsourcing
is money: a worker receives a small payment for each completed task. However, money
is not the only incentive because workers can be motivated by the idea of contributing to
a “greater good" [13]. This "greater good" can be astronomy research [14], or contributing
to create synthetic RNA designs [15]. Another type of approach is designing the crowd-
sourcing application as a game. These games, where the final goal is to collect some
crowdsourcing data, are known in literature as Games With a Purpose (GWAPs) [16].
One of the most known GWAP is the ESP game [17], where the final goal is to collect an
image’s labels.

In the literature, crowdsourcing is usually confused with crowdsourcing sites. Crowd-
sourcing sites, such as Amazon’s Mechanical Turk (MTurk) [18] and Crowdflower [19],
are sites with the purpose of collecting crowdsourcing data. These sites have two groups
of people, namely the requesters and the workers, where requesters hire workers to per-
form a given set of tasks. However, there are other crowdsourcing approaches, such as
Wikipedia, where users share information between themselves without involvement of
payment.

Crowdsourcing research fields go beyond collecting crowdsourcing data. Yuen, King,
and Leung [20] categorized these in four types: application, algorithm, performance and
dataset. However, the expansion of crowdsourcing in later years reshaped some research
fields and created new ones. Figure 2.1 outlines a more up-to-date categorization of
crowdsourcing research fields. Therefore, we will present an overview of the most rele-
vant ones.

8
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Figure 2.1: A diagram of crowdsourcing research fields.

2.2.1 Interaction Strategies

Crowdsourcing is an approach to collect knowledge. However, there are many methods
to extract this human knowledge. We need to choose carefully the type of application
that we need to build. The most common method is to use a crowdsourcing site to sub-
mit a job (set of tasks). Then, the crowdsourcing workers undertake one or more tasks
and, after completing each task, they receive a reward. Other methods to collect human
knowledge include building a web-based game or a web-platform to share information.
In the second case, the reward is not monetary.

2.2.1.1 Crowdsourcing Sites

One of the uses of crowdsourcing is the possibility of collecting annotations. Crowd-
sourcing sites like Amazon mTurk and Crowdflower made this process automatic in
many ways. For instance, crowdsourcing sites give us a platform to create our tasks and
automatically spread these tasks to crowdworkers. The way of collecting crowdsourcing
data in these sites is similar to a questionnaire. The template for each task is a voting
system (single or multiple choice), a text box (single or multiple lines), or a rating sys-
tem. The voting system is the most used template in crowdsourcing sites, mainly to ease
the posterior analysis of data and to limit the answer domain per task. In this system,
a crowdsourcing worker must choose an answer from a set of possible choices. Despite
collecting annotations, there are other purposes for crowdsourcing sites, such as: extract-
ing opinions, collecting common-sense information, collecting relevance judgements, or
even sentiment analysis. However, there are other ways to collect annotations through
crowdsourcing. Julia Moehrmann [21] proposed an annotation tool to label large datasets
by using a self-organized map (SOM) to cluster image data. With this approach, the user
can label many similar images at once. Another approach tool is presented in [22] where
users have to select a person’s silhouette using four different protocols: two different
coarse object segmentation protocols, polygonal labeling, and 14-point human landmark
labelling.
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2.2.1.2 Information Sharing Systems

There are some cases where the user has a more complex role in the crowdsourcing task.
One of these cases are the information sharing systems, where information is shared be-
tween different users. Thus, there is no associated payment. An user can be seen as
a worker and a requester: he shares information voluntarily and uses the available in-
formation freely. Application such as Wikipedia and Yahoo!Answers are real examples
where crowdsourcing is used to share information between internet users. A novel ap-
proach in this area is the smartphone application StreetBump [23]. The concept behind
this app is to collect road conditions such as holes or bumps. This information is not only
useful for helping improving road conditions but also for other users who want to avoid
roads that are in bad conditions.

2.2.1.3 Gamification

Gamification is the process of collecting data from a group of users through a game [24,
25]. The main purpose of using a game as a crowdsourcing application is the inherent
enjoyment of games, which works as an extra incentive to users. Some data or knowl-
edge are hard to collect due to different reasons, such as the natural repetitiveness or the
long durations of some tasks, which causes the users to lose interest. Games are the ap-
plication type that keeps the users engaged and motivated. The benefits of gamification
have been explored in recent years by the community to collect data: unlike laboratory
tasks, games provide a fun and engaging environment for the user and, consequently,
the produced results are more reliable and genuine. The ESP game [17] is an example
of a human computation game. The game consists in providing images for two differ-
ent players to label. Once both players write the same label, not necessary at the same
time, that label becomes that image’s label. Other good examples of human computa-
tion games are ZoneTag [26] and reCAPTCHA [27]. The EteRNA [28] [15] is a browser
game, where the goal is to create sequences of ribonucleic acid (RNA), which is an es-
sential molecule for controlling several cellular processes. Thus, in this game there are
some rules to create these RNA sequences which mimic the chemical interactions that
exist in nature. Therefore, the ultimate aim of this game is to create a large-scale database
of synthetic three-dimensional RNA sequences.

2.2.1.4 Crowd Creativeness

Lastly, we have the tasks that need more than human knowledge. Tasks like drawing or
writing a book requires creativity which is perhaps the hardest human skill to simulate.
The sheep market [29] is an interesting experience to test the crowdsourcing user’s cre-
ativity. This experiment consisted in paying 0.02$ to a crowdsourcing worker to draw a
sheep facing left. This resulted in a database with 10.000 drawings, and some of these
drawings are presented in Figure 2.2.
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Figure 2.2: An example of drawing from The Sheep Market.

2.2.2 Performance

The performance aspect of crowdsourcing systems is very important, since it defines
how reliable the crowdsourcing output will be. We are used to associate performance to
a computer. In this case, we are interested in optimize human performance. Therefore,
the attributes that we must be aware of are different from computers’ attributes, such as
the worker eligibility. For example, in the context of this thesis, one must be aware that
facial expressions are not universal: different cultures have different ways of expressing
emotions [30]. Another important attribute is the price to pay for each task. Mason and
Watts [31] presented a study where they compared the relationship between financial
incentives and performance. They concluded that increasing the payments increased the
quantity of work performed by each user, but not its quality. The time to complete a
crowdsourcing task has also been researched. Bernstein et al. [32] showed that is possible
to recruit a worker in two seconds and complete all the crowdsourcing process in ten.

2.2.3 Human in the Loop

Sometimes crowdsourcing is a mean to an end, not an end in itself. In other words,
crowdsourcing can be part of some system and not be the system itself. Crowdsourcing
is widely used in computer algorithms as a way to perform or validate some computer
tasks. The systems that use crowdsourcing workers are usually called human-in-the-loop
systems. The CrowdDB system [33] aims at extending the SQL language by using crowd-
sourcing to solve some problems in the database, such as (1) unknown or incomplete
data and (2) subjective comparisons. When the system detects such faults, it automati-
cally generates an user interface in Mechanical Turk and the task to request a worker to
solve the problem. After the crowdsourcing process finishes, the collected information is
inserted in the database.

Crowdsourcing can also be useful to improve results in the field of image search.
Human skills are not just a good alternative to computers algorithms but they are also
a good way to validate them. One example of this concept is the image search system
CrowdSearch, where it combines automated image search, by taking a picture with a
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Figure 2.3: A subtree of ImageNet database.

smartphone, with real-time human validation where Then, image features are extracted
and uploaded to a back-end server where an automated image search engine is executed
to find a set of similar images (candidate images). The resulting set of images is given to
crowdsourcing workers to validate them: workers specify if the candidate images contain
the same object as the picture or not.

2.2.4 Dataset

As shown in the previous section, a lot of research has been made to improve crowdsourc-
ing algorithms, we need datasets to validate these algorithms. In fact, several crowd-
sourcing datasets have been published, which also enable the improvement of the state-
of-the-art algorithms. Dataset ground-truth can be divided in three categories: (1) binary;
(2) multiple-level; (3) ranked. These categories are determined by the type of the judge-
ments collected (see Section 2.2.5).

There are many crowdsourcing datasets available for research. One of the most pop-
ular is the dataset collected with the ESP Game [17] which consists of 100,000 images
with the respective labels. This proved the advantages of using crowdsourcing as a way
to create a large dataset at a low cost. Other good example is the Galaxy Zoo [14], and
their later extended version - the Galaxy Zoo 2 [34], which is a web-based project where
everyone can participate by helping to catalogue a large number of galaxies. This project
resulted in a dataset [35] [36] with nearly one million galaxies annotated by 100,000 par-
ticipants, corresponding to a total total of 40 million judgements, which represents an
enourms advance in the astronomical field. On the other hand, crowdsourcing can be
also used to validate computer results. This idea was used by Deng et al. [37] to create
the ImageNet database. In fact, they build an image database based on the WordNets
hierarchical dataset [38] structure. This process consisted on collecting 500-1000 candi-
date images from search engines for each node of WordNets, which are called synsets
Deng et al. All synsets are hierarchical connected through a hyponymy relation (i.e. the
node "dog" is a child of the "canine"). In Figure 2.3. we also represent one example of a
subtree of this database. Nowadays, this database includes 21,841 synsets with an over-
all of 14,197,122 images (an average of 650 images per synset). Finally, to validate the
images, the authors resorted to a crowdsourcing task in the Amazon Mturk, where they
presented to each worker a candidate image and its respective synset. Thus, workers had
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to specify if the presented image contained one possible object of the presented synset.

2.2.5 Types of Judgements

Depending on the information domain, different definitions of relevance are more ade-
quate than others. Three types of relevance judgments are easily identified in the litera-
ture:

• Binary relevance: under this model a document is either relevant or not. It makes
the simple assumption that all relevant items contain the same amount of informa-
tion value.

• Multi-level relevance: one knows that documents contain information with dif-
ferent importance for the same query, thus, a discrete model of relevance (e.g., rel-
evant, highly-relevant, not-relevant) enables systems to rank documents by their
relative importance.

• Ranked relevance: when documents are ordered according to a particular notion
of similarity.

The binary relevance model is the most common practice in HCI and AI systems.
These systems are tuned with a set of judgements that reflect the majority of experts’
judgements. The multi-level relevance provides the annotator with more expressive
power than with binary relevance - e.g. workers feel more comfortable with three or
four levels of relevance-intensity instead of only true/false. The relevance judgements of
the ranked relevance model are actually a rank of documents that exemplify the human
perception of a particular type of similarity, e.g., texture, colour. In practice, for the task
at hand, only the binary or the multi-level judgements are viable.

2.2.5.1 Assessors Agreement

The judgements quality of crowdsourcing jobs has been the matter of much research, [11].
Traditionally, expert annotations are obtained through processes that eliminate problems
of inconsistency and bias. Volkmer, Thom, and Tahaghoghi [39] followed the following
rules to improve judgements’ quality: (1) assessors annotated a sub-set of the documents
with a sub-set of the labels (this avoids the bias caused by having the same person anno-
tating all data with the same concept); (2) all documents must receive a relevance judge-
ment from all annotators (this eliminates the problem of incomplete relevance judge-
ments but increases inconsistency); (3) documents and labels were assigned to annota-
tors so that some documents received more than one relevance judgement for the same
label, thereby eliminating the inconsistency problem if a voting scheme is used to decide
between relevant and non-relevant. This annotation study was a quite formal and expen-
sive process. Nowak and Rüger [11] compared the judgements quality of expert to that
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of individual workers. They confirmed through several statistical measures that the ag-
gregated results of the non-experts (crowdsourcing workers) are comparable to the ones
created by experts.

2.3 Annotation Models for Weakly-labeled Data

Labels produced by non-expert annotators lack credibility. To tackle this problem, many
methods have been proposed to infer true labels from weakly-labels. The most common
method is the "majority vote", where the estimated label is the label with more votes.
This approach works well in our society when we have to elect someone: for example, a
president, since every citizen’s opinion have the same weight in this process. However,
the annotation process where many annotators contribute with their own labels does not
need to function in the same manner, since every worker has his own area of expertise
and his interpretation may be different from the others. For this reason, many models
that outperform the majority vote have been proposed. In this section we will briefly
describe some annotation models. However, in Chapter 4 we will present a more detailed
explanation of the most known annotation models: Dawid and Skene (DS) [40], GLAD
[41], CUBAM [42], Raykar [43], Zen [44] and Majority vote.

The majority of these models are based on the Expectation Maximization (EM) algo-
rithm [45]. Dawid and Skene [40] were the first to use the EM to infer the experts’ bias
and also the unknown label. However, more models were researched after the expansion
of crowdsourcing.

Later in 1995, Smyth et al. [46] proposed a model based on EM algorithm to infer the
true label from a set of expert annotators. They produced an experiment using 4 expert
annotators which had to label a ROI’s (Region of Interest) for satellite images of Venus.
Annotators had to choose if the ROI contained a vulcano or not. To do so, annotators
could choose between 5 confidence levels. Later, due to the simplicity of collecting labels
from non-expert annotators, the necessity to clean noisy labels from datasets started to
grow.

In 2009, many models emerged to tackle the problem of weakly-label data. Donmez,
Carbonell, and Schneider [47] were the first to propose a method to infer each annotator’s
expertise and choose the best ones for active learning. This model is based on a Interval
Estimation (IE) learning algorithm, which estimates a confidence interval of an expected
response, given an action, and then returns the highest confidence interval. With this
approach, the authors use the IE assuming that the action is: choose an annotator from
an oracle to label a dataset unit. This strategy allows us to estimate the most competent
annotators to label a given dataset unit.

Later, Whitehill et al. presented GLAD, a probabilistic model to infer the probability
of an attribute being present in an image. Unlike majority vote, GLAD estimates not
only the true label but also the annotators accuracy and the image difficulty. To estimate
these parameters, GLAD uses Expectation-Maximization approach (EM). This model is
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frequently used in literature.

Peter Welinder et al. proposed the CUBAM model [42] which is a generalization of the
GLAD model. In this model, the image difficulty is represented by a high-dimensional
concept. Instead of being parametrized by a value representing the image difficulty, an
image is parametrized by a vector of task-specific measurements xi that are available to
the visual system of an ideal annotator. A way of thinking about it is to consider the
vector to be a representation of visual features. Different annotators have different inter-
pretations of the same image, therefore, each annotator will perceive a corrupted version
of xi, due to the noise nij caused by his interpretation yi = xi + nij . Each annotator is
parametrized with a vector wj representing the annotator’s expertise among all compo-
nents of the image. With this approach, each annotator is not classified as being good or
bad. Instead, this model finds the "areas of strength" of each annotator.

Simultaneously, the same author proposed an online crowdsourcing algorithm [48]
based on EM algorithm for requesting only labels for instances whose true label is un-
certain. Additionally, they infer who are the best annotators, prioritize these, and block
the possibly noisy annotators. They formalize the expertise of each annotator for binary,
multi-valued and continuous annotations.

Another model based on EM algorithm was proposed by Raykar et al. [43], where
they estimate the true label while modelling a classifier. This model assumes that each
annotator has two attributes: sensitivity and specificity. If we consider a binary model
where labels can assume values 0 or 1, these attributes can be interpreted as the expertise
of the annotator in identifying the label 1 and label 0, respectively. Then they use the
EM algorithm to iteratively compute the maximum-likelihood and the optimal values
for the sensitivity and specificity that maximizes this likelihood. Chittaranjan, Aran, and
Gatica-Perez [49] proposed a similar solution in the context of detecting psychological
traits. However, these models assume that the expertise of an annotator is not dependent
of the instance to label.

Tang and Lease [50] proposed a semi-supervised naive bayes approach. This model
assumes that the input data has both unlabeled data and data labeled by experts. Initialy,
the unlabeled data is labeled by the majority vote of all worker’s votes. Then, they use a
EM approach to iteratively find two parameters: the set of class priors and the probability
of a given worker classifying an example of a specific class given the true label. Based
on this parameters, they re-estimate the labels for the initial set of unlabeled data. This
process is repeated until convergence.

Kamar, Hacker, and Horvitz [51] proposed a system called CrowdSynth, which uses
machine vision, machine learning and decision-make to predict both the correct label and
the necessity to hire more workers to achieve a good agreement. They created a model
using a Naive Bayes approach to predict the correct label of a given task. At the end of
each iteration, the system runs a second model that predicts the state of the system that
would come with the hiring of an addition worker and decides if is needed to hire more
workers or if the execution can be terminated. This system was modelled with a Markov
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Decision Process (MDP) approach.
Mcduff et al. [52] collected and analysed crowdsourcing data of dynamic, natural and

spontaneous facial responses while viewers were watching online media. The authors
believe that facial responses are a good way to measure user’s engagement with content.
Such information is ultimately for content creators, marketeers and advertisers.

2.4 Facial Expressions Datasets

Humans are able to recognize different facial expressions and infer what emotion that
expression conveys. Ekman [53] defined a total of six basic universal emotion expres-
sions: Happiness, Sadness, Surprise, Fear, Anger and Disgust. Neutral, a state of no visible
expression, and Contempt, a mixture of Anger and Disgust, are also part of Ekman’s suit
of facial expressions of emotions. These are the expressions we have chosen in our work.
However, changes in facial expression can be more subtle, like moving the outer section
of the brows or depressing the corners of the lips. The expressions described above can
be defined as a set of Action Units (AUs). An AU is an action performed by one or more
muscles of the face that humans are able to distinguish. A full description is available
at Tian, Kanade, and Cohn [54]. Even using AUs, some expressions are similar: Fear is
composed by the same AUs as surprise plus other 3 AUs [55].

Due to the difficulty of labeling facial expressions by a computer algorithm, crowd-
sourcing is a reliable way of determining labels for facial expressions since workers are
accostumed to analyse facial expressions in their everyday lives. Barry Borsboom [56]
created a crowdsourcing game that consists of a similar version of the board game "Guess
who?", where players have some animated faces and have to pick one. The goal of the
game is to be the first to determine which face the opponent has selected, while resort-
ing to asking "yes or no" questions to his opponent. Based on the questions it’s possible
to collect the attributes of each facial expression in the database. The facial expression
database used in this game was ADFES [57], which is filled with actor’s facial expres-
sions, meaning that these facial expressions are not genuine, i.e the actors were forced to
perform those facial expressions.

Chen, Hsu, and Liao [58] proposed a method to leverage photos in social groups like
Flickr and removing noisy photos through crowdsourcing, in order to acquire effective
training photos for facial attribute detection. The collected results were very similar to
those of manual annotations.

There are many other datasets with facial expressions. Table 2.1 (adapted from [59])
shows a comparison between the most popular facial expressions datasets. As presented
in the table, the majority of the datasets are collected in laboratory, where emotions are
induced through different methods, with videos being the most used tool. Unlike these
datasets, our dataset was captured in a realistic scenario, where players were aware that
their facial expressions can control the game.
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References Elicitation method Size Emotion description Label-
ing Accessibility

Kanade,
Cohn, and
Tian [60]

Posed 210 adults, 3
races;

Category: 6 basic
emotions, and FACS Y

Sebe et al.
[61]

Natural: Subjects
watched
emotion-inducing
videos

28 adults Category: Neutral,
happy, surprise

Self-
report N

Pantic et al.
[62], [63]

Posed: static images,
videos recorded
simultaneously in
frontal and profile
view; Natural: Children
interacted with a
comedian. Adults
watched
emotion-inducing
videos

Posed: 61
adults Natural:
11 children and
18 adults.
Overall: 3 races
Available: 1250
videos, 600
static images

Category: 6 basic
emotions, single AU
and multiple AUs
activations

FACS,
Ob-
server’s
judg-
ment

Y

O’Toole
et al. [64]

Natural: Subjects
watched
emotion-inducing
videos

229 adults

Category: 6 basic
emotions, pizzle,
laughter, boredom,
disbelief

Ob-
server’
judg-
ment

Y

Yin et al.
[65]

Posed: 3D range data
by using 3DMD
digitizer.

100 adults
Mixed races

Category: 6 basic emotions.
Four levels of intensity

Ob-
servers’
judg-
ment

Y

Gunes and
Piccardi
[66]

Posed: two cameras to
record facial
expressions and body
gestures respectively

23 adults Mixed
Races
Available: 210
videos

Category: 6 basic
emotions, neutral,
uncertainty,
anxiety,boredom

N/A Y

Chen [67] Posed
100 adults, 9900
visual and AV
expressions

Category: 6 basic
emotions, and 4
cognitive states
(interest, puzzle, bore,
frustration)

N/A N

Roisman,
Tsai, and
Chiang [68]

Natural: subjects were
interviewed to describe
the childhood
experience

60 adults Each
interview last
30-60min

Category: 6 basic
emotions,
embarrassment,
contempt, shame,
general positive and
negative

FACS N

Bartlett
et al. [69]

Natural: subjects were
tried to convince the
interviewers the were
telling the truth

100 adults Category: 33 AUs FACS N

SAL [70]

Induced: subjects
interacted with artificial
listener with different
personalities

24 adults 10h
Dimensional
labeling/categorical
labeling

FEEL-
TRACE Y

Douglas-
Cowie et al.
[71]

Natural clips taken
from television and
realistic interviews with
research team

125 subjects,
209 sequences
from TV, 30
from interview

Dimensional
labeling/categorical
labeling

FEEL-
TRACE Y

Table 2.1: A comparison between the most popular facial expressions datasets [59].
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2.5 Summary

In this chapter we presented an overview of the most relevant crowdsourcing research
fields. The works described show us that crowdsourcing is a good source for collecting
reliable and large amounts of data, although we believe that crowdsourcing is only on
its early stages and a lot of work is needed in some of its research fields. One of these
fields is the crowdsourcing models, where only few models are capable to handle with
multi-level judgements. In addition, we believe that for problems where the aim is to
infer the true label of an image, visual features can be useful. However, only Raykar uses
it.
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3
Crowdsourcing

Facial Expressions Labels

3.1 Building a Real-World Facial Expressions Dataset

We resorted to CrowdFlower site to collect labels for a facial expressions dataset – the
NovaEmotions dataset [1]. Figure 3.1 presents some examples of these facial expressions
which were collected through a gamification process where players affectively interact
with a game. The objective of this game is to perform the facial expression challenged
by the game. While players try to perform the facial expression a score of the current
facial expression is represented to the player. The player who better performs this chal-
lenged facial expression wins the round. In total, more than 40,000 facial expressions were
collected through the NovaEmotions game.

Figure 3.2 depicts the entire process used to collect the dataset. In the left side, is
represented the gamification process to collect the facial expressions and described in
[1]. This chapter describes how these real-world facial expressions were annotated via a
crowdsourcing process. The design of the crowdsourcing process included the worker’s
interface and the attributes that directly influenced the results quality. The correct values
of the crowdsourcing process attributes were also estimated through experimentation.
After collecting the labels, we analysed the worker’s agreement to understand how reli-
able are these crowdsourcing labels.

In this chapter, we will present the process to collect crowdsourcing labels for this
dataset, the NovaEmotions. The design of the crowdsourcing job was carefully planned:
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Figure 3.1: Example faces from the dataset.

we obtained several judgements per image, each facial expression was linked to an in-
tensity, and different worker selection criteria and batch jobs were inplace to reduce bias.
This effort is also particularly relevant because, the annotations of a facial expression im-
age will not be a binary label, but a distribution across the different expression labels.
This is extremely useful for creating better affective-interaction models.

3.2 Optimizing Intra-Worker Agreement

The main objective of a crowdsourcing task is to obtain a set of label that all annotators
agree with. An estimated label that is consensual among all annotators has more prob-
ability of being correct than a non-consensual one. The agreement for the image i is the
number of votes for the winner label over the total of votes for the image i, as presented
in 3.1. Thus, we will choose the label lij that maximizes the agreement for each image i

Agreement(i) =
1

|Li|
∑
j∈Li

1yi(lij). (3.1)

This corresponds to a majority voting approach, where the estimated label of an im-
age i is the most voted label. In this chapter, we will use the majority voting technique to
estimate the true labels of an image and in chapter 4 other models that try to improve the
overall judgements quality will be examined.
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Figure 3.2: The gamification and crowdsourcing processes to generate the facial expres-
sions dataset.

3.3 Crowdsourcing Task Design

In this section we identify the key factors that affect crowdsourcing results, and also
present the experiments that led to the most reliable values. These factors can be divided
into two groups, worker qualification and job attributes.

The worker interface is presented in Figure 3.3. In this interface the worker must (1)
explicitly select the player’s facial expression, and (2) select the intensity of the facial
expression. This second action is intended to disambiguate and quantify the certainty of
a worker’s annotation. It is important do limit the set of choices and when possible not
include text fields because this leads to open responses problems when matching labels.
When building the interface we followed closely two important design principles:

1. The interface must be as simple as possible, a cluttered interface will lead to work-
ers’ fatigue.

2. The workers’ interface should not require much interaction. This not only helps
preventing workers’ fatigue, but also allows to save time and consequently money.

As we shall see, the crowdsourcing task design goes much beyond the visual aspect
of the workers interface.

3.3.1 Answers domain

The answers domain needs to be as short as possible for two reasons: (1) A high number
of answers will demand more attention from the worker which contributes to her bore-
dom. (2) The posterior data analysis will be easier. The answers must be clear and can
not be ambiguous. For example, one can not have the answer Happy and the answer Smil-
ing. Our answers domain will be the following facial expressions labels: Angry, Contempt,
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Figure 3.3: Worker interface.

Disgust, Fear, Happy, Neutral, Sad, Surprise. To this list we added Ambiguous expression for
images in which the facial expression is not entirely clear and also Not a face.

3.3.2 Selecting a Pool of Workers

To be accepted in a job, a worker must pass some qualification criteria. Due to the dif-
ference in skill between workers, we need to find the group of workers that best suits a
given micro-task. In our crowdsourcing job we would like to rely on common knowl-
edge to interpret facial expressions. Therefore, our worker qualification process is based
on the following attributes:

Cultural background As shown in [30], facial expressions are not culturally universal.
Each country has its own culture, customs and non-verbal communication traits.
Therefore we needed to use a group of workers that were culturally close to the
players of the game. To ensure this, it is possible to include or exclude countries
from a list of allowed countries.

Limiting the number of judgements per worker The maximum number of judgements
a worker is allowed to complete can be limited. A small number can significantly
increase the duration of a job because more workers will be required, while a large
number will require less workers, but it may be too tiresome and/or distracting for
each worker after several micro-tasks.
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Job Micro-task/Page Judgements Workers Cost/Micro-task Agreement
#1 20 10 102 0.004 $ 70.69 %
#2 115 5 32 0.004 $ 70.79 %
#3 20 5 93 0.009 $ 72.81 %

Total - 20 227 0.017 $ 69.18 %

Table 3.1: Job’s parameters.

3.3.3 Job Attributes

Besides the worker’s cultural background and maximum amount of allowed judgements,
there are other finer-grain job attributes that must be parametrized. The attributes that
mostly influence the job’s quality and cost are:

Gold questions The quality of a worker can actually be determined during a micro-task.
For that, one must provide gold questions where the worker is tested with pre-
labelled images. The worker must answer correctly to at least four gold questions,
before performing further micro-tasks.

Price per micro-task The price per micro-task is the most difficult attribute to estimate.
This is correlated with other factors such as: worker’s country or task difficulty.
Since the price per each micro-task can make the job cost increase significantly, one
must define the price-quality ratio wanted.

Minimum number of judgments A job is divided into several pages and each page has
a predefined number of micro-tasks. Usually a worker completes at least one page,
making this parameter also work as the minimum number of judgements a worker
must complete.

Judgements per image In this case, a micro-task is an image that must receive a given
number of judgements. The larger the number of judgements, the greater the confi-
dence of our task design. At least five judgements per image were collected in each
job.

3.4 Tuning Jobs

In this section we present the results collected through crowdsourcing with a subset of
our dataset. By running these experiments, we were able to estimate the best parameters
that should be used for the full dataset. We ran three jobs, in a non-parallel way, to find
the best parameters. Each job contributed to understand how one parameter should be
set. The submitted jobs can be seen in Table 3.1. In total we run 3 tuning jobs. In the way
CrowdFlower works, workers involved in a job were not the same as in other jobs. For
that reason, one job may have better workers than the other job and consequently achieve
better results.
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3.4.1 Setup

We collected a sample of 500 images from our dataset and used this subset in all tun-
ing jobs. The considered images had an equal distribution of labels, and an automatic
algorithm was capable of detecting them correctly.

As explained above, cultural differences were considered by selecting only English
speakers in Europe, US and Australia. The first parameter to tune is the number the
judgements because this works as a multiplier in the final price to pay. Therefore, find-
ing this parameter in the first job allows us not to spend more than necessary in the
following jobs. Moreover, this value can be easily tune by requesting a large number of
judgements and posteriorly analyse how many judgements were needed to converge to
a label. This trick can also be used to find the best maximum of judgements per worker:
we did not limit the number of micro-tasks per worker and posteriorly we analysed how
many judgements an average worker can perform without decrease his performance. For
the other parameters, we used values of reference based on literature. Thus, we choose
to have 20 micro-tasks per page which allows workers to quit every 20 micro-tasks per-
formed and pay 0.004$ for each completed micro-task.

3.4.2 Number of Judgements per Image

In the first job, we wish to find how many judgements an image needs to achieve a con-
sensual result. By collecting 10 judgements per image we guarantee that we have a larger
than the optimal number of judgments.

Figure 3.4 shows the evolution of annotations agreement as votes arrive for each facial
expression. In these charts we plot the average agreement for all images of each facial
expression. The green line shows the best sequence of votes to keep a high agreement
(the first incoming votes are consensual). The red line shows the worst sequence of votes,
in other words, the sequence of votes that keep the agreement at a low value. The blue
line is a random sequence of votes and is the line that is most likely in a realistic scenario.
Let yi be the estimated label for the image i and q the facial expression that we want to
analyse. Considering the set Sq = {i ∈ I : yi = q}. We can model the annotating process
as a sequence of votes as follows:

fq(x) =
1

|S|
∑
i∈S

1

x

x∑
j=1

1yi(lij) (3.2)
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Figure 3.4: Average of image’s agreement over number of judgements. The blue line is a
random sequence of judgements per image, the red line is the worst sequence, and lastly,
the green is the best sequence.

The mainly objective of this tuning job is to infer the optimal value of judgements
per image. The results shows us that the agreement converges almost for every facial
expression when the number of judgements is 5. Therefore, we do not need to pay for 10
judgements and consequently duplicate the costs. The Figure 3.4 also shows us the dif-
ference of judgements between all facial expression. The area between the green line and
the red line, shows the discrepancy of judgements between workers, so the area increases
with the number of different labels voted. For example, the facial expression happy has
the smallest area, which means, happy is confused with few labels (neutral mostly). It is
interesting to note that the facial expressions happy and surprise only need, approximately,
3 votes to stabilize at an agreement’s value. If we could set a constraint at CrowdFlower
to stop collecting judgements from an image that already has 3 judgements and is happy
or surprise we could decrease the job cost without decreasing the results quality.

In summary, Figure 3.4 shows that we do not need a large number of judgements per
image to infer the best estimated agreement. In the majority of facial expressions, the
agreement stabilizes with only 5 judgements.
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Figure 3.5: The blue line is the average of agreement for the nth judgement of each worker.
Each red dot is the agreement of one worker for the nth judgement. The area around the
blue line is standard deviation. On the left side, is presented the analysis of the first job
where workers. On the right side.

3.4.3 Number of Judgements per Worker

For this experiment we changed the number of micro-tasks per page. As we can see in
Table 3.1 we increased this value from 20 to 115. Each worker will complete several sets
of 115 micro-tasks per set, being 115 the minimum number of judgments a worker must
complete. To assess workers endurance over a large number of micro-tasks per page, we
plot the mean of workers’ agreement over time on Figure 3.5. On the left side is presented
the first job where workers had to perform 20 micro-tasks per page, whereas on the right
side is presented the second job where workers had to perform 115 micro-tasks per page.
As we can observe, for the highest value of micro-task per page (right picture), the line
on the chart decays for workers who perform more micro-tasks. In contrast, small values
of micro-tasks per page (left picture), show us that workers with more micro-tasks are
those who perform more reliable results.
As expected, there is a significant number of workers who perform fewer micro-tasks.
Therefore, the standard deviation increased over time in both jobs. Comparing the stan-
dard deviation in both jobs, the second job had less workers than the first one, so, the
standard deviation has increased in global. This decay in agreement in the second job is
not a coincidence, because we can notice that this decay starts around the 116th micro-
tasks which is the start of a new set of micro-tasks. So, we can conclude that a minimum
judgements per image achieve better results and workers whose performs more judge-
ments are better. Therefore, we will not limit the worker’s judgements and we will use
the value of 20 micro-task, mainly because this allow the workers to quit the job as soon
as they want because each page has few micro-tasks and with this ensure the focus and
commitment of each worker. This will avoid situations like the second job where workers
starts a new set of micro-tasks but got bored in the middle of it.
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Figure 3.6: Worker’s location

3.4.4 Worker’s Payment vs Geographic Location

The worker’s payment is an important parameter since it is related to the worker’s mo-
tivation. It is important to highlight that the amount paid to each worker is strongly
related to the complexity of the micro-task and the time required to complete it. Another
factor that is important to consider is the worker’s location. We must be aware that users
from different countries have reward expectations. Therefore, if we hire workers from
developed countries we have to pay more than to a workers from developing countries.
In our case, we only hire workers from countries which have English as the native lan-
guage and were in Europe, Australia or in the US.
In our case, our task presented a very low difficulty - the worker only had to identify a
person’s facial expression in an image. This is almost an instantaneous task and requires
only a few seconds to complete. Therefore, we set up the price to 0.004 $ in the first two
jobs. The third tuning job had the objective to infer the optimal value to pay for each
completed micro-task. We increased the price for more than 100 % and as expected, we
achieved better results than the initial two jobs as show in Table 3.1, approximately 2%.
We believe it is not worthy to have the double of the costs for an improvement of 2% in
accuracy. Thus, to secure a final agreement above 70% we increased the initial values by
50%, paying each worker 0.006 dollars per judgement.
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3.5 Full Jobs: Results and Discussion

In this section we present the results of collecting the facial expressions of each image
of our dataset. The dataset has over 40,000 images and was randomly divided into four
separate jobs with approximately the same number of images. The parameters used were:
20 micro-tasks per page, 5 judgements per image and 0.006 dollars per micro-task and no
limit on the number of judgements per worker. In total, we paid to approximately 1100
workers and the location’s workers can be seen in Figure 3.6. The following analysis and
discussion considers the four jobs as an whole.

Golden images The images used in the gold questions had the best agreement in the
jobs described in Section 3.4. We selected the images with an agreement above
90%, which makes a total of 115 golden images. Although the majority of crowd-
sourcing sites has some control policy to identify bad workers, gold questions are
very important to assert about a worker skills and commitment to the task.

Collected votes The Table 3.2 presents the distribution of votes collected for all dataset.
On the first column is presented the answer domain. In other words, each worker
had to choose one of this answers when performing a micro-task. In each middle
column is presented the number of votes collected in each job (Votes) and the how
many times the answer achieved a majority of votes (Win). In the last column is
presented the distribution of labels inferred by majority vote.

Due the player’s commitment when playing the game, sometimes the facial expres-
sion performed was very different than the challenged one. For example, when one
player was challenged to perform the facial expression sad, the people surrounding him
laughed and consequently she lose focus and laughed as well. So, as expected ,the ma-
jority of facial expressions is happy. On the other hand, the label with less votes was not a
face with only 46 labels on our dataset. In Figure 3.7 is an example of two images with a
not a face label.

Figure 3.7: Example of two images whose the label is Not a face.
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Job 1 Job 2 Job 3 Job 4 Total DistributionsVotes Win Votes Win Votes Win Votes Win Votes Win
Not a face 244 7 193 9 231 14 187 16 855 46 0.11 %
Angry 995 130 978 131 852 105 822 94 3647 460 1.12 %
Sad 4251 704 4004 687 4013 687 4220 703 16488 2745 6.70 %
Neutral 8608 1955 8623 1958 10091 2298 9404 2157 36726 8359 20.40 %
Disgust 2885 535 3448 704 2909 548 2989 593 12231 2380 5.81 %
Surprise 10138 1860 10187 1862 9934 1865 10462 1879 40721 7382 18.01 %
Fear 1116 116 1009 109 928 93 1011 116 4064 434 1.06 %
Ambiguous 2316 258 2245 252 1764 188 2301 261 8626 959 2.34 %
Contempt 1736 134 1735 130 1448 112 1747 134 6666 510 1.24 %
Happy 25368 4600 24862 4489 24922 4430 24408 4404 99560 17707 43.21 %
Total 57657 10299 57284 10331 57092 10340 57551 10357 229584 40982 100.00 %

Table 3.2: Number of votes of each facial expression for each job.

Neutral Angry Contempt Disgust Fear Happy Sad Surprise Ambig. NAF
Neutral 0.67 0.11 0.19 0.05 0.05 0.04 0.08 0.02 0.10 0.14
Angry 0.02 0.50 0.04 0.04 0.02 0.00 0.02 0.01 0.02 0.01

Contempt 0.06 0.08 0.42 0.05 0.03 0.01 0.03 0.01 0.06 0.03
Disgust 0.03 0.11 0.08 0.60 0.11 0.01 0.05 0.02 0.09 0.04

Fear 0.01 0.02 0.02 0.03 0.52 0.00 0.02 0.03 0.02 0.02
Happy 0.09 0.04 0.07 0.06 0.04 0.88 0.02 0.05 0.09 0.10

Sad 0.05 0.07 0.08 0.07 0.05 0.01 0.73 0.01 0.04 0.02
Surprise 0.02 0.02 0.03 0.04 0.15 0.02 0.01 0.83 0.08 0.06

Ambiguous 0.04 0.05 0.06 0.06 0.04 0.02 0.04 0.03 0.47 0.12
Not a face 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.45

Table 3.3: Confusion matrix for each facial expression
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3.5.0.1 Facial-expression

The confusion matrix determined by majority vote is presented in Table 3.3. This matrix
illustrates the judgements confusion among the nine alternatives: all six basic expres-
sions, the composed expression contempt, an ambiguous and a noisy capture. Each row
of the matrix represents the worker’s votes for each facial expression, whereas each col-
umn represents the actual label achieved by majority vote.

The diagonal of the confusion matrix illustrates how the majority of expressions are
clearly separable from the others. The facial expressions happy and surprise were the most
consensual among all workers with an agreement of over 0.8. Many facial expressions
are confused with neutral due the intensity of the facial expression. One worker may
consider a person grinning as happy while another worker may consider just neutral. The
most dubious facial expression is contempt which is often confused with neutral, once
more due the intensity of expression.

Ambiguous expressions achieved a surprising agreement of 0.47 because it was con-
fused with neutral 10 % of the time. This means that when an user is not performing one
of the other facial expression, some workers assign the neutral label while others assign
the ambiguous label and the remaining workers try to choose a label. So, we can conclude
that workers follow different decision criterion when they are faced with ambiguous ex-
pressions.

Expression

Neutral
Angry
Disgust
Fear
Happy
Sad
Surprise
Contempt
Ambiguous
Not a face

Table 3.4: Workers’ votes for facial expressions wiht lowest and highest agreement.

In Table 3.4 we present some examples of facial expressions with low agreement in
our dataset. The first image is confused with many labels (all except angry and not a face).
It is odd to observe that, although, many workers had voted in different tags, few voted
on label ambiguous expression. A closer inspection of Table 3.4 gives a good insight to how
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workers annotated images: they actually tried to make good decisions, since it is evident
that there are a bias on each image (some labels received no votes, or votes went to a two
or three different labels).

Agreement. An image with agreement of 1.0, means that all of 5 votes were on same
label, this happens on approximately 40 % of our dataset and 62.5 % has at least 0.8 of
agreement, which means 4 of 5 votes were on the same label. On the other hand, the
dataset has 1.1 % of images with agreement of 0.2, in other words, all the votes were in
different labels. Although there are images with low agreement, this exploits the advan-
tage of not using the binary judgement model. For example, we can conclude that facial
expression with low agreement is an ambiguous expression. Another way to take advan-
tage of images with low agreement, is use them as a counter-example. For example on an
image with 0.2 of agreement, we can not infer the correct label. Although, if that image
doesn’t have any vote as being sad, one can conclude that definitely the player’s facial
expression is not sad.
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Figure 3.8: Workers agreement with the selected label, sorted by agreement
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3.5.0.2 Per-expression Analysis

Figure 3.8 illustrates the distribution of workers’ agreement over each facial expression
sorted by agreement. We define the set of all labels of a worker for a given facial expres-
sion q as follows

Ωq = {lij ∈ Lj : yi = q} (3.3)

where the estimated facial expression yi is equal to q where q is a given facial ex-
pression. Then we compute the agreement between this and the labels that each worker
labelled correctly (according to the majority) as follows:

fq(j) =
|{lij ∈ Ωq : lij = yi}|

|Ωq|
. (3.4)

φq = {fq(j) : j ∈ J} (3.5)

Then we sort the results produced by Equation 3.5 and plot them. We apply this
function for all workers and sort the results. It is interesting to observe the shape of these
curves - ideally they should all start and end with an agreement of 1.0 (meaning that
all workers agreed on one single label for every image). The area underneath the curve
indicates the overall labelling agreement across all workers for that expression.

The line smoothness is determined by the number of workers with agreement be-
tween 0.0 and 1.0 (exclusively). There are two factors that contributes to the line smooth-
ness: (1) The number of instances to label of that facial expression, if one worker only
labelled one instance of some facial expression the agreement will be 0.0 or 1.0. (2) The
workers expertise, ones that only produce good results (agreement 1.0) and ones that
only produce bad results (agreement 0.0).

The line starting point is explained by the lack of expertise of some workers or the dif-
ficulty to label some facial expressions. The agreement curves for sad, angry, fear, disgust
and surprise, show that some workers had an agreement of 0.0, which means that these
workers failed all images for this expression. The exception to this trend occurs for the
expression happy where the worst worker agreement was near 0.2.

3.6 Summary

This chapter describes the crowdsourcing job design for annotating real-world facial
expression images with the correct facial expression. In this chapter we presented the
crowdsourcing job attributes that were considered when designing a crowdsourcing job.
We run 4 jobs with a small sample of our dataset to tune each one of these attributes: (1)
judgements per image; (2) The maximum judgements per worker; (3) Price per micro-
task. This process was the objective to maximize the agreement across workers’ judge-
ments.
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In a first job we collected 10 judgements per image. This allowed us to infer that we
only need 5 judgements to achieve the same agreement. In a second job, we study the
impact of using a large number of micro-tasks per page. This approach forces the worker
perform various sets of micro-tasks. Therefore, the workers commitment decays over
time due the, probable, worker’s boredom. Last but not least, we duplicated the cost
of the whole job and only increased the data quality by 2%. This allowed us to conclude
that the price per micro-task also increased the data quality but we believe does not worth
having the double of costs for such small increase.

After the tune jobs, we proceed to label all our dataset. This results in a dataset with
over 40,000 images player’s facial expression and five judgements per facial expression
[5]. It is important to note that all judgements for the full set of images are provided to
foster the investigation of other relevance models for affective-interaction and for crowd-
sourcing models, like the ones that we study in the next Chapter. This dataset can be
downloaded from http://novasearch.org/datasets/.
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4
Benchmarking Weak-labels

Combination Strategies

4.1 Crowdsourcing Methods

Weakly-labeled learning is a problem where the image labels of the target domain are
not entirely reliable. There are many factors that can contribute to this: an annotator
may not be familiar with the context of the dataset or the image is very hard to label.
Also, annotators have their own bias. For these reasons, there are techniques that try
to infer the true label of an image using weak-labels. In this chapter we will evaluate
six popular techniques to achieve this kind of task. In the following sections we detail
each crowdsourcing method and then Section 4.2 presents the evaluation of the studied
crowdsourcing methods. In Section 4.3 we perform a controlled experiment to better
understand how the crowdsourcing methods are affected by the expertise of workers.
Section 4.4 presents experiments with real workers. In the last Section (4.5) we will add
two types of noisy workers to a real crowdsourcing dataset: random and adversarial
workers.

4.1.1 Majority (MV) and ZenCrowd (ZC)

The majority voting is the simplest process to merge the labels collected from different
workers. In this method, the estimated label is the one with more number of votes. Zen-
Crowd [44] extends this method by modelling the workers’ expertise. The authors esti-
mate the workers expertise and the true labels jointly by running the EM algorithm.
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4.1.2 Dawid and Skene (DS)

In 1978, Dawid and Skene were the first to propose a model where we can estimate a
true label when we have weak annotations. In their article [40], Dawid and Skene try to
solve the problem where a patient is observed by different clinicians and thus, different
diagnosis are produced for the same patient. There are reasons that can lead to a non-
consensual diagnosis: The same question asked to the same patient, but by different clin-
icians can have different responses; different clinicians can have different interpretations
of the same response; different observers can have different background knowledge.

The authors characterize the probability of an observer j vote c when the true class is
q as πkcq. These probabilities are called the individual error-rates of each observer. Ideally,
this probability is always 1 when c = q and 0 otherwise, which means that the observer
j always makes a correct diagnosis. However, this optimal scenario doesn’t exist in real
life. The first objective of the authors is to estimate these error-rates. For this, they con-
sider njic the number of responses c that observer j receives from the patient i. This is
important to consider because an observer with more feedback from his patient is more
likely to perform a better diagnosis than an observer with less feedback. They also con-
sider Tic as indicator variables. Ideally, Tic = 1 when c is the true label and 0 otherwise.
The algorithm from Dawid and Skene runs as follows:

• Take initial estimates of Tic for example using the majority voting system.

• Estimate πkcq and pj using the equations in 4.1 and 4.2, respectively.

πkcy =

∑
i
Ticn

k
il∑

l

∑
i
Ticnkil

(4.1)

pc =
∑
i

Tic/I (4.2)

• Estimate Tic using the data previously estimated using Equation 4.3

p(Tij = 1) =

∏K
k=1

∏J
l=1(π

k
jl)

nk
ilpj∑J

q=1

∏K
k=1

∏J
l=1(π

k
ql)

nk
ilpq

(4.3)

• Repeat step (2) and (3) until convergence.

This problem is very similar to our problem, where we can see the observers as our
workers. Although crowdsourcing workers do not have any patient to observe, they
have to observe an image and make a judgement which has the same concept as the
observer/patient relation.

36



4. BENCHMARKING WEAK-LABELS COMBINATION STRATEGIES 4.1. Crowdsourcing Methods

4.1.3 GLAD

Later, Whitehill et al. [41] proposed the GLAD model (Generative model of Labels, Abil-
ities and Difficulties). This model assumes that each image j has its own difficulty β to
label and also that each annotator i has an expertise level α. In Figure 4.1 is represented
the graphical model of GLAD where the label of the annotator j for the image i, lij , is
dependent of the annotator’s expertise and image difficulty. Then the authors assume
the following model to estimate the true label of an image (zj):

p(lij = zj |αi, βj) =
1

1 + e−αiβj
(4.4)

lij

βjαj

Zj

Figure 4.1: The graphical representation of GLAD model.

Under this model the authors followed an EM approach to estimate these parameters
as well as the true label. GLAD showed good results and was adopted as a baseline in
later models or extended to support other attributes. One of such models, is the CUBAM
model which we will explain in the next section.

4.1.4 CUBAM

An extended version of GLAD model was proposed by Welinder et al. [42]. This model,
seen in Figure 4.2, introduces a high-dimensional concept of image difficulty and anno-
tator expertise along with others attributes.

xi

wj

lij

τj Θj

 yijzi

Figure 4.2: A simplified version of the graphical representation of CUBAM model.

The instance is virtually represented as a vector of task-specific measurements xi
which can be interpreted as an image’s representation on the visual system of a ideal
annotator. However, each annotator has her own interpretation, therefore access to a
modified version of xi, that can be represented as yij = xi + nij where nij is the noise
produced by the individuality of each annotator. This vector yij is compared to vector
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wj which represents the expertise of annotator j in each component. In other words, this
model finds the "areas of strengths" of each annotator unlike the majority of models in
which the annotators are parametrized with a scalar value that simply indicates if an an-
notator is good or bad. The scalar projection of < yij , wj > is compared to a threshold
Tj . If this projection is above the threshold, the annotator assigns a label lij = 1 or lij = 0

if otherwise. That is represented by the following equation, where (φ) is a cumulative
standardized normal distribution, a sigmoidal-shaped function:

p(lij = 1|xi, σj , Tj) = φ

(
< wj , xi > −Tj

σj

)
(4.5)

4.1.5 Raykar (RY)

Raykar et al. [43] proposed a method of modelling the annotator expertise. They define
the annotator expertise to label each binary label. Sensitivity αj is the bias of an annotator
labelling an image if the true label is one, whereas specificity βj is the bias of labelling an
image if the true label is zero. This can be defined as follows:

αj = p(li = 1|zi = 1) (4.6)

βj = p(li = 0|zi = 0) (4.7)

Different annotators have different levels of expertise. In order to give more impor-
tance to workers who have more expertise, the authors considered beta priors for sensi-
tivity and specificity:

p(αj |aj1, a
j
2) = Beta(αj |aj1, a

j
2) (4.8)

p(βj |bj1, b
j
2) = Beta(βj |bj1, b

j
2) (4.9)

In a similar way the authors assume a beta prior for the positive class Beta(p|p1, p2),
p is called the prevalence of the positive class.

4.2 Experimental Setup

As shown in the previous section, there are many crowdsourcing methods which pro-
pose to outperform the majority vote. However, designing an efficient crowdsourcing
method is not enough to ensure the quality of the results. This quality is dependent on
many factors, such as: (1) the job difficulty; (2) the incentives (monetary or not) and,
most importantly, (3) the workers expertise. In this section we will study the behaviour
of state-of-the-art crowdsourcing methods.
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Algorithm 1 Benchmarking crowdsourcing models
Inputs:

workers_labels← Set of worker labels
ground_truth_labels← Set of ground-truth labels
random_workers← Set of indexes of random workers.

for all judgements← 1 to max_judgements do
for all model ∈ models do

for all run← 1 to 30 do
model_labels← model(workers_labels, judgements, random_workers)
acc← accuracy(model_labels, ground_truth_labels)
run_accsmodel,judgements ← run_accsmodel,judgements ∪ {acc}

end for
end for

end for

The experiments described in this chapter will follow the procedure presented in Pro-
tocol 1. To measure the performance of these models, we will compute the accuracy of
the estimated labels against ground-truth.

For each crowdsourcing model we run it using different judgments per image: this
will allow us to infer the best number of judgments to use. Additionally, we consider a
pool of random workers, which model the annotation process with a given type of random
noise. In particular, we will use this pool of random workers to add random workers
to our process, thereby ensuring that we know the type of noise that is being added.
After selecting all random workers, we must choose workers from the remaining pool of
workers. We consider three methods for choosing worker labels: (1) randomly select a
worker from the pool of random workers; (2) use the same amount of workers as the
number of judgements; (3) Ensure that each worker contributes with the same number
of judgements. We will use the last method because it more closely mimics a generic
scenario.

On each run, the model will randomly choose labels from the pool of workers labels.
Since workers have different levels of expertise, the result of labelling the same instance
can vary depending on the worker to which the instance was assigned to. In order to
minimize the effects of this random assignment, each task is executed thirty times, being
the median value the result used as output. The reason we use the median value instead
of the average is because it provides a more realistic estimation of what to expect from a
crowdsourcing model. For example, if a crowdsourcing model always produces 0.0 or 1.0
of accuracy, exclusively, the average is 0.5. However, this value is not representative, for
it is impossible to happen. The median value represents the most probable value to occur.
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4.3 Synthetic Experiment: Modelling Workers Expertise

The workers expertise is strongly connected with the results quality. For this reason,
we have to use many judgements per micro-task and expect bad and good judgements
among them. A good crowdsourcing method has to identify which workers produce bad
judgements and which do not, consequently estimating each worker’s bias/expertise.
However, it is difficult to validate such thing with real data: one must have a well de-
fined popularity of workers, containing workers with different levels of expertise. Since
quantify the worker’s expertise is a hard task, this kind of workers population is diffi-
cult to get. To address this problem, we created a framework which allows us not only
to create synthetic micro-tasks with different levels of difficulty, but also to create syn-
thetic workers with different levels of expertise. This framework will allow us to study
how crowdsourcing methods behave with different types of workers. In the following
experiments we will use the following notation:

• Synthetic element - We will call synthetic element to each micro-task generated
virtually. For the following experiments, we will use 1000 synthetic data.

• Data difficulty - A synthetic element has an associated level of difficulty. This dif-
ficulty is a random value between 0.0 and 1.0, where an element with difficulty
1.0 means that it is impossible to label correctly and 0.0 that is impossible to label
incorrectly.

• Categories - We will perform binary experiments. This means that each synthetic
element will have a binary label among two classes: 0 or 1.

• Synthetic workers - To classify our synthetic data we will create synthetic workers.
This workers are not real workers. As synthetic elements, synthetic workers are
virtually generated.

• Worker expertise - What distinguishes workers is the expertise level. This is a
parametrized value between 0.0 and 1.0. Similarly to an element’s difficulty, a
worker with 1.0 of expertise can label everything correctly, whereas a worker with
0.0 cannot label any element correcly.

• Judgements per image - When requesting new judgements, the system will fetch
the worker that has the least number of votes from the workers pool. The worker
will label correctly if his level of expertise is bigger than the data difficulty.

4.3.0.1 Constant

We can now consider different populations of workers. Let us consider that we have a
constant number of workers per level of expertise. The Figure 4.3(a) presents this type
of population. The blue dots represent the samples used in the experiment. In total, we
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created 11 groups of workers with different levels of expertise. Each group is formed by
10 workers. Thus, in total, this experiment has 110 workers to label 1000 instances with a
diverse number of judgements per instance.

Although this not a realistic scenario, the objective of this experiment is to understand
if the crowdsourcing models are able to identify the good and the bad workers. The
results of running this experiment are presented in Figure 4.3(b). The average expertise
of an worker is 0.5 and this was the obtained accuracy value. However, when the number
of judgements is increased the accuracy also increases, but only by a slight margin. The
difference between the majority vote and the remaining crowdsourcing methods are not
relevant. However, DS outperforms all models with considerable margin (30%).
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Figure 4.3: Accuracy of crowdsourcing methods using a constant distribution of worker’s
expertise

4.3.1 Gaussian

As described in the previous experiment, using the same amount of workers for different
types of expertises revealed similar results to choosing a label randomly. For this reason,
we decided to make an experiment using a workers population which follows a normal
distribution, presented in Figure 4.4(a). In this experiment, we will have many workers
with expertises close to 0.5 and few bad and good annotators. Note that an expertise of
0.5 means that the worker have equally probability to label correctly and incorrectly. This
is the same to randomly vote in a category. Nevertheless, in our setup, a worker’s vote is
connected to the instance difficulty.

The results presented in Figure 4.4(b) show us that a workers population in which the
majority of the workers have fifty percent chance of classifying the instance correctly, the
crowdsourcing workers are useless: the average is 50%, independently of the number of
judgements. In addition, note that the standard deviation is almost non-existent. This
means that, for all crowdsourcing methods, the result was practically the same. Com-
paring with majority vote, the difference is not so significant, but overall, majority vote
achieves better results.

41



4. BENCHMARKING WEAK-LABELS COMBINATION STRATEGIES 4.3. Synthetic Experiment: Modelling Workers

Expertise

0

10

20

30

40

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
u

m
b

er
 o

f 
w

o
rk

er
s

Expertise

Samples

(a) Workers distribution

47.4

47.6

47.8

48

48.2

48.4

48.6

48.8

3 5 7 9 11 13

A
cc

u
ra

cy

JudgementsMperMelement

AlgorithmsMaverage MajorityMVote

(b) Average of all models accuracy

Figure 4.4: Accuracy of crowdsourcing methods using a normal distribution of worker’s
expertise

4.3.2 Inverse Gaussian

We can also consider the inverse of the above scenario. Instead of having a large number
of workers with 0.5 of expertise, we consider a large number of bad workers and good
workers, as presented in Figure 4.5(a). Once again, workers with an expertise of 1.0
always classify the data correctly, while workers with an expertise of 0.0 always classify
incorrectly. Note that this kind of workers population is unlikely to happen. However,
this experiment will allows to understand if crowdsourcing models can identify the few
good annotators.

The results are presented in Figure 4.5(b). Unlike previous experiments, the average
accuracy was not the same as the average workers’ expertise. The average workers’ ex-
pertise: while the average expertise in this population is 0.5, the average accuracy was
always above that value. The best results were obtained for 5 and 11 judgements, where
the accuracy was almost 60%. As the standard deviation suggests, some crowdsourcing
methods performed better than other. In the Section 4.3.5 we will make an analysis of
each method individually. However, we can observe that crowdsourcing methods per-
form better than the majority vote for a considerable margin (around 5%).
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Figure 4.5: Accuracy of crowdsourcing methods using a inverse Gaussian distribution of
worker’s expertise

4.3.3 Logistic

To ensure the completeness of this experiment, we consider a scenario where the majority
of workers are experts, as presented in Figure 4.6(a). We also consider a small sample of
bad annotators just to have little noise in our population.
As expected, using a population with a majority of experts we achieve the best results:
the average of accuracy was around 77 % in all crowdsourcing methods. As in section
4.3.2, crowdsourcing methods achieve the best results.
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Figure 4.6: Accuracy of crowdsourcing methods using a logistic distribution of worker’s
expertise

4.3.4 Gaussian Translated

This previous experiments had the goal of learning the behaviour of crowdsourcing
methods. However, none of those experiment represents a realistic crowdsourcing pop-
ulation. For example, it is very unlikely to have workers with expertise inferior to 0.5.
We can have this type of worker in two scenarios. The first is when the worker did not
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understand the task and he is doing the opposite. For example, in a task defined by the
instruction: "Click in the picture that does not contain a tree", where the worker did not
read the not. A second scenario is when the worker is performing incorrectly deliberately.
Moreover, the most popular crowdsourcing sites have some politics to prevent workers
which do not have a minimum of expertise: gold questions are an example of these. For
the described reasons, we will perform an experiment where the workers population fol-
lows the distribution presented in Figure 4.7(a), as we believe it is the closest to a average
crowdsourcing population.

In turn, he Figure 4.7(b) represents the obtained results. As expected, the results were
better than the previous experiments since we are using workers with an average ex-
pertise of 0.75. It is interesting to note that the standard deviation is almost null (the
accuracy was almost the same for all crowdsourcing methods) and the judgements per
element had no influence.
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Figure 4.7: Accuracy of crowdsourcing methods using a Gaussian distribution translated
of worker’s expertise

4.3.5 Discussion

The experiments described previously show the crowdsourcing models behaviour as a
whole. In this section we will analyse the individual performance of those methods
against the majority vote. Table 4.1 presents the difference of each model accuracy against
the majority vote. The column MV indicates de absolute accuracy of majority vote in each
experiment. The relative accuracy of each crowdsourcing model against the majority vote
is presented in its respective columns. The last row and column presents the average of
each row and column, respectively.

As presented, there are more positive values than negative ones, which indicates that
crowdsourcing models performed better in the majority of the experiments. Although
we have some negative values, these are not significant since they are very close to zero.
Moreover, DS achieved the major negative disparity of majority voting and it was only a
difference of 0.3, meaning that majority vote classified correctly a total of 3 more elements
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than DS. On the other hand, we can clearly see that crowdsourcing models were much
better in experiments with the Inverse Gaussian and Logistic populations. It is interest-
ing to notice that these experiments were the ones to consider a greater number of bad
workers.

Experiments MV CUBAM DS GLAD RY ZC Average
Constant 49.3 0.7 30.4 -0.1 0.7 0.1 6.4
Gaussian 48.5 0.1 -0.3 -0.1 -0.1 -0.1 -0.1
Inverse Gaussian 50.4 5.5 4.0 4.8 4.0 5.9 4.8
Logistic 76.4 3.3 3.2 2.3 1.2 1.1 2.2
Gaussian translated 74.4 0.0 0.0 0.1 0.0 0.0 0.0
Average 0.0 1.9 7.4 1.4 1.2 1.4

Table 4.1: Average of relative accuracies when comparing against the majority voting.

4.4 Real Data Experiment

In the previous section we study the behaviour of crowdsourcing methods using syn-
thetic data. However, we are interested in using those methods in a real scenario. Thus,
in this section we will analyse the performance of crowdsourcing methods using a real
crowdsourcing dataset.

4.4.1 Dataset

We will use a sample of 108 images from the bluebirds dataset. In this dataset, 29 crowd-
sourcing workers from mturk had to discriminate between two species of blue birds: In-
digo Bunting and Blue Grosbeak. This resulted in a total of 472 labels, collected through
non-expert annotators. Additionally, the dataset contains the ground-truth labels that
were annotated by experts. An example of these two species can be seen in Figure 4.4.1.

(a) Indigo Bunting specie (b) Blue Grosbeak specie

Figure 4.8: Species that each annotator has to identify
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The evaluation of these six models will be performed through the computation of ac-
curacy in each model for a various samples of annotators. With this approach, we aim to
see each model’s behaviour when the number of annotators increases and, consequently,
the number of labels. On a second evaluation we will stress all the six models. This is
achieved by adding noisy labels to our data sample. We consider two types of noise:

• Random annotators - Annotators which always produce random labels.

• Adversarial annotators - Annotators which always produce wrong labels.

4.4.2 Results

As explained, we run all the algorithms with different number of judgements per image,
from 1 to 29 judgements. Since we have many crowdsourcing workers, we perform this
experience 30 times, allowing us to use different workers in each run. Moreover, it also
allows us to subtract some bias from some worker’s expertises. From these 30 runs, we
have calculated the middle value. One could use the average instead the middle value,
however, the middle value represents a more realistic value since it actually is a result
of using some real worker’s labels. If we think in an algorithm which produce only
accuracies of 0 or 100, the average is 50. However, in a real scenario that can not happen
for any algorithm.

Figure 4.9 shows the accuracy for the different numbers of judgements per image. We
can clearly observe that all models increase their accuracy when increasing the number of
judgements. CUBAM and DS achieve the best results with almost 90 % of accuracy. Fur-
thermore, while Raykar is the closest to these methods, the difference is still significant.
The remaining two crowdsourcing methods, namely GLAD and ZC, can not even beat
the majority vote. Is interesting to notice that all models converge around 11 judgements,
meaning This means that paying for more than 11 judgements, meaning for this type of
task is increasing the price without increasing the data quality.

Although CUBAM and DS are those who achieved better results, they performed
worst for low judgements per image. This show us that we can not rely in a single crowd-
sourcing method: one must be aware of his data to select a crowdsourcing method. Over-
all, the obtained results suggest that we can use CUBAM and DS when we have many
judgements per image. One the other hand, Raykar is the algorithm to use for low judge-
ments per image.

4.5 Hybrid Experiment

As discussed in the previous section, the results of crowdsourcing models strongly de-
pend on our data. Furthermore, the number of judgements per image in our dataset can
determine the usage of a crowdsourcing model instead of other. However, it is not only
the judgements per image that characterizes our data. Maybe the most important factor is
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Figure 4.9: Accuracy of running crowdsourcing methods using bluebirds dataset.

the workers’ expertise. In section 4.3 we studied how different workers populations can
affect the results. Moreover, we concluded that for some types of populations, the dif-
ference between crowdsourcing methods and the majority vote reveals to be statistically
noticeable. However, those experiments were only possible because we used synthetic
data,as it is really hard or even impossible to qualify the expertise of a real worker. One
can even perform the same job in a crowdsourcing site many times but still does not know
the type of population. We can, instead, explore an hybrid experiment were both real and
synthetic data is used. Despite this experiment not allowing us to shape our population,
we can change it and study how crowdsourcing models react to such change. Therefore,
in the next two experiments, we will add noisy and adversial workers to the bluebirds
dataset. Noisy workers are those who randomly label an image. Adversarial annotators
always choose the wrong label. By adding such workers to our dataset, we can simulate
a scenario with characteristics that emphasize the problem which the models are willing
to solve.

4.5.1 Random Workers

In the first experiment, we will add random workers to the bluebirds dataset. Noisy
workers have 0.5 of expertise, meaning that they have the same probability to label an
image correctly and incorrectly. Unlike the experiments made in Section 4.3, the images
from the bluebirds dataset do not have an associated difficulty, which means that the
label from a random worker is random. We will perform 6 experiments, adding from 1 to
6 random workers. Note that ours random workers are the first to label our dataset. For
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(a) Error rate with 1 noisy annotators
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(b) Error rate with 2 noisy annotators
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(c) Error rate with 3 noisy annotators
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(d) Error rate with 4 noisy annotators
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(e) Error rate with 5 noisy annotators
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(f) Error rate with 6 noisy annotators

Figure 4.10: Accuracy of running crowdsourcing methods using bluebirds dataset with
random workers.
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example: if we add 1 random worker and request 1 judgement per image, all workers
judgements will be random. As explained in Section 4.2, every worker contributes with
same number of judgements. However, this is not true for random workers. A random
workers have priority to label an image. This strategy allows us to analyse the real impact
of these workers in our dataset.

Figure 4.10 presents the accuracy of running crowdsourcing methods for the de-
scribed experiments. In a global analysis, we can see that for 1 judgement per image,
almost all crowdsourcing methods achieves the same accuracy. This is expected when
using only one worker: the estimated labels will be the labels of that worker. Moreover,
all of those crowdsourcing methods achieves around 50 % of accuracy for 1 judgement
which is a consequence of using at least one random worker since, in average, he will
label correctly fifty percent of the times. The exception in this trend is CUBAM and DS:
both start with high or low accuracy for 1 judgements.

As shown in Figure 4.10, by increasing the number of random annotators all crowd-
sourcing models will eventually achieve the same accuracy as in Section 4.4.2 (around
90 %). However, we observe that the number of judgements necessary to achieve that
value increases with the number of random workers added: with more random work-
ers, more judgements per image are needed for crowdsourcing methods to converge. In
Section 4.4.2 we concluded that almost all algorithms converge with 11 judgements per
image. Thus, one could think that adding n random workers the convergence happen for
11 + n judgements per image. However, we observe that some algorithms need less or
the same number of judgements to converge. Despite this early convergence, they con-
verge for a lower value of accuracy. On the other hand, CUBAM and DS need more than
11 +n judgements but they achieve almost the same accuracy as in the original bluebirds
dataset. For example, when adding 5 random workers (Figure 4.10(e)) CUBAM and DS
converges around 22 judgements per image.

4.5.2 Adversarial Workers

In the previous experiment we study the behaviour of crowdsourcing models when our
dataset has random workers. Despite their random judgements, they will label correctly
half of the times. Now we will study the behaviour of crowdsourcing models when the
dataset has workers which never label correctly: adversarial annotators. This type of
workers is not common to occur in a real scenario. We identify two scenarios to have
this kind of workers in our crowdsourcing dataset: (1) The worker is purposely labeling
incorrectly; (2) The worker did not understand the instructions and is doing the opposite
of what is requested. The setup of this experiment is similar to the one presented in the
previous experiment (Section 4.5.1). This experiment will add more noise to the dataset.
Therefore, we will only perform experiments from 1 to 4 adversarial workers.

The results presented in Figure 4.5.2 are very different from the previous experiments.
When considering 1 judgement, the accuracy is 0 or very close to 0 in all models. This
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(a) Error rate with 1 adversarial annotators
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(b) Error rate with 2 adversarial annotators
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(c) Error rate with 3 adversarial annotators
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(d) Error rate with 4 adversarial annotators

Figure 4.11: Accuracy of running crowdsourcing methods using bluebirds dataset with
adversarial workers.

happens because that adversarial worker labeled all images incorrectly. The same hap-
pens for 2,3 and 4 judgements, per image when the same amount of adversarial workers
is used. We can clearly see that, in all 4 experiments the convergence is not as smooth as
in the random experiment. When the convergence process occurs, it occurs faster than in
the above scenarios. Also, this convergence happens sooner than in the random exper-
iment and even when using only the original dataset. We can observe in Figure 4.11(a)
that we only need 7 judgements per image to achieve an accuracy of 90 percent. Using 2
adversarial workers (Figure 4.11(b) we only need 4 judgements to CUBAM achieves 100
percent of accuracy. This results seem contradictory due the nature of the used workers.
However, the results suggest that crowdsourcing methods can use adversarial judge-
ments to infer the true label. In a binary experiment as such this one, identifying the
adversarial label allow us, by elimination, to infer the true label.

4.6 Summary

In this chapter we studied the state-of-the-art crowdsourcing methods. In Section 4.1,
we described each one of those methods in and the main objectives of the authors. In
Section 4.3 we study how different workers population affect the crowdsourcing methods
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output. We observe that for some types of population using such methods is imperative.
Whereas for other types of population the gain is not so significant. However, overall
crowdsourcing methods outperformed the traditional majority voting.

In Section 4.4 we perform a experiment using a real crowdsourcing dataset: bluebirds.
This allow us to comprehend the behaviour of crowdsourcing models in a real scenario.
It was evident that CUBAM and DS were superior when using an high value of judge-
ments. However, for a low number of judgements per image Raykar can perform better.
Moreover, these methods were the only ones to outperform the majority vote. GLAD and
DS do not beat the majority voting in this experiment.

Further, in Section 4.5 we perform an hybrid experiment where we use the bluebirds
dataset and some non-expert synthetic workers. This experiment allowed us to under-
stand how crowdsourcing methods will react in the presence of two types of bad workers:
random and adversarial workers. We conclude that random workers will require more
judgements per image until reach the convergence. Whereas adversarial annotators make
the convergence happen sooner and faster. Despite the lack of expertise of these workers,
they can be an advantage to crowdsourcing methods to, by elimination, infer the true
labels.

In the experiments aforementioned, we clearly observed that CUBAM and DS are the
ones who produce the best results. However, sometimes these methods requires more
judgements to achieve such results. The use of one crowdsourcing method strongly de-
pends in the objective in hands. If we want to create a cheap dataset where losing some
accuracy is not so important, one may collect few judgements per image and use Raykar.
On the other hand, if the objective is to create the most reliable dataset the choice is collect
a large number of judgements per image and using CUBAM. Also, note that the number
of judgements is proportional to the difficulty of the task. We consider that labelling the
bluebirds dataset a task with medium difficulty for an average person. Easier tasks will
require less judgements while harder tasks will require more judgements.
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5
Learning Classifiers with

Weak-labels

5.1 Methodology

In a real scenario, we want a crowdsourcing model which can generate labels as close
as possible to the ground-truth, allowing us to train classifiers with a high accuracy. In
the previous chapters, we observed that crowdsourcing can be a good alternative to the
ground-truth when labelling a dataset. In this chapter, we will study the reliability of
crowdsourcing labels in training a facial expressions classifier. In order to perform this
experiment, we will use two datasets: the Cohn and Kanade dataset and the Novaemo-
tions dataset. In the first one, facial expressions were collected in a controlled environ-
ment where subjects were aware of the aim of the experiment. In the second one, facial
expressions were collected while players interacted affectively with the game. The pro-
cess to collect the crowdsourcing labels is explained in Chapter 3. These datasets will be
used to train three classifiers: (1) the k-NN classifier, (2) the weighted k-NN, and (3) the
Kernel Density Estimation (KDE). The three classifiers were implemented in the context
of this thesis to allow the use of weak-labels.

The features used in these experiments were extracted with a bank of Gabor Filters,
since this is widely used in facial expression recognition problems. The Gabor filter de-
tects the contours of an image at different scales and orientations. For that reason, it is a
good way to detect traits that differentiates the facial expressions, for example the shape
and eyebrows’s and mouth’s orientation.
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5.1.1 k-Nearest Neighbors

In a k-NN classifier, we have a training set, which contains, for each training element,
a multidimensional feature space and its corresponding label. For a test query, the eu-
clidean distance is computed against all the elements on the training set and only the k
nearest elements are returned. To determine the class of the query instance we can simply
calculate the majority of the classes on the set of the k elements. This classifier allows us
to better understand our problem and, more importantly, find which aspects can improve
the use of crowdsourcing labels in a supervised classification.

Weighted k-NN. The k-NN classifier suffers from the same problem as the majority
voting method: every k-neighbour has equal contribution when classifying a new image.
Therefore, a natural extension of the k-NN is to assign different weights to each neigh-
bour. A simple extension is to use the distance to the neighbour as the weight, and this
allow us to give more importance to the nearest neighbours and less to the distant ones.
We will refer to this modified nearest neighbour classifier as weighted k-NN. The contri-
bution of each nearest neighbour is the inverse of the distance (1/d) to the test sample.

5.1.2 Kernel density estimation

The KDE is an approach to estimate the probability density function of the training data.
It applies a weighting function, or Kernel, to every points in our training set. This ap-
proach differs from the k-NN, since the last one uses a small fraction (k elements) of the
entire set to classify a new element. The KDE uses all elements of our training set to
estimate the density of the distribution.

The contribution of each element also differs from the weighted k-NN: instead of us-
ing the Euclidean distance to weight each neighbor, KDE uses a probability distribution
function to compute the contribution of every training sample. The functions defining the
contribution of a data sample, are the so called Kernel function. Popular Kernel functions
include the Gaussian distribution, the Epanetchnikov distribution and the Laplacian dis-
tribution. For a matter of convenience, we will use the Gaussian function:

K(x) =
1√
2π
e−

1
2
x2

Now that we defined the Kernel function, we are interested in estimating a function
f(x) that represents the aggregated contributions of all training samples in order to esti-
mate the label of an new element. The KDE allow us to estimate the density function on
a given point x, as the sum over all training samples:

f̂(x) =
1

n

n∑
i=1

Kh(x− xi)

Due to the fact that f(x) is dependent on the distance of point x to the training sam-
ples, we need to compute this sum for every test image that we need to classify.
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Formally, we will have one function fl(x) for each label l of our problem. In our case,
we will have a function f(x) for each facial expression that we are considering. Therefore,
we need to define the weight that each training element has in each facial expression. One
approach is to assume that each training sample contributes for the density function of
its own label, consequently, the contribution for the remaining density functions is zero.
With this assumption we extend the previous definition as follows:

f̂l(x) =
1

n

n∑
i=1

Kh(x− xi) ∗ 1l(xi)

where 1l(xi) is an indicator function, taking the value 1 if the sample xi belongs to the
class l and 0 otherwise. In the presence of weak-labels, a facial expression can be anno-
tated with a several labels, for example, a mix of neutral and happy. These assumptions
allow us to extend the f(x) to support weak-labels:

f̂l(x0) =
1

n

n∑
i=1

Kh(x0 − xi) ∗ p(Li = l|xi)

where p(Li = l|xi) is given by the crowdsourcing annotations.

In a multi-class problem, a common challenge is the imbalance of number of training
samples of each class. We have two ways of solving this problem: one approach is to
transform each density function in one probabilistic function, which is achieved by en-
suring that the area beneath the curve is one; another approach is to establish a prior π
of each class j, and for doing that we will assume that these priors are the proportion of
each class in our training set. This last approach allows us to use the Bayes’ theorem to
classify a new element:

p(C = c0|X = x0) =
πc0fc0(x0)∑C
c=1 πcfc(x0)

This definition allow us to compute the probability of one image x0 belonging to a
certain class c0. To classify new images, we only need to find which class has the highest
probability or, in other words, the class c that maximizes the above expression.

5.2 Datasets

In the previous chapter, we analysed the behaviour of each model against a known
ground-truth. The experiments presented in that chapter, the Bluebirds experiment, do
not represent our aim entirely. For that reason, we will perform an experiment by us-
ing two facial expressions dataset: the Cohn-Kanade extended (CK+) dataset, and the
Novaemotions dataset.
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5.2.1 Cohn-Kanade

The CK+ (Figure 5.1) dataset contains 593 sequences of images from 123 subjects, where
each sequence includes several imagens showing the evolution between a neutral facial
expression to another one. The majority of these sequences are annotated by experts
which give us the ground-truth. Only the first and the last facial expression of each
sequence are annotated by experts.

Figure 5.1: Example of CK+ dataset.

5.2.2 Novaemotions

The Novaemotions (Figure 5.2) dataset is a facial expression dataset in which they were
captured while players interacted with a game. Therefore, these facial expressions were
not captured in ideal situations, such as the face orientation or the lighting. Due to the na-
ture of this dataset, some people were so engaged with the game that they were laughing
or talking while performing the requested facial expression, thus, the difficulty is much
harder than in the CK+ dataset. In total, more than 40,000 images were captured.

Figure 5.2: Example of Novaemotions dataset.

5.2.3 Crowdsourcing labels

The process used to collect the crowdsourcing labels for the CK+ dataset was similar to
the one used for the Novaemotions dataset described in Chapter 3. Thus, we collected 5
labels per image and we were able to measure the accuracy of crowdsourcing methods
against the known ground-truth, using a multiclass facial expressions dataset. For the
crowdsourcing methods that can not perform a multiclass classification, we followed a
binary classification for each facial expression. For example, to estimate which images
belong to the class happy, the votes for this class are considered 1, whereas all the other
votes are considered 0. At the end, we merged all the results for all facial expressions.
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Sometimes, crowdsourcing methods could not infer any label for an image. Therefore,
we only considered images where all the methods estimated one label per image. In total,
we have 1081 images from the CK+ dataset, which fulfills these requirements.

Facial expression MV CUBAM DS GLAD RY ZC Total

Angry 80.00 80.00 78.75 76.25 80.00 81.25 80
Disgust 96.81 72.34 98.94 95.74 96.81 94.68 94
Fear 97.22 30.56 94.44 97.22 97.22 77.78 36
Happy 91.89 88.51 91.22 91.22 91.22 93.24 148
Neutral 88.16 89.02 84.73 87.14 90.05 90.05 583
Sad 93.88 69.39 89.80 91.84 89.80 91.84 49
Surprise 100.00 74.13 100.00 100.00 100.00 98.60 143

Accuracy 90.74 82.28 88.71 89.68 91.45 91.01 1133

Table 5.1: Precision of each model labels against known groundtruth

The results of Table 5.2.3 show the accuracy of each crowdsourcing method for each
facial expression. The last line presents the accuracy of each crowdsourcing method,
whereas the last column present the number of images of each facial expression. Note
that, we did not take into account the facial expression contempt because we had only one
example. In the multiclass problem, the best accuracy was 91.45 % and that result was
achieved by RY. It is interesting to notice that RY only support binary labels but achieved
better results than DS and ZC, which actually support multiclass. On the other hand,
CUBAM achieved only 82.28 %. We identified two causes for this: (1) our approach to
use CUBAM in a multiclass problem did not work, and (2) CUBAM can not handle a
dataset with different class proportions. However, these results show that we can rely in
crowdsourcing to collect facial expressions labels.

5.3 Classifying Facial Expressions with Weak Labels

In this section we will evaluate the use of crowdsourcing labels to train a classifier. We
will use the classifiers presented in Section 5.1: k-NN; weighted k-NN and KDE. Also, we
will train these classifiers with the ground-truth.

5.3.1 Training and Test Data

For this experiment, each classifier was trained with two distinct datasets: the CK+ and
Novaemotions datasets. Although both are facial expression datasets, it is important to
note that the facial expressions presented in CK+ were captured in an environment under
the complete control of the authors and the subjects were aware of the final objective of
the authors. Unlike CK+, the facial expressions from the Novaemotions dataset were
captured while players were engaged in a video game. To build these datasets we did
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not control the environment neither were the subjects aware of the true purpose behind
the game.

In order to have a dataset with a ground-truth to train and test, we split the CK+
dataset in two subsets: CK-1 and CK-2. To perform this division, we ensured that images
from the same sequence belonged to the same subset and had a ground-truth label. This
approach avoided training and testing with facial expressions from the same person. Ad-
ditionally, we ensured that both subsets had approximately the same amount of training
examples per class. Afterwards, we trained all classifiers with one of these subsets using
labels produced by crowdsourcing methods and the ground-truth. The remaining subset
is used to test.

The previous split only used images from the ground-truth. Therefore, many images
are not used. To address this problem, we performed another division. We created a
subset of CK+ dataset which contained only images from the middle of each sequence
(CK-M) and another subset which only contained the first and the last images of each
sequence (CK-FL). This allowed us to train with CK-M and test it with CK-FL but not the
opposite, because only the CK-FL has a ground-truth.

The previous experiment allowed us to predict what to expect when training with
data not affected by conditions such as lighting, background noise and pose. However,
our objective was to use facial expressions captured while players interact with a game.
Therefore, we performed an experiment similar to the one above, where we trained the
KNN classifier using the Novaemotions dataset, which fulfiled our requirements. The
process used to collect the labels was also similar to the CK+ dataset. However, we did
not have a ground-truth that allowed us to test the classifier with same kind of data
that was used to train it. Thus, we will use the images with ground-truth from the CK+
dataset.

5.3.2 Results

The results in Table 5.2 show the accuracies when training the k-NN, weighted k-NN and
KDE classifiers with images from the subsets presented in Section 5.3.1 and labels from
different crowdsourcing methods. Also, whenever it was possible, the ground-truth that
was used to train the classifier. At first glance, we can observe that training with CK-M
and testing with CK-FL achieves the best results with accuracies around 85% The reason
for these high results is because we did not avoid including images from the same person
in training and testing. Additionally, this approach allowed us to understand if workers
and the crowdsourcing methods could infer the correct label for the images in the middle
of a sequence. These are harder to identify than the first one or the last one, because the
middle facial expressions are the transition between a neutral facial expression state and
a well defined facial expression. A perfect worker should be capable to label a middle
facial expression as neutral or its final state. This assumption proved that workers, in fact,
labelled correctly the middle images. However, CUBAM did not ensure the same quality
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Classifier Train Test MV Glad CUBAM ZC RY DS GT

KNN CK-M CK-FL 85.53 85.53 78.95 84.82 85.32 85.32 —
KNN-W CK-M CK-FL 85.53 85.53 79.96 85.32 85.63 84.82 —
KDE CK-M CK-FL 85.73 85.63 79.45 83.40 85.43 86.03 —

KNN CK-1 CK-2 60.29 60.29 59.39 59.93 60.29 60.82 60.82
KNN-W CK-1 CK-2 60.64 60.64 59.57 60.11 60.64 61.18 60.47
KDE CK-1 CK-2 58.14 58.14 57.60 57.25 58.14 57.78 57.25

KNN CK-2 CK-1 60.84 60.61 58.97 61.07 60.61 60.14 61.54
KNN-W CK-2 CK-1 60.84 60.61 59.44 60.37 60.61 60.37 61.54
KDE CK-2 CK-1 57.34 57.34 56.64 57.58 57.34 57.11 58.51

KNN Nova CK-FL 31.98 28.85 31.98 33.30 31.88 31.28 —
KNN-W Nova CK-FL 26.72 26.01 25.91 29.55 28.95 26.21 —
KDE Nova CK-FL 24.90 24.29 24.39 26.82 26.62 23.99 —

Table 5.2: Accuracies of training various classfiers (k-NN, weighted k-NN and KDE) using
crowdsourcing labels from different methods.

as the other crowdsourcing methods with a difference of around 6%. Comparing the
classifiers, we could not pin-point a single classifier that was better across all experiments.

Analysing the second and third set of experiments, with CK-1 and CK-2 subsets, the
results are almost the same when training with one subset or the other. Unlike the previ-
ous experiment, we can clearly observe that k-NN performed better than the other classi-
fiers, although the difference is not as significant as when comparing with the weighted
k-NN. On the other hand, when comparing it with KDE, the difference is around 2%.
CUBAM was not capable of performing as well as the other crowdsourcing methods. In
this experiment we trained the classifiers with the ground-truth. Unexpectedly, training
the weighted k-NN and KDE classifiers with the crowdsourcing labels achieved better re-
sults than with the ground-truth. In the former classifier, the DS method was the best with
an accuracy of 61.18% while in KDE three models achieved 58.14%: MV, Glad and RY. In
the remaining four experiments, although the ground-truth achieved the best results, the
difference to the crowdsourcing methods was as little as 1%. These results suggests that
crowdsourcing labels can actually be used as an alternative to the ground-truth.

The fourth and last set of experiments involved training each classifier with the No-
vaemotions dataset and testing it with CK+ dataset. As explained in Section 5.2, the
images in the CK+ dataset were collected in a controlled environment where the authors
could control aspects like lighting, background as well as the subjects pose. The images
in Novaemotions dataset were collected in a real environment while players affectively
interacted with a game. These differences explains the results obtained and presented in
Table 5.2 where the best result was 33.30%. It is interesting to note that, in previous ex-
periments, ZC never surpassed the other crowdsourcing methods, yet in this experiment
achieved the best results with a significant margin. This suggests that ZC can perform
better with a noisier dataset than the other crowdsourcing methods.
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5.4 Summary

In this chapter we analysed the performance of three classifiers in the presence of weakly
labeled training data. Section 5.1, described each classifier and how we can use them
in our context. The k-NN is the simplest classifier used where the label assigned to the
new image is given by the majority class of the k closest neighbours. The weighted k-NN
allowed us to give different weights to each neighbour (i.e. the weak-labels are included
as probabilities and not as binary labels). Similarly, the training elements in the KDE
have different contributions to classify a new image. This contribution is given by the
Gaussian Kernel used. We conclude that using different weights per training element
can be a solution to use crowdsourcing labels to train a classifier.

In Section 5.2 we presented two distinct facial expressions datasets: CK+ and No-
vaemotions. The first is a facial expression dataset where the images were collected in
a controlled environment, whereas the images of Novaemotions dataset were collected
in an uncontrolled environment. In this chapter we also compared the crowdsourcing
methods output against the ground-truth of the CK+ dataset. We observed that crowd-
sourcing labels were very similar to the ground-truth with an accuracy of 94% in three
crowdsourcing methods: MV, GLAD and RY. These results suggested that crowdsourcing
output is actually a viable alternative to more expensive ground-truth.

In the last section (5.3) we studied the use of crowdsourcing labels to train a classifier.
We divided the CK+ dataset in two subsets: one with the intermediate images of each se-
quence (CK-M) and another with the first (neutral) and the last image (CK-FL). Also, we
divided the CK+ in two more subsets ensuring that images from the same sequence were
in the same subset (CK-1 and CK-2). These subsets allowed us to perform four experi-
ments: (1) train the classifiers with CK-M and test it with CK-FL; (2) train the classifiers
with CK-2 and test it with CK-1; (3) train the classifiers with CK-1 and test it with CK-2;
(4) train the classifiers with Novaemotions and test it with CK-FL. The first experiment
achieved the best results, which leads us to believe that crowdsourcing workers could
actually label the most ambiguous images from the CK+ dataset correctly. The worst re-
sults were achieved in the fourth experiment. The reason for this is that the nature of
both datasets is quite different. Despite these worst results, ZC stands above the other
crowdsourcing methods in this experiment. This suggests that ZC is better when we use
a noisier crowdsourcing dataset to train a classifier.
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This thesis explored the use of crowdsourcing to label a large-scale facial expression
dataset. Unlike professional or experts, we can not consider the data produced by a
crowdsourcing worker as a ground-truth. Therefore, it is imperative to collect many
judgements per image. However, this approach force us to use methods that merge these
labels into a single label, ideally equal to the ground-truth. The ease of collecting crowd-
sourcing data in combination with their low costs allow us to consider strategies to use
crowdsourcing data as a reliable and cheap alternative to the ground-truth given by ex-
perts. In sum, during this thesis we tried to answer the following questions:

Q1) How to collect facial expressions labels using only crowdsourcing?

Q2) How to merge labels for the same image that were given by different workers?

Q3) How effective is crowdsourcing data in training a classifier?

Concerning the crowdsourcing process to obtain the facial expressions labels (Q1),
we started by identify factors that directly or indirectly influence the data collected from
crowdsourcing sites. A crowdsourcing job has several micro-tasks where workers request
pages of micro-tasks to perform (not the whole job). We concluded that the number of
micro-tasks presented in crowdsourcing pages may directly influence the quality of the
data. Once the worker is rewarded at the end of each page, pages with many micro-tasks
will prevent that worker from leaving the task at any time. To reinforce this idea, using
fewer micro-tasks per page makes the data quality increase over time. In other words,
workers which perform more micro-tasks at their "own will" produce more reliable data.
However, the everlasting question in crowdsourcing is how much to pay to each worker.
In this thesis, we observed that increasing the price also increases the data quality but
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this increase is not significant. This is a subtle question, but we also believed that this
will be essential in the future of crowdsourcing. After setting the optimal parameters
for a crowdsourcing job, we collected 5 judgements for 40,982 facial expressions, which
resulted in the creation of the Novaemotions dataset. A first version of this work was
published in Workshop CrowdMM’13, co-located with ACM Multimedia 2013 [5].

Regarding the merging of the labels given by different workers (Q2), we performed
an evaluation of the state-of-the-art of several crowdsourcing methods: Dawid and Skene
(DS) [40], GLAD [41], CUBAM [42], Raykar [43], Zen [44], and the baseline Majority
voting. These methods aim to infer the true label among various crowdsourcing labels
for the same image. Unlike the majority voting, these methods model other attributes,
such as worker’s expertise, bias and task difficulty. To perform this evaluation, we cre-
ated synthetic workers to be able to design different worker’s population. This allowed
us to understand the behaviour of crowdsourcing methods with different population of
worker’s expertise. We concluded that the crowdsourcing methods can perform better
than the traditional majority voting. However, the gain is not so significant for some
types of workers population. Despite that, when the population includes good workers
the gain is between 3 and 5 percent when comparing with the majority voting method.

With respect to crowdsourcing being an alternative to the ground-truth (Q3) we also
tested the crowdsourcing methods using a real dataset with a known ground-truth. We
verified that CUBAM, DS, and Raykar outperformed majority voting. Additionally, we
added two types of noisy workers in this dataset: random workers and adverserial work-
ers. Random workers delayed the convergence to a stable label (need more judgements
per image), but achieved the same accuracy; adversarial workers made the convergence
happened sooner and achieved even better results than when we used the clean dataset.
Moreover, the majority voting achieved the worst results when used adversarial annota-
tors.

In conclusion, we believe that the choice between one of these methods depends
on the problem at hand. While CUBAM and DS are the best methods to achieve the
best results, but they need more judgements per image to achieve such results. Raykar
achieved almost the same accuracy with less judgements per image. Therefore, to cre-
ate the most reliable data we should request a considerable number of judgements and
use the CUBAM method to estimate the true labels. On the other hand, if we want to
build the best price-quality ratio dataset, we should request few judgements and use the
Raykar method.

We also carried out an evaluation (Q3) to test if the crowdsourcing labels can be re-
place the ground-truth given by experts. It was clear that the data collected from crowd-
sourcing are identically to the one produced by experts (more than 90% of accuracy).
Moreover, we trained three classifiers using crowdsourcing labels. The obtained results
revealed that training with this type of data achieved almost the same results as training
with the ground-truth.
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6.1 Future work

This thesis studied the reliability of using crowdsourcing as a source of knowledge. How-
ever, this recent research field is in it early stages – we foresee some of the crowdsourcing
future as the expansion of the following research fields:

• Human-in-the-loop strategies - The evolution of machine learning algorithms al-
lows us to use computers to solve several difficult problems, such as facial expres-
sion recognition. Nevertheless, harder tasks are still a problem. In this case, crowd-
sourcing can help to disambiguate some computer’s results or even validate them.
In a near future, it will be expected that the symbiosis between humans and com-
puters will increase (as is the case in search engine results quality control).

• Reward strategies vs pay-per-task approach - The reliability of crowdsourcing
data is strongly connected to workers commitment. This means that crowdsourcing
methods are worthless if crowdsourcing data is unreliable. We can see this process
as a house of cards where we need a solid base to keep the structure steady. There-
fore, we can perceive the emergence of new approaches to maximize the workers
commitment and, consequently, the data quality. Since money is the most impor-
tant incentive in crowdsourcing sites, some approaches replaces the traditional pay-
per-task for other strategies, such as Winner-Takes-It-All, where the most successful
worker wins all the money involved [72].

• Multi-class crowdsourcing methods - The state-of-the-art crowdsourcing methods
does not address multi-class problems explicitly. Although some of these methods
formalize a multi-class approach, the majority of these works did not perform a
proper evaluation. Our approach to make these methods to handle a multi-class
classification was not the ideal one. This field requires a more detailed study and
evaluation in the future.

• Learning a classifier and the ground-truth jointly - In this thesis, we evaluated the
crowdsourcing methods and the use of weak-labels to train a classifier individually.
This process made us lose valuable information. For example: when we trained a
classifier with crowdsourcing methods labels we lost the individual worker’s re-
sponses. A more comprehensive approach would be capable of jointly learning a
classifier while it estimates the true labels. Nowadays, Raykar et al. [43] was the
only to propose such approach.
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