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Abstract

This research thesis presents a micro-power ligigrgy harvesting system for indoor
environments. Light energy is collected by amorghsllicon photovoltaic (a-Si:H PV) cells,
processed by a switched-capacitor (SC) voltage ldouircuit with maximum power point
tracking (MPPT), and finally stored in a large capga. The MPPT Fractional Open Circuit
Voltage Voc) technique is implemented by an asynchronous stathine (ASM) that creates
and, dynamically, adjusts the clock frequency @& step-up SC circuit, matching the input
impedance of the SC circuit to the maximum powentp@PP) condition of the PV cells. The
ASM has a separate local power supply to makebtsbagainst load variations. In order to
reduce the area occupied by the SC circuit, whigéntaining an acceptable efficiency value,
the SC circuit uses MOSFET capacitors with a chasgsing scheme for the bottom plate
parasitic capacitors. The circuit occupies an afe@.31 mniin a 130 nm CMOS technology.
The system was designed in order to work underst&aindoor light intensities. Experimental
results show that the proposed system, using P wéth an area of 14 cinis capable of
starting-up from a 0V condition, with an irradianof only 0.32 W/rh After starting-up, the
system requires an irradiance of only 0.18 W8 pW/cnt) to remain in operation. The ASM
circuit can operate correctly using a local powepy voltage of 453 mV, dissipating only
0.085uW. These values are, to the best of the authomwladge, the lowest reported in the
literature. The maximum efficiency of the SC coneeis 70.3% for an input power of 48V,

which is comparable with reported values from discaperating at similar power levels.

Keywords — CMOS integrated circuits, Energy harvestMaximum Power Point Tracking

(MPPT), Power conditioning, Photovoltaic cells, @@ss sensor networks.
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Resumo

Esta tese de investigacdo apresenta um sistemalideitea de energia luminosa, de micro
poténcia, para ambientes interiores. A energiariosa é recolhida por células fotovoltaicas de
silicio amorfo (a-Si:H PV), processada por um dtcduplicador de tens&o com condensadores
comutados (SC), com seguimento do ponto de maxioténpia (MPPT) e, finalmente,
armazenada num condensador com um valor grandécica MPPT da tensdo de circuito
aberto fracional é implementada através de uma imégle estados assincrona (ASM) que gera
e, dinamicamente, ajusta a frequéncia de relogiccicuito SC ampliador, conjugando a
impedancia de entrada do circuito SC com a condigdoonto de maxima poténcia (MPP) das
células PV. A ASM ¢ alimentada por uma fonte denatitacdo local separada, para torna-la
robusta a variagdes da carga. De maneira a realdziga ocupada pelo circuito SC, mantendo
simultaneamente um valor de eficiéncia aceitavealirauito SC usa condensadores MOSFET
com um esquema de reutilizacdo de carga dos cantdlanes parasitas da armadura inferior. O
circuito ocupa uma area de 0.31 fnmuma tecnologia CMOS de 130 nm. O sistema foi
projetado de maneira a operar sob intensidadests@s$ realistas em interiores. Resultados
experimentais mostram que o sistema proposto, asegldlas PV com uma area de 14 cén
capaz de arrancar, a partir de uma condicdo den@ ¥Yaida, com uma irradiancia de apenas
0.32 W/nf. Ap6s o arranque, o sistema precisa de uma imeidiade apenas 0.18 W/m
(18 uyW/cnt) para se manter a funcionar. O circuito da ASMseguie operar corretamente,
usando uma tensdo de alimentacéo local de 453 is8ipdndo apenas 0.0@%V. Estes valores
sdo, tanto quanto os autores tém conhecimento,abs Ipaixos reportados na literatura. A
eficiéncia maxima do conversor SC é de 70.3%, para poténcia de entrada de| A&, a qual

€ comparavel com valores reportados de circuity®esar com niveis de poténcia semelhantes.

Palavras-chave — Circuitos integrados CMOS, Cahdé energia, Seguimento do ponto de
maxima poténcia (MPPT), Processamento de energlalas fotovoltaicas, Redes de sensores

sem fios.
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Chapter 1

INTRODUCTION

1.1 Motivation and context

The capability of electronic circuits to obtain egefrom the surrounding environment, for self
powering, is an interesting feature that has gainedeased attention [1], either for sensor
networks [2], [3] or embedded systems [4]. Thisatality allows for electronic devices to
operate without the need to be connected to theepgrid, nor the replacement of batteries on a
regular basis [1], [3], [5], [6]. This feature ispecially important for sensor networks, because
the remote sensor nodes can be deployed to ang plaere a sufficient amount of energy can
be obtained from the environment. These networksbeaused in a wide range of applications
[3] and therefore, the design of low-cost energgyvésting devices and networks is attracting
more attention [2]. This philosophy is promising take over the powering paradigm, in
opposition to traditional powering methods, invalyibatteries or a cord connection to the
power grid. Moreover, if there is the intent of tgpng a wireless sensor network (WSN)
where the extension of the power grid is infeasiblethe replacement of batteries has a large
cost, the use of self-powered nodes is the onlipppBensor networks that solely rely on grid
connections are limited by having the sensors éutatose to a power outlet or from the power
grid. Thus, if one wants ubiquity and pervasive rapien, relying on the power grid is an

evident limiting factor.

One step forward, towards unlimited sensor locatemuld be the use of batteries. This

allows for complete freedom in the location of #ensors. However, one last obstacle remains,




which is the batteries themselves, because asdtwead energy gets depleted, they need to be
replaced. Eventually, this can be a problem ifrgdanumber of sensors are deployed and if they
reside in places that are difficult to reach. Ashsuhe trivial operation of battery replacement

can become expensive and burdensome.

To achieve indefinite operation in inhospitablediians, the sensors must be powered in
such a way that they can obtain their power diyethm the surrounding environment. This
kind of procedure is commonly known as energy h&ting, or energy scavenging. Besides its
ubiquitous facet, energy harvesting also revealddointeresting both in ecological and
economical terms. Avoiding the need of batteries, dystem main powering purposes, the
sensor system will not be responsible for contittguto chemical pollution caused by disposing
of batteries, or even their manufacturing, in thet fplace. In economical terms, not using

batteries represents cost reduction both in dedndseplacement procedures.

Energy harvesting systems can obtain energy frdfardint sources: light (solar [5] or
artificial [7]), electromagnetic emissions [8], n@mical movements (e.g. vibrations) [9],
thermal gradients [10], etc. All of these sourdesre a common limitation: low energy density.
This means that the electronic circuits insideghisor node must operate using extremely low
energy levels and must have efficiencies as higlpassible. This poses significant design
challenges. Furthermore, in many applications, ey limited available energy forces the
circuits to remain in a power-down state for mosthe time, until enough energy has been
harvested and stored. Among all energy sourcest iggthe one with the highest density by
volume unit, for low-power systems [5]. Moreovehopovoltaic (PV) cells are more compact
devices than those that harvest energy from otberces and can be compatible with some
CMOS processes [11].

In indoor environments, it can be preferable toehawsensor, or network of sensors, self
supplied, in order to avoid the use of any cordneation. Using harvested energy, the costs of
material like cable duct, the tangling of wires,amy other inconvenient can be avoided, in
addition to having the freedom to put the nodesrestexactly required. Energy can also be
obtained from the light existing indoors, howewvesjng indoor light to power an electronic
application, represents an increased challenge. |[&bels of available light energy inside
buildings are much lower than those that can baiodtl outside and the available light energy
in indoor environments can vary significantly, girtbe light from the Sun is attenuated and can

be mixed with artificial light.

This thesis describes an indoor light energy haingsystem intended to power a sensor

node, enabling a network similar to the one deedriim [12]. Although designed to cope with




indoor light levels, the system is also able to kvaith higher levels, making it an all-round

light energy harvesting system.

A powered sensor circuit can work in an ON-OFF megiwith a low duty-cycle. When
the voltage in a storage capacitor becomes lalhger & certain value, the sensor circuit can be
turned on, drawing current from the storage capgcthus reducing its voltage. This will

control the maximum output voltage produced byttaievesting system.

The system that will be developed in this thesusth be fully integrated (except for the

PV cells and the energy storing large value capgc¢iio minimize size and cost.

The harvested energy can be stored, either in a&rcajpacitor [13], [14], or in a
rechargeable battery [15]. The use of any of thieséces enables the node to work when there
is no energy available from the environment. Ineord maximize the harvested power from a
PV cell, it is necessary to use a DC-DC convettat tan track the MPP of the PV panel. In
this thesis, it is proposed to develop a MPPT DC-t@@verter based on switched-capacitor
(SC) networks instead of inductors [15], to redboth the cost and volume of the system. The
MPPT algorithm will be implemented in the analogrddn to save power, putting aside any
implementation based on a microcontroller. It ifdwed that by combining the experiences of
specifically designing PV cells for this applicatjdailored to work in an indoor environment,
and also designing optimized electronic circuits émergy conditioning at very low power

levels, an innovative solution can be achieved.

Given that some amount of harvested energy is idedpower the control circuits, it is
expectable that the efficiency, at this power lewall yield a lower value than that of a larger
power application, using the same principles amgré¢ghms. The maximum efficiencies are
between 60% to 70% [13], [15]. One thing to keepnimd is that the total harvested energy
must be such that it can be made useful for poweha desired application or circuit, and also
to self-power the control circuitry that manages iarvester. This demand is formally stated in
literature, as thd&energy Neutrality[4], [16]. Generally speaking, the system will &kle to
work whenever it has the available energy to dtf the system has the ability to permanently
harvest enough energy from the environment, theoait permanently operate, although
occasional interruptions may eventually exist. Timsans that interruptions will have to be
tolerable, or even they can be a strategy of ojperathere are a number of strategies that can

be adopted, according to the type of system uskgje [

The objective of this thesis is not to develop eelgiss node for a specific application, but
to show that it is possible to manufacture the ésting section, such that it can work with the

available energy from its surroundings, provingt ttds concept can be viable. It is expected




that the developed system can be adapted to watk diiferent types of sensors such as
temperature, pressure, light, etc. If the purpdsthe system is to transmit the light intensity
received by the PV cells, then this informationl & available from the operating frequency of
the DC-DC converter. Such a node could prove igulisess by monitoring the light conditions
inside a room and, using this information, adjbstitlumination to an optimal level, optimizing
the electrical energy usage. This is why the systemt be robust enough to operate in indoor

environments, where the available light is substfintiess than in outdoor scenarios [16].

Another strong motivation deals with economy anthwinvironmental sustainability. As
the overall system is intended to operate withbatrteed of common batteries to get powered,
it will pay off in the long term, since there is need to buy additional powering components.

Moreover, the power received from the surroundimgrenment, is zero-cost.

In addition to the economic benefit, not using &dds also means that it will not be
necessary to use any process for recycling dragedces. This environmental aspect is
particularly important, even though the most recgemeration of batteries is progressively
making use of less polluting materials. Yet a mprienary consequence of avoiding battery

powering, is the fact that batteries do not everdrte be manufactured, in the first place.

According to the present trends, and thinking ab@ubroader application, the node

supplied by the proposed system could be a pdneointernet of Things (I0T).

1.2 Original contributions

The main contributions of the work carried out inist thesis are concentrated in the
development and improvement of CMOS circuits focnmipower DC-DC converters to work
with PV cells, including the implementation of MPRIgorithms using low-power controller
circuits. These contributions have led to the potidn of various papers in conferences and

journals of the area. The main contributions of thork are summarized next:

e A step-up micro-power converter for solar energywbsting applications, based on a
switched-capacitor voltage doubler architecture hwMOSFET capacitors, was
developed in [17]. The use of MOSFET capacitorsiltesn an area approximately
eight times smaller than when using MiM capaciforsa 0.13um CMOS technology.
In order to compensate for the loss of efficienciye to the larger parasitic
capacitances, a charge reusing scheme is emplagesktended version of this work is

provided in [18], presenting a more complete charaation and results.




A DC-DC step-up micro-power converter, using a S@ltage tripler architecture,
controlled by a MPPT based on the Fractional Opéecu Voltage method, was
developed in [19]. This circuit was designed in.&3@um CMOS technology, in order
to work with a a-Si PV cell. The use of this simplaethod allowed for having a
reduced power dissipation in the MPPT controllecuit. The system has a local power
supply voltage, created using a scaled-down SGgeltripler, controlled by the same
MPPT circuit, to make the circuit robust to loaddahumination variations. The SC
circuits use a combination of PMOS and NMOS trdasssto reduce the occupied area.

The same charge reusing scheme is used just lfkeche

A step-up micro-power converter using a SC voltadg@er, controlled by a MPPT
circuit based on the Hill Climbing algorithm wasve®ped in [20]. This circuit was
designed in a 0.18m CMOS technology in order to work with an a-Si eall.

An analysis of the pertinent issues about desigamg)developing a DC-DC converter
for a low-cost, micro-power indoor light energy Vesting system, using CMOS

technology, was published in [21]. From this anialgspossible solution is discussed.

A voltage limiter circuit for indoor light energyahvesting applications was developed
in [22]. This circuit ensures that, even underrgrdlumination, the generated voltage
will not exceed the limit allowed by the technolpggvoiding the degradation, or

destruction, of the integrated die.

A start-up circuit for the micro-power indoor ligl@nergy harvesting system was
developed, manufactured in a 0.183n CMOS technology, and experimentally
evaluated in [23]. This start-up circuit achievem tgoals: firstly, to produce a reset
signal, power-on-reset (POR), for the energy hdimvgssystem, and secondly, to
temporarily shunt the output of the PV cells to thigput node of the system, which is
connected to a capacitor. This capacitor is chatgedsuitable value, so that a voltage
step-up converter starts operating, thus increaiagoutput voltage to a larger value

than the one provided by the PV cells.

A micro-power light energy harvesting system fataor environments, aimed to work

under realistic indoor light intensities, was desid, manufactured and experimentally
evaluated in [24]. In this system, light energhasvested by a-Si:H PV cells, processed
by a SC voltage doubler circuit with MPPT and, finastored in a large capacitor. The

circuit occupies an area of 0.31 min a 130 nm CMOS technology. Experimental
results show that the proposed system, using A¥ with an area of 14 cinis capable

of starting-up from a 0V condition, with an irradce of only 0.32 W/fn After




starting-up, the system requires an irradiancendf ©.18 W/nf (18 pW/cn) to remain
in operation.

« A feasibility study, to check the most suitable ¢hnology and the levels of available
indoor light energy (and their worst case), aimiognable an indoor WSN, was made

in [25]. It could be confirmed that a-Si PV celle ¢he most adequate for indoors.

1.3 Thesisorganization

This thesis is organized as follows: Chapter 2 gntssan overview about Energy Harvesting
electronic systems, namely regarding energy habbstsources and a comparison between
them. Chapter 3 shows a study about PV cell tecgmd, an integrated CMOS PV cell that
was actually implemented and a light energy avditplassessment in indoor environments, in
order to check the realistic conditions of the gesChapter 4 shows the issues related to DC-
DC converters, MPPT techniques and energy storewicds. In Chapter 5 it is presented the
design of the proposed system. The step-up comantlitecture, the design of the ASM that
controls the switching and the MPPT technique tisajointly used are described. Chapter 6
presents the physical implementation of the théesysi.e. its layout in integrated circuit, using
a CMOS technology. In Chapter 7, it is presentedetkperimental testbed, its details, and the
results that were obtained from the complete mantufad prototype, composed by the
integrated system and the PV cells. Finally, Chapteresents the conclusions about this work,
discussing the issues and the results that weravrghand future perspectives are also
suggested. In Chapter 9, the complete list ofditee references is given, which served to aid in

the making of all of this work.

Additionally, there are four appendixes. In Appendi the light measuring device, used
for the light availability study performed in Chap®B, as well as its accessories, is presented so
as to have an overview about it. Appendix B preséme¢ manufacturing, characterization and
analysis process of an amorphous silicon PV celt thas been specifically designed and
manufactured for this work. The results about aqtype cell are presented, consisting on the
parameters that can be used to model the cell ifereht ambient light intensities. In
Appendix C it is presented a short study about mwse the waveform results given by the
simulations in Spectre, so that the correct measemés about power can be computed, when
dealing with SC circuits. Finally, in Appendix D,i$ presented the simulated performance of a
MPPT method, the Hill Climbing, firstly thought toe also included in this thesis. This
inclusion did not happen but, as promising resallisut it had been published, it seemed worthy

to briefly show the phase generator that was desigmd the set of results that was achieved.




Chapter 2

ENERGY HARVESTING

ELECTRONIC SYSTEMS

2.1 Introduction

This chapter presents a literature review aboutvir®us ambient energy sources that can be
harvested and the description of some related mgstAs such, Chapter 2 will provide a brief
overview about each source and describe some syshamhuse that same energy source. This
will be extended on to the domain of the wirelemsser networks and the aspects related to it,
being presented some examples of energy harvgstiwgred WSN in different environments.
A brief description of what is expected from eaeltwork and how it succeeds in harvesting the

energy that enables it to work, will receive a jgaittr focus.

Since light is the energy source being harvestedrder to power the system described
in this research thesis, some more attention vélldiedicated to the analysis of this source.
Proceeding with this purpose, a more detailed dgerabout PV technologies will be given in
Chapter 3. In addition, a more focused insight dogeDC-DC converters, energy storing
devices and MPPT techniques, will be given in Chagt so as to complete the literature

review opened up in the present chapter.




2.2 Available energy sources

In the surrounding environment, there are a nundfgoossible energy sources that can be
conveniently harvested, in order to power electr@pplications [5]. Depending on whether a

certain energy source is more abundant, that doulthe preferred one.

However, another possible configuration that penfambient energy scavenging relies
on the conjunction of multiple energy sources, lik¢3], [5], [10] and [26]-[29]. The latter is a
highly miniaturized system, designed to have maitylain the sense that one can add or
remove IC layers, which communicate among themselsing theC protocol. This system
occupies a volume of only 1 nimentering in the category of smart dust, which aneless
sensor nodes with perpetual energy harvesting.,Négt 2.1 shows the evolution in terms of
volume reduction that occurred over the past degadesonformity with Bell's law, as stated in
[29]. This law is somewhat related to the well-kmolioore’s law [30], although the latter may
probably be reaching its limit [31].
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Fig. 2.1 - Continuous down-scaling of micro-sizenpating systems [29].

The scavenged energy sources more commonly usepgresented in this chapter and
very briefly described and characterized in thdofeing subsections, as a more detailed
overview is outside the scope of this thesis. Hawerelevant references will be given, in order
to aid in getting a broader insight about each e®and related systems that are specifically

designed to work with it.

2.2.1 Mechanical

Mechanical energy can be harvested from variousralasources, such as wind [32], wave
motion [33], vehicle motion, or in general, any diof vibrations or movement, namely, by
resonance. There is an important issue specificegichanical energy harvesting systems, which
is the need to have rectifying circuits. As one&lésling with alternating signals, an AC to DC

conversion must be carried out. The rectifiers barnpassive or active. The former ones are




based on diode topologies, namely, rectifier brsdgehile the latter ones employ some means

of switching power conversion, as in [34].

There are several ways of converting mechanicatggnmto electrical energy, from
which one can choose. This conversion can be dgnesimg electromagnetic ([5] and [8]),
piezoelectric [9] or electrostatic means [35]. Acling to [8], the most suitable materials to
harvest mechanical energy are those that expleitelectromagnetic and the piezoelectric
principles, possessing the highest power densitgmcompared to the electrostatic ones. Each
of these materials has a different electrical balraxand thus, when using any of them, a
different electric interface must be used. Harwsstxploiting vibrations, presently have an
efficiency ranging from 25% to 50% [36].

2.2.1.1 Electromagnetic conversion

In order to have the possibility to perform simidas, destinated to check any proof of concept,
it is necessary to have a model of the harvestdceeln the mechanical context, when dealing
with electromagnetic conversion devices, it is ldoahave finite element method (FEM)
models, so as to have a suitable representatidgheoharvester. This model can be used in
conjunction with electric circuits, in order to d&@ha a simulation. For example, in [8], an
electromagnetic energy harvester is studied usiisgapproach. In Fig. 2.2 a), it is given an idea
of how the FEM model looks like. Subsequently, tiiges origin to a block diagram model at
numerical level, which is shown in Fig. 2.2 b), dhid one can then be translated to Spectre, for
example, allowing for electric simulation. Also,istto note in Fig. 2.2 b), how the kinematic
variables are involved. Electromagnetic transducgemerate a voltage offering a low

impedance output.
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Fig. 2.2 - FEM model of an electromagnetic conwmrsievice [8].

Tipically, electromagnetic conversion is used fmger power levels than the ones aimed
by this thesis and, therefore, it will not be added further. Moreover, the cost of this type of

converters is higher than for other types.




2.2.1.2 Piezodectric conversion

There is a material, Lead Zirconia Titanate (PZWigely used for this conversion, which is
considered as the silicon counterpart of piezostentaterials, when dealing with engineering

applications, as it can be found in [1], [28] oF]3

A piezoelectric energy harvester is typically a tdewmered beam with one or two
piezoceramic layers, which can vibrate in variouisration modes. The induced strain is
converted into electrical charge, originating atagé. The generated voltage is proportional to
the force, and thus, to the vibration magnitudeliaggo the harvester. However, piezoelectric
energy transducers are characterized by a highdamme output, unlike conventional voltage
sources. This results in the need to use apprepelattric circuits that correctly interface with

this type of transducer. The voltage generationharism is illustrated in Fig. 2.3.
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Fig. 2.3 - Voltage generation mechanism in a pikzec harvester.

This kind of mechanism is bidirectional, such thgatapplying a voltage will result in a

deformation, meaning that these materials can &é bisth as sensors or actuators.

The simplified electric model of a unimodal piezmtic harvester is represented in Fig.
2.4 a).
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Fig. 2.4 - Simplified model of the piezoelectriaVwster [38].

At the left hand side of Fig. 2.4 a), the mechdmeat of the model is represented, where
R, L and C represent the mechanical parameters loss, masstdimess, respectively. The
transition from the mechanical to the electricainai is modeled by a transformer with a ratio
of n, where the conversion from stiffness to the curieis performed, instead of using the

generated voltage directly. At the right hand side,in the electrical domailg, represents the
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plate capacitance of the piezoelectric material eiht resonance, the whole circuit can be
simplified to a current source in parallel with apacitor and a resistor, in which the latter
represents the losses. This model is depictedgnZ b). With this circuit, the MPP condition

can be achieved if the load connected at the outpuhe conjugate of the impedance

represented b€, andR,, i.e. the load must have an inductive component.

2.2.1.3 Electrostatic conversion

Micro electrical mechanical systems (MEMS) are walited to collect mechanical energy.
Devices using this kind of technology can be bsilt as to be compatible with CMOS
integration, in order to lay out both the harvested the energy processing system in the same
die.

Basically, the harvester can consist of a simplealste plate-distance capacitor. The
energy conversion can be achieved in two wayseelili varying the gap between the plates or
varying their overlap. A simple way to illustrathig principle is by looking at Fig. 2.5,
representing a rest position, from where the moylage can suffer a translation along any of

the axis, as a consequence of vibrations or argr otiotion.

Moving
plate

: : X Cval' 7/4 VC

Fixed
plate

Fig. 2.5 - Symbolic representation of the conversiechanism using MEMS.

If this translation occurs along tlyeaxis, the distance between plates will vary, dred t
capacitance will vary accordingly, in an inversphpportional way. On the other hand, if the
translation occurs along theor thez axis, the plate overlap will decrease and so thid
resulting capacitance. If the capacitor is pre-gbdrand then kept open-circuited with a
constant charge, the capacitance variation willhgkathe voltage of the capacitdrc] and,

consequently, the stored energy [39].
The variation of capacitance is given by the patallate capacitor equation,

A
Cvar :gogrE, (2.1)

and relies on modifying either the superpositioaaaof the plates of the capacit®),(the
distance between plated) (or even the dielectric constant of the insulataterial between

plates &), if a different material is inserted in betweeis the dielectric constant of vacuum.
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By having established the value for the variablgac#tance, the voltage that appears at

the terminals of the capacitor is

Ve = Q ’ (22)

C var

and the energy that can be used thanks to thiga@re process, if the capacitor is discharged

over a resistoR during an interval,,, is

2t

RGar(t . (2.3)

t 2 _
OnV
E(t) = j—ée

0

MEMS are also compatible with both the piezoeleand electromagnetic processes.

2.2.2 Thermal gradients

Obtaining energy from temperature sources may bepéon in certain contexts, for instance,
where there are high temperatures, like furnacesxbaust pipes. These can be conveniently

scavenged as a thermal source, providing a consesteount of power [1], [5], [10], [37].

Thermoelectric generators (TEG) have the advantegebaracteristics of requiring little
or none amount of human intervention during thegful lifetime. Moreover, these devices are

reliable and quiet, as there are no moving parts.

Current thermoelectric materials can only convemaximum of 5% to 6% of the useful
heat into electricity. However, significant resdaig being carried out, in order to develop new
materials and module constructions which can ewadigtueach a harvesting efficiency higher
than 10% [40].

A thermoelectric element converts thermal enengyhé form of temperature differences,
into electrical energy and vice-versa. Devicesgi@iaTe; have already proven their usefulness

[37] and showed to possess the highest figure oit fdd], defined as

2
Z(T = —“AJ T, (2.4)
in which, T is the temperaturey is the Seebeck coefficiend;is the electrical resistivity andl
is thermal conductivity. Using this material, fa@niperatures between -50 °C to 80 °C, the

figure of merit in (2.4) can reach values up tayni

The drawback behind this kind of source comes ftbm hostile environment to be
scavenged, having to take particular care with #lectronic circuits being powered.
Thermopiles are among the other types of deviceactoeve harvesting from this kind of

source, but there are also some novel devicesyatenss under research [1], [42].
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The model of a thermoelectric energy harvester sgrgle Thévenin equivalent circuit,

like the one shown in Fig. 2.6.

Ry

Vr Viw

Fig. 2.6 - Electrical equivalent of the thermoetiectienerator.

The voltageVr is an open circuit voltage proportional to the pemature difference
between both sides of the TEG, and to the Seebeelident. The latter depends on the
material being used and represents a measure ghdlgaitude of an induced thermoelectric
voltage, in response to a temperature differencesaghat same material. In the model of Fig.
2.6, resistanc®; represents the loss of the model of the TEG \4pds the output voltage of
the harvester. According to the maximum power fiemtheorem, the maximum power point

can be achieved by matching a load resistancestedtirce resistanciy.

The Seebeck effect is the generation of an electiiom force within two different
metals, when their junctions are maintained atdéffit temperatures. A common application of
this principle is the use of thermocouples to meastemperature. However, when a
thermocouple is used in temperature measureméatglectromotive force being generated is
countered by an applied voltage, resulting in naemu flowing. The main difference, between
using the thermoelectric effect for temperature sneament or for power generation, is the use
of semiconductor materials, instead of metals, wihenpurpose is the latter. This use enables

the flow of current in the generator, allowingdtgroduce power.

The Seebeck coefficient is defined as the obtaumdihge variation in response to each
degree of temperature gradient. Thus, the therroeally generated voltage in the model of
Fig. 2.6 {/7), is given by (2.5), wher8is the Seebeck coefficient (expressed in V/K),chhs
material-dependent, ad§T is the temperature difference between the hott@dold sides of

the harvester device.

Semiconductor materials have a significantly higheebeck coefficient, when compared
to metals, and so they are more suited to manutagtower generator devices. The Seebeck
effect in the n-type material creates a flow ofasaelectrons from the hot junction to the cold
one. In the p-type material, holes migrate towasldold side creating a net current flow which

is in the same direction as the one in the n-typteral.
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In Fig. 2.7, the schematic structure of a typieh&onductor thermoelectric device is

shown.
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Fig. 2.7 - Typical structure of a semiconductorrtheelectric harvester a) [40] and b) [43].

The device in Fig. 2.7 b) includes multiple n-typed p-type thermoelectric legs
sandwiched between two high-thermal-conductivitgsétates. The n-type and p-type legs are
electrically connected in series by alternatingaap bottom metal contact pads. Because, in the
depicted situation, heat is flowing from top to toat, all of the thermoelectric legs are
thermally connected in parallel. In the cooling mpén externally applied electric current
forces the heat to flow from top to bottom. In gaver-generation mode, heat flowing from the
top to the bottom drives an electric current thfoag external load.

MEMS structures are also used for building TEG and43], a new MEMS fabrication

method is presented.

For example, a WSN able to monitor the health ef structure of an aircraft can be
established [41]. One of the main advantages of SNVis to avoid complex wiring, saving
material and, consequently, weight and cost. Theptgature difference obtained between the

aircraft cabin and the aircraft body shell, at héditudes, can be such to obtain a high potential.

At a bigger scale, thinking about renewable enesgyrces and environmental issues,
[44] proposes using ocean thermal energy conver@®FEC), by taking advantage of the
difference of about 20 °C existing in sub-zero oegi Since the water is almost at freezing
level, and the outside temperature can be at aBOWRC, this permanent temperature gradient is
suitable for thermal energy harvesting. At a smadleale, this factor could be interesting to
deploy a WSN in these geographical zones of thargaosith the nodes being supplied by this

harvestable source.

There are also environments at a much smaller,saiadd as wireless body area networks
(WBAN), which can also make use of thermal gradiebly using human warmth. This topic
will be further explored in Section 2.2.4.
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More recently, new technologies have been develbyadasing an innovative concept of
mixing mechanical and thermal energy to harvestgynéhis is done by firstly using heat to
provoke a deformation in a material, such as a taiii@ Secondly, that deformation, by
electrostatic conversion (see Section 2.2.1.3)sé&l to produce energy. Such developments can
be found in [45] and [46]. According to [46], theezgy generation principle is explained next,

as represented in Fig. 2.8.

Heat sink Bimetallic bistable beam Electrostatic generator

\\\\Sg . D\ /; .

T b Bematt

Heat source  Bending moment Electrostanc generator Bearing

Fig. 2.8 - a) Electrostatic power generation pprm'under constant charge mode; b)
complete harvester in operation: (left) in contaith heat source and (right) in contact with
heat sink [46].

Referring to Fig. 2.8 a), with S in position 1, tlapacitor C, with a maximum
capacitanceCnay is charged t&/,. Afterwards, with S in position 2, the capacitiyenerator is
heated up. The dependency of its dielectric perntjtton temperature, leads the capacitance to
be reduced to a minimum valu€, Finally, with S in position 3, a load resistanice
connected at the output, dissipating the geneetedgy. Thereafter, the capacitive generator is
cooled down and its capacitance is brought bad®.tq After this cooling phase, S returns to
position 1. The whole cycle generates a net engrggortional to the difference of capacitance
between the beginning and the end of the cycléhisf cycle is periodic, it can be considered
that the material is undergoing a vibration witgigen frequency. In Fig. 2.8 b), the complete

harvester operation is schematically shown.

2.2.3 Radio Frequency electromagnetic energy

In environments mostly located in urban areas, soerce that becomes appealing to be
harvested is the radio frequency (RF) energy. BEmiergy exists around every place and is
generated by sources such as radio and televisaadbasting, mobile phone cellular network,

Wi-Fi networks and other sources alike.

One important factor that makes this source vemealing to harvest, is the fact that
ambient RF energy, as a power source for outdamasenodes, is typically available all the

time, either day or night.

As the harvested signals are AC, in order to pmwtthe end of the chain a stable DC

supply, it is necessary to use rectifiers to penf@uch a conditioning, like it can be found in
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[10], [28] and [47]. Harvesters exploiting the Rbusces, presently have an efficiency that can
go up to 50% [36].

The low magnitude of the voltages resulting from BRF energy harvesting process is at
such reduced level, that the design of rectifisrgary challenging, since many half-wave or

full-wave diode rectifiers require non-zero turnamitages to operate.

Typical rectifier circuits are based on the welblam diode bridge. These can make use
on NMOS or PMOS transistors, and can implement balfull-wave rectifiers. According to

design parameters and required performance, sae-tffs must be adopted.

In Fig. 2.9, it is shown a way of implementing a BIEET rectifier circuit using NMOS

devices [28]. Voltage;, represents the RF source being harvested.

[

M,
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1

Fig. 2.9 - NMOS full-wave rectifier.

The rectifying process is as follows: whenis in its positive half cycleM; andM, are
conducting current, whil&, andM; are in open circuit. During the negative half eyof v,
the roles of the transistors are exchanged. Attttk the rectified voltage., will ideally be a

DC voltage, appearing at the terminals of therfilig capacitorC,.

With circuits like the one shown, a low voltage pif@ys) in the transistors implies using
wide channels and low frequencies. On the oppasiéeow channels imply a higher voltage
drop and the operation at higher frequenciesnsfteiad of just one transistor, several transistors
are connected in parallel, the performance of gatifirer can be improved in terms of working
frequency and voltage drop. This technique divites total current by each one of the
transistors in the parallel, thus reducing theagstdrop of each individual device. In addition,
frequency can also be improved, because the sigaalf transistor is smaller, as compared to
having just one big transistor. In [28], the implartation of full-wave rectifiers allowed to
obtain voltage drops as low as 0.2 V and operdtieguencies of 16 MHz, by using a parallel

structure of transistors witt¥ = 10pum andL = 0.28um.

In [47], a different type of rectifier is used, loyaking a field-to-voltage conversion,
which is not grounded. This structure is depictedrig. 2.10, where;,. andvi,. connect to an

antenna or similar device.

16



Vint * ﬂ L

VREF®—¢ Vout

M:JCFM

Vin- o

Fig. 2.10 - Full-wave rectifier, acting as a figtgvoltage converter.

The vger terminal allows for offsetting the output voltagg:. Using this structure, it is
possible to stack several of these modules, in lwhie lower one can hawggr grounded,
while its output terminal connects to ther terminal of the next structure, and so on. By doin
so, the contribution of each rectifier helps taeefively increase the overall output voltage, so
as to have, at the output of the upper structureuitable value to power an electronic
application. A more detailed study of MOSFET reet# is done in [48], where the transistors

are working in the weak inversion region, havirgoéthe terminals being exploited.

This RF energy source appears typically in a vanjtéd amount, representing a very
low power density [1]. In order to assess the ealilability of energy that could be made
useful by using RF sources, by performing powersitgrmeasurements, [49] surveys the
expected power density levels from GSM 900 and A8BPD base stations at a certain distance,
and also in a WLAN environment. According to ity fitistances ranging from 25 m to 100 m
from a GSM base station, power density levels rafrgen 0.1 mW/mM to 3.0 mW/m.
Measurements in a WLAN environment indicated evewer power density values, thus
making GSM and WLAN unlikely to produce enough aembi RF energy for wirelessly
powering miniature sensors. Also according to [48]single GSM telephone has proven to

deliver enough energy for wirelessly powering sraplblications at moderate distances.

In general, the levels of power density are venyethelent on the frequency of operation

and on the distance between the transmitter basersand the receiving harvester.

At a bigger scale, thinking about grid power trans{50] presents some results about
wireless power transfer, although at reduced digtsnas electromagnetic energy has a strong

decay over distance and with the frequency beied.us

An essential part of this kind of system is theeant, in order to capture the radio
signals. There is a system that agglutinates thetifanality of antenna and rectifier, which is
called a rectenna. These devices, and antennasnieral, have a relatively low conversion
efficiency, but this parameter is dependent onftequency of operation. As such, the key

parameters to have into consideration are bandydttarization, directivity and size. In order
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to be sensitive to a wider range of frequencies,ahtenna must tend to be bigger, in order to
capture the lower frequencies. The work in [51]sprés an architecture for a RF energy
harvesting system, where the system componentstiikeantenna and the ultra wide band
(UWB) input matching.C network are designed and studied in depth, asagethe optimum
rectenna load. Also, a study about the availabgdityRF ambient energy, coming from digital

television broadcasting in a given geographicah ared its surroundings, is carried out in [51].

The work developed in [52], besides making usesl@vision broadcasting, also uses the
energy radiated by the base transceiver statiotiseahobile telephone networks. The collected
energy is sufficient to power a sensing applicatishose objective is to transmit information
about temperature and light. The duty-cycle beisgduis very small, and the firmware is

implemented with particular care about reducing potationally consuming operations.

The applications described in [10] and [28] make ofradio frequency (RF) power as a
resource to be harvested in conjunction with offeerrces. However, in [47], [51] and [52], this

is the only source being scanvenged.

Another important set of applications that make afsSRF energy harvesting are the radio
frequency identification (RFID) tags, widely dissaated in commercially available consumer
products. When queried by a reader device, thestagpmentarily powered by a RF signal close
to it, and responds by sending a coded identiboatiumber. The same type of device can also

be used to identify livestock or pets, in which thg is implanted beneath the skin.

To harvest the electromagnetic energy in RFID systean antenna or an inductor coil
must be used. However, as with other sourcesRRignergy may present itself unpredictable
and very dependent on the distance at which th#eraa put from the tag. In [53], a system is
presented in order to enhance range operation.t®tiee dependence on the distance between
the reader and the tag, voltage limiter circuitsstriie used to prevent any damage to the tag

being read. Examples of limiter architectures sitich a purpose are presented in [54] and [55].

2.24 Human generation

The idea behind using applications powered by aamusource is very interesting and has
captivated the interest of researchers since somesyago [56]. The human body provides
multiple sources of energy that can be harvestedodling to [57], it has been shown that,
ideally, 2.4 W to 4.8 W of power is available indycheat, 0.4 W in exhalation, 0.37 W in blood
pressure, 0.76 mW to 2.1 mW in finger motion, 6(ffidin arm motion, 67 W in heel strike,
69.8 W in ankle motion, 49.5 W in knee motion, 3@&/2from hip motion, 2.1 W in elbow

motion, and 2.2 W in shoulder motion.
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The necessity of providing energy to wearable cdingudevices, made the conversion
of human motion into useful electrical energy, picaf extensive study. For instance, in gyms,
there is some equipment, like exercising bicyched have their instrument panel powered by
the user who is exercising. However, in such aatitn, the user must strive forcefully into the
production of the required energy. More broadly,emergy harvesting generated by human
motion, the preferable situation is to have the edivious of such an action, while providing
the necessary energy to power an electronic apigiicaFor example, the kinetic energy from
human motion is already used to power electronistwvatches [58]. In the medical domain,

electronic medical implants can be powered by ugieghuman heat as a power source.

In fact, the energy generated by human means isngofrom a particular environment
where there coexist some of the sources alreadyrided, namely, the thermal gradients and
the mechanical energy sources, but that are ndtictesl to these. Energy harvesting of

electromagnetic radiations is also possible withithman body, as it will be shown ahead.

A very important class of applications, in a hunesergy harvesting environment, is the
implantable bio sensor. There are some requirenfenthese sensor systems, which are the
reduced size, the complete absence of user intéoweronce the applications have been
deployed into the body, and the possibility of thapplications to be hermetically sealed. All of
these requirements come from the fact that theicgins are to be deployed inside the human

organism.

An increased challenge exists, when using the hwonigmated energy sources, because
of the limited power densities that these provMien compared to sources originated in an

industrial or outdoor environment, a single humadybprovides a reduced amount of power.

With respect to the mechanical generation, the mewves of the body occur at a very
low frequency, and concerning the thermal gradjehts difference of temperature between the
human body and the outside environment is not \igl, except perhaps, in extreme cold
conditions. Moreover, if the body is immobile, a&gr deal of potentially available mechanical
energy is not available. The best place to putnaaepowered by mechanical means would be

in a limb, because this zone is prone to have atgrenechanical activity.

The limit values of the power generated from adiheexcited motion-driven generator
with linear proof-mass motion, mounted on a walkimgrson, when using a conventional
MEMS-compatible and inertial micro-generator steghpgo the human body are presented in
[59]. This is schematically shown in Fig. 2.11. $bevalues are betweentv and 4uW for a
device occupying around 0.25 Mmmising to between 0.5 mW and 1.5 mW for a gemerat

occupying 8 crh
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Fig. 2.11 - Inertial generator attached to the huimady [59].
In addition, it is presented the upper limit of {h@wver generated from a vibration-driven

device in a human worn application, which is

3
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T
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In (2.6), and having into attention Fig. 2.14,is the amplitude of the inertial mass
motion, Yy is the amplitude of the driving motiomis the value of the proof mass ands the
angular frequency of the driving motion. Also indJbit is assumed that when a person is

running at 12 km/hy; is 0.25 m and the excitation frequency is aroumtz2

The light energy source has some drawbacks whahingee human context. These, are
the light availability for implanted devices, oresv if the latter are worn under clothing.
Although light is a very important source of powérhas been shown that thermoelectric

devices, also a reliable solid-state technology saperior to PV cells in the WBAN domain.

For human implantable devices, the thermoelecteinegators are receiving increased
attention. In order to maximize the amount of powet can be harvested, it is important to
match the output impedance of the harvester withdhd being supplied, both at the electrical
and at the thermal domain. According to [59], thaximum of electric power that can be

extracted from a thermoelectric generator is

nSATrea)
I:)max:%- (2.7)
In this expressiom is the number oP andN elements like those in Fig. 2.7 a) and®),
is the Seebeck coefficierkTtes is the thermal difference ari®}, the electric resistance of the

model of the thermoelectric generator, like the ionieig. 2.6.

The human body has an almost constant temperaltiws.temperature is due to the

metabolism, which has a power 58.15 Wiover the body surface. A normal adult, with an
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average surface area of 1.7, rim thermal comfort and regular metabolism, hdwat loss of
approximately 100 W. However, the metabolism cawviple a value as low as 46 Wimwhile
sleeping, or as high as 550 W/nhen running at 15 km/h. During a common work, dsiying

at an office, this value can be 70 W/morresponding to a power dissipation of 119 W and
burn of about 10.3 MJ during a day [60]. The thdrgradient is established between the body
temperature and air around the body. Even if theegged energy is not enough to supply a
sensor node on a permanent basis, the usual stiatég accumulate the harvested energy, so
that a transmission is enabled from time to tinmygring the transmitter with the energy that

has been harvested and stored, in the mean time.

In general, as documented in [59], one has powasities of about 30gW/cm® and
20 pW/cm?, representing the limits for kinetic and thermaVides, respectively, while the user
is running. The values of 30V/cn?® and 10uW/cnt are the power density limits if the user is
walking. The present challenge, which is still undetive research, is the means to obtain the
correct adaptability for the harvester, in ordematch the electric and the thermal impedances,

if the body of the user is undergoing a running @alking regime.

Some specific applications have also been documegerlike in [61], where an
electromagnetic generator is used both as a harvastd a sensor, in a situation where the
respiratory effort mechanical motion is the enesgyrce. The harvested energy has been shown
to be enough to continuously power a low-power agontroller working with a low data rate

wireless link, while monitoring the respiratoryeaand depth, of the user, with good accuracy.

A heel impact absorber harvester has also beenlapemee to store energy by using
human locomotion [1], but in [57], a different appach is taken. Instead of heel impact, the
human horizontal foot motion is used. This systesasuthis energy to charge a rechargeable
battery. An interesting feature about this appiwais the introduction of a MPPT Perturb &
Observe algorithm (which will be addressed in $ect#.6.3), optimized for low frequency
human horizontal foot motion, in order to extrastrauch power as possible. The information
provided by the MPPT controller is delivered tolaéntroller, in order to establish the optimal
switching rate of both a boost and a buck convefitbe power density that can be achieved
with this application is 8.5 mwW/cin

Another way of harvesting energy from human motiais been used in the Sustainable
Dance Club [62], where the energy released by danueople is used to power the light effects
in the dance floor zone. The harvesting is perfarimg using dance-floor modules, in the form
of tiles. A dancing person can, in average, geraagiower of about 2 W to 8 W. In order not to

be intrusive to the dancer and to his/her dancikpmgeence, the floor tile is only allowed to
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displace vertically by a few millimeters, thanksuging a high stiffness spring. Because of the
nature of the involved movement, the working fragpyeis in the range of 1 Hz to 2.5 Hz. To
match the harvester as best as possible with #u Ibis considered that the combination of a
single user plus platform weights about 70 kg t6 k). An additional advantage in this system
is the fact that the energy is being locally geteztaavoiding the losses occurred when energy
is being transported by the power grid. The meas@fficiency for this system was 48%,

including the losses due to the diode rectifier.

The concern about obtaining the intended energyowitinterfering with the user, so that
the harvesting process can be as seamless andsgimmas possible, is also present in [63],
where a framework to harvest vibration energy frtme human gait is presented. This
framework is for calculating the optimal power auttpfor both piezoelectric and
electromagnetic vibration harvesters, covering gnérarvesting for both walking and running
gait of a wide variety of healthy subjects rangiingm recreational to elite athletes. The
generator is mounted on the lower leg becauseighészone that, because of the foot strike,

shows a great acceleration and, simultaneoustyyalfor conveniently wearing the harvester.

On the other hand, instead of using the sensanérndwer leg, in [64], a miniaturized
electromechanical generator, integrated into a Imuknae prosthesis, is used to power a sensor
system inside the prosthesis, enabling it to trénsrformation about the load on the surfaces

of the articulation.

The development of new piezoelectric materialsnisetive research field. In [65], it is
shown the fabrication of piezoelectric rubber filansd their applications in heartbeat sensing
and human energy harvesting. It was demonstratgdtia use of the piezoelectric rubber films
can function as both sensing and powering element$,potentially realize the integration of

human physiological monitoring and energy harvestin

The human body can even be used to harvest enaygy dlectromagnetic radiations.
According to a study performed in [66], it has bedtown that the properties of the human
tissues, which have a high dielectric constanteegfly at low frequencies, are very suitable to
receive the electromagnetic radiations of low fieaty, emitted by the power lines in an indoor
environment. Moreover, using an antenna would b g#ficult to capture the same radiation
because of the low frequency band and the narrowdveigth. The harvested energy can be
delivered to an application by simply making contatth the human body, as schematically

shown in Fig. 2.12.
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Fig. 2.12 - Energy harvesting from electromagnetwes using the human body [66].

In [66], measurements were made in order to deterrtie effective length of the human
body. The effective lengths had maximum values yabam) at about 40 MHz, which is large,
considering the poor conductivity of body tissu&sth higher and lower frequencies, the length
decreases. In addition, measurements also incltiedestimated voltages received by the
human body, which varies from place to place, atiogrto the frequency predominance in the

environment.

Another work that also studies the theme of elestignetic energy harvesting using the

human body can be found in [67].

2.25 Microbial fue cdls

The microbial fuel cell (MFC) principle is based tive electrochemical reactions that bacteria
produce when in activity. The energy generatechlegé reactions can be harvested, similarly as
with the other sources already addressed.

At environments where it is very difficult to readh electronic applications that have
been deployed, like in underwater monitoring systethere have been successfully tried
several ways to power such applications by usiegoticteria that live in the water. In [68], the
MFC consists of two electrodes (one anode and atieode), in which the anode is buried in
the sea floor and the cathode is left suspendéukinvater. On the anode side there is a type of
bacteria, th&Shewanella Oneidensighich breaks down the lactate in the water ankles# to
release electrons and react with water. The basictare of the setup, and the chemical
reactions that occur, are schematically shown g Bil3, and the reaction just mentioned,

appears at the bottom of it.

The electrons produced in the sea floor 4eavel to the anode and then, to the cathode,
through the load of the MFC. On the other hand,plgons produced by this reaction (3H

travel to the cathode side, through the water.

23



Fig. 2.13 - MFC structure and electrochemical rieast[68].

On the cathode side, the electrons from the aneate with water and with the oxygen in
the water, to produce 40Has seen by the chemical equation at the topgpfZ-13. Ultimately,
the reaction of OHproduced at the cathode, with,ldoming from the anode, ends up forming
water (4HO). Neither of the electrodes gets corroded, berdhe chemical reactions just
described, do not include any other material tiesé that were mentioned. Moreover, the net
product of the chemical reaction is not some piolifutcompound. One topic that must be
carefully addressed is the surface area of thdretées, because this factor has a key role in the

power density that can be achieved.

Generally, the voltage and the current that cangéeerated are weak, requiring an
adequate power management system to interface tR€ Mith the load, and having to
encompass a storage device. Thus, the load camanlky intermittently, in order to correctly
meet the demand of power, and for short periodsy@. However, an application like the one
described, is self-contained, renewable, maintestfiee, and operational (on an intermittent

basis), in a water environment.

Another environment, where there is an abundanmntgyeof bacteria, is in wastewater.
This environment is very hostile to humans, so uke of a WSN that requires no human
interventions after deployment is unarguably pidiér. Another place, with similar problems,
is the water tanks of nuclear plants. As such, utide subject of monitoring and control of
wastewater treatment plants (WWTP), in [69] it iggested a system that seeks to have an
efficient use of electrical energy in these faigtit as the standards for processed water tend to
be increasingly tightened. The architecture ofrtbdes of a WSN for this purpose, make use of
field programmable analog arrays (FPAAs) and lowspo networking protocols, and the
powering of the nodes, is done by using MFC thatdst energy from the wastewater to which
they were deployed. The harvested energy, as usuakry scarce so, the use of FPAAs
represents a very reduced power dissipation, wioempared to their digital counterparts, the
field programmable gate arrays (FPGAs), and theamidge of having a kind of parallel

computing, since there is no central processor.

The electrical model of a MFC is shown in [70]. §hnodel is represented in Fig. 2.14.

24



R//7I
——e Cathode
+

Vint Yumrc

e Anode

MFC
Fig. 2.14 - Electrical model for a MFC.

As it can be seen, the model is a Thévenin equitadémilar to the model established for
the thermal gradient energy source, shown in E&. Bhe internal resistance of the MH&,
is the sum of the system ohmic resistance, chaegesfer resistance and activation resistance.
The internal voltage and resistance can vary nwally, as the MFC condition changes.
Possible causes for such changes, include instoiianoutput power level, accumulated
extracted energy, bacteria community and actiitfts and environmental condition changes.
The thermodynamic limitations determine that will have a maximum value of 0.8 V and a
current output in the range of a few mA. In orderektract the maximum power out of the
MFC, a load with the same valueRg must be used, meaning thgtc will drop to half of the
value ofv,,.. According to the intended application, this vafoay not be sufficient, and special
measures must be adopted. With the MFC charaaterizd70], the values obtained were
Vit = 0.65 V andr; = 86 Q. Thus, when extracting the maximum power, the winpltage will
be around 0.33 V.

The work performed in [71] suggests a new type aristruction for MFCs, which is
called single chamber microbial fuel cell (SCMFChis type of MFC uses stainless steel
attached to the anode and the cathode which shtaweelp in the constancy of the developed
voltage over time. In addition, the pH of the sintinside the MFC became with a lower value
(acid). This fact caused the stainless steel pthtswere used to help in the process, to suffer

some corrosion.

There is another system documented in literatudg {ihich is relatively recent, that uses

a multi-harvest platform, and among the sourcesdteused, there is a MFC.

226 Light

Essentially, light is an electromagnetic wave, with particularity of being visible. There is an
interval of frequencies that comprises the visiiét. In the lower end of this interval, light

tends to be red, and as the frequency moves tceehighiues, light goes through the known
colors, and in the upper end, it gets violet. Thight is bounded by infrared and ultraviolet. In

Fig. 2.15, the entire electromagnetic spectrunhdsv, with emphasis in the visible range.

25



HN S

W4 ~ZHW 004
ZHW 00§
= ZHIN 0004

&
A,
\
31
\ [0l E

A
v

0
CUIAN
0

S Frequency (Hz)
e

["+0F

1
L «0b
X

0L

2}

AL ‘opedq;
sanemospy

sanem-Buoy
shes-eluwe:

3
3

wy -

oo H

Wavelength

0001 <
ook —
0
wagL
w |

Wi ook
yio-

Fig. 2.15 - The electromagnetic spectrum [72].

In this spectrum interval, since the frequency &alare already very high, it is more
common to use the wavelength, instead of the freguealue, to identify the spectrum zone

under consideration.

The spectrum outside the atmosphere, also knowthea$800 K blackbody, has the
designation of AMO (Air Mass 0), meaning “zero aspberes”. This is the standard used to

characterize PV cells to be used in space, for pla@rto power satellites.

The sunlight, after penetrating the atmospherseatievel, perpendicularly to the surface
of the Earth, has a spectrum which is referredsté1, meaning “one atmosphere”. AM1 is
useful for estimating the performance of PV catlequatorial and tropical regions. The index

“1” is related to the angle of solar incidence, ethis minimal in this situation.

However, in Europe and in similar latitudes of terth and South hemispheres (where
there is a great deal of population and industeélters), the incidence of the Sun over the
surface of the Earth has a different angle thathénEquator. This angle is about 42° from the
horizontal line, so sunlight must cross a greateount of atmosphere. As such, the spectrum is
referred to as AML1.5, which means “one and a hatfbapheres”, on a clear day. This value is
the standard test situation for terrestrial PV mrd¢owever, for higher latitudes, there are more
Air Mass indexes, used for higher incidence anghdmve 60°. These indexes can go until

AMS3S8, in the polar zones, where the incident angldose to 90°.

In any of the above cases, atmospheric pollutitouds or fog also have an influence on

the amount of irradiated energy that can reachstintace of the Earth, due to the obstruction

that they present.

According to AM1.5, after crossing the atmosphare] at the maximum of its intensity,
the light from the Sun can provide about 1 kWAnross the whole wavelength spectrum. The
irradiated light energy that the Sun producesffeint according to each wavelength. To have
an idea of this, the power spectral density ofsblar radiation is shown in Fig. 2.16, where the

top curve represents the solar spectrum just authbielatmosphere.
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Fig. 2.16 - Power spectral density of solar radiafir3].

The total power density in this zone is 1.366 kW/mwhich is known as the solar
constant. The curve filled with yellow is the startized solar spectrum on the surface of Earth,
for performance evaluation of PV cells (AM1.5), ah@ standard power density under these
conditions is about 1 kW/mas it has already been referred. The dashed dsrtlee solar
radiation spectrum at the position of Earth by niodethe Sun as a blackbody radiator at
5800 K. As shown, the solar spectrum just outdmdeattmosphere, the AMO spectrum, matches
well with the blackbody radiation spectrum at 58Q0iluted by the distance from the Sun to
Earth. The relation with human vision of color s is shown in the bar beneath. As shown

in Fig. 2.16, only about one half of the solar atidin power is in the visible range [73].

Next, in Fig. 2.17, it is shown the average anrarabunt of insulation hours for the

European continent and some countries of the Miidit and the North of Africa.
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Fig. 2.17 - Photovoltaic solar electricity potehttdEurope and some zones of the Middle
East and the North of Africa (PVGIS © European Wnia001-2012) [74], [75].
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From this map, it can be seen that Portugal, It@gece and Spain, have the highest
potential for solar photovoltaic electricity gerntgwa in the European continent, as opposed to

the countries of the north, in which the amoungaér radiation is undoubtedly smaller.

The solar energy is the primary source of energth&éoplanet, and it reaches it in an
enormous amount. This is why light has the largestrgy density, when compared to the other
harvestable sources. According to [73], if one sak&o account the total power of solar
radiation reaching Earth, it will be about 1.73%’MW, meaning that the total energy of solar
radiation reaching Earth, each year, i465x 1G*J = 5460000 EJ. In the period of 2005 to
2010, the average energy demand in the planety grear, was about 500 EJ, which means that,
less than 0.01% of the total solar energy reactiingplanet, would be enough to satisfy all the
energetic needs of the world. However, not all isedaliation that irradiates the atmosphere
reaches the ground, because about 30% of solatimdis reflected into space. In addition,
about 20% of solar radiation is absorbed by clam$ molecules in the air and also about 75%
of the surface of Earth is water. Thus, even ifyat0% of total solar radiation was utilizable,

only 0.1% of it could power the entire world [73].

In indoor energy harvesting applications, the amaidnight energy that is available is,
however, much more reduced. The available lightgnm indoors can vary significantly, since
the light from the Sun is attenuated and can beedhidith artificial light. The literature reports
available indoor irradiances ranging from one tasftthe maximum Sun intensity [37] to about
0.833 W/mM (100 lux converted to W/musing [76]) in a lightly dimmed room [77], or
10 W/nt, when the PV cells are placed very close to laffips

The conversion principle indicated in [76], take#oi account the nature of the
wavelength spectrum in indoor environments. In tkied of environment, there is a
predominance of artificial light, provided by lightlbs or light tubes. The latter have such a
spectrum, leading to the application of the coneerfactor to be

Erad (lux)

E,.q (W/m?) =
rad( ) 120

(2.8)

Given the unit of light intensity, the lux (Ix), @arding to some authors, there is a
correspondence between the amount of power byofiitea and the amount of incident light,
and it is defined under the relation that 1 kW#r683 kix, i.e. 1 Ix = 1/683 W/Mmused in [78]
and [79], for example. This conversion does noetako account the fact that the light has a
specific indoors spectral pattern. According to][ZBe level of indoor lighting is still enough to

power electronic applications, namely from overhiaorescent lights, with 34 W of power.
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In [80], it is presented how the amount of avagalight energy is typically distributed
along the day, which is depicted in Fig. 2.18, aedounts for the effects of fixed artificial
irradiance and variable natural irradiance. It stdche noted the difference of scales (10x),

between the indoor (left) and the outdoor (rigtdninance values.
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The previous graph shows that, in an indoor envivemt, the most optimistic value is
about 5 W/m (600 lux), achieved at about 13h30m. Most of ttisninance is provided by
artificial lights. Any energy harvesting functioarconly be useful in the periods identified by 2
and 3.

In some situations it proves useful to have a hystd the typical solar irradiation of the
location where the harvester system is to be pl§g&Ed [82]. In [83], a study is made and it is
shown that using weather forecasts for predictiongoth solar- and wind-powered sensor
systems increases each system’s ability to satsfjemands compared with existing strategies.
Depending where the system is to be located, thebikity of the light source can depend over
time. Only in indoor environments, one can consithext there is any constancy, but this

condition is not always true.

The key element for light energy harvesting is B cell. This solid state device
converts light energy directly to electrical enermgyhout using any moving parts. A PV cell is

basically a photodiode and it can be manufacturéeiMOS technology [84], [85].

When the PV cell is illuminated, its output behaliles a current source in parallel with a
diode, the latter acting as a voltage limiter. RMscare characterized by three main parameters:
the maximum power point (MPP), the open circuittagé Voc) and the short circuit current
(Is). The PV cell can be modeled by an equivalenttetecircuit, shown in Fig. 2.19 a),
characterized by the parameters of the equivaleciit(I;, R andRs). The parameters of the
diode deviceD) also play an important role according to the amt@i illumination that the PV
cell is subjected to. In Fig. 2.19 b), it is shoartypical plot of the power and the current

produced by a PV cell, letting know how these fiomg look like, as a function of the output
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voltagev,. The power function of the PV cell is obtained roultiplying the output voltage,
Vour, DY the output curreniy,. The MPP of the power function is achieved with arput
voltage which is about 71% to 78% of the open direaltage of the PV cell [86], varying as
the light or the temperature variates. The trackihthe true MPP is an active area of research,
corresponding to the MPPT problem, which will bell@$sed in Chapter 4 - Section 4.6.
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Fig. 2.19 - a) Equivalent electrical circuit of ¥ Bell, b) Example of typical current and
power curves, as a function of the output voltage.

The output current of the PV cellf) is related to the remaining elements of the model
according to the following equation:
VOUI+RSjOUI

nkT 9= Vout * Rdout

out=l1-lgle R
p

(2.9)

In this equation|s is the limit of the current in the diode undertigverse bias. If the
diode did not exhibit breakdown, the maximum regezarrent that one could get through the
diode, with an infinite reverse bias, would lgeAnother definition for it, is that it is the "dar
saturation current"”, i.e. the diode leakage curdemsity in the absence of light. Alspjs the
electron elementary charge (1.60217657 ¥°11) and k is the Boltzmann constant
(1.380648813 x 18° J/K). T is the ambient temperature, expressed in K. Theorfa is the

emission (or ideality) coefficient, which equalfot an ideal diode.

Although it is possible to build a PV cell using ©@ technology, it is not simple to
integrate PV cells with other circuits in the sadie, in order to obtain a complete System-on-
Chip (SoC) [11], [87]. The PV cell causes a positiwltage in the substrate, thus causing a
possible latch-up condition in the die. Also, wherseries connection of several devices is
required, the fact that the diodes are built on ¢hme substrate may be limiting [88]. This
limitation has become evident in a PV cell that wamnufactured and that appears reported in

Chapter 3 - Section 3.5. To cope with these linatet, it is necessary to use more expensive
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technologies, such as Silicon-on-Insulator (SObich allows for building an almost indefinite

number of series connected PV cells, if one wantbtain a higher voltage value [89].

The efficiency of the most common PV cells is stllatively low, at about 20% [37]. In
indoor environments, amorphous silicon PV cells bawe efficiencies up to about 7% [78].
However, there are some PV cells that can readtieefties as high as about 50%, as claimed
in [90], although involving the use of new layouthitectures and less common materials,

resulting in more expensive systems.

In order to try reducing the production costs sitpbssible to use PV cell technologies
with lower efficiencies, but that also have loweamafacturing costs, resulting however in a
larger area for the PV cell, for the same levebofput power. Using amorphous silicon PV
cells is an example of such a trade-off, in whiokts are lower, but at the expense of a larger
area to obtain the same level of power [91]. Nextrig. 2.20, the differences of the power
densities measured on crystalline silicon (SOLEM#80/012) and amorphous silicon (Schott
ASI20i05/055) solar panels are illustrated, whdfedint light sources are used to generate the
same illuminance level [80].

35
C-Si Sunlight

= C-Si Fluorescent
m— A-Si Sunlight
m—— A-Si Fluorescent

w
(=]

Power Density (uW/Cm2)
o w 5 : S [:

100 200 300 400 500 600
Hluminance {lux)

Fig. 2.20 - Power spectral densities of light searat various illuminances [80].

The previous graph shows that in indoor environsies$ opposed to crystalline silicon
PV cells, amorphous silicon PV cells do not sutiestrong reduction in their power density,
when the source of light changes from sunlightltmrescent lights. Thus, this evidence is

indicating that the amorphous silicon-based PVsaalé more suitable for indoor applications.

Nonetheless, if the overall cost is one of the masaningful factors, this option will also

have to be taken into consideration to preservenoential competitiveness.

There are some other devices that also deal wiahh#rvesting of light energy. These
devices are the photosynthetic electrochemicas ¢BEEC). This kind of cell can generate power
both under light and dark conditions, and the ppiecof the operation of such a device is based
on photosynthesis, similarly to plants. This pniheiis based on a bio-solar process, such that

one has production of electrons with light (photdkgsis): C@+ H,O - (CH,0) + O, + €
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and with dark (respiration): (GB) + O, - CO, + H,O + € [92]. Photosynthesis and
respiration processes are both involved with arcteda transfer chain. Similarly to the
construction of the electrochemical cell, the PBECmade up of an anode and a cathode,
separated by a proton exchange membrane (PEM)a3dambly structure of a PEC is shown in
Fig. 2.21.

Reaction

-+ | Glass cover

Fig. 2.21 - Schematic assembly of a PEC [92].

The photosynthetic micro-organisms form the anoddign and there is an electron
acceptor on the cathode side. A gold electrodabisidated for the device on top of a proton
exchange membrane, which accepts only the positive and blocks the electrons. The free
electron that is produced is trapped by the eldetrdAn electric circuit connected to the
electrode forms a path and the electron is mad®wo through, thereby producing electrical
energy. Preparing an external circuit and integgati with the photosynthetic process enables

the flow of electrons in the desired directionutésg in current.

PECs can be considered to belong to the categaheahicrobial fuel cells, which were
described in Section 2.2.5.

2.3 Comparison of harvestable energy sources

It has been seen that there is a reasonable nwhberbient sources that can be harvested. The
source that will be harvested is dictated accordinthe intended application and the energy
availability. However, as seen before, a system enagn not limit itself to a single source, but
for the sake of simplicity, a single source is prable. Placing all sources side by side, the one
that shows the highest power density by volume yuist the light energy, followed by
mechanical and thermal energy respectively [5lisltalso important to point out that the
operation of converting light energy to electriealergy (using a PV cell) is one of the easiest
and cheapest energy conversion operations. Theréfomost cases, powering the sensor using

light energy is always the best option. The onlgeption is when the sensor is located in a
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human (or animal) body. In this case, it would loevenient to use thermal or mechanical

energy, for example.

TABLE 2.1, presents some demonstrated capabilitBsenergy sources and their
respective energy densities. This table is addpteal [1], to which some more information has
been added, about contexts where the energy charlested. The data presented in this table
serves to have an idea of how much energy is teaXpom a given source and also to have a

comparison among the various sources.

TABLE 2.1 - Demonstrated capability of some enesgyrces, regarding their density and
performance, and examples of scenarios where t@sga such energy sources.

Short examples of scavenged

Energy source Energy density / performance environments

Ambient radio N

frequency < 1uw/cn? Anywhere, mainly in urban areas
Ambient light 100 mW/cm (directed towards bright sur) Anywhere, where natural or

100pW/cn? (illuminated office) artificial light is available
Furnaces, exhaut pipes, combustipn
engines, human warmth
Vibrational 4 uW/cm® (human motion - Hz) Machines with rotating engines,
micro-generators | 800 uW/cm?® (machines - kHz) human movements

Ambient airflow 1 mWi/crf AnyV\_/here, where air shows a
consistent and abundant flow
Human action over buttons of
commands

Human action over specific
mechanical generators

7 W potentially available (1 cm deflection Using shoe insertion, by human
at 70 kg per 1 Hz walk) walking motion

Thermoelectric | 60 pw/cn?

Push bottons 50 uJ/N

Hand generators 30 Wikg

Heel strike

2.4 Energy harvesting based sensor networks

2.4.1 Introduction

Wireless sensor networks, whose nodes make useawofested energy, have interested
researchers not only in the adaptation of the ntmlése environments in which those networks
can be deployed in, but also in the developmemhethods and optimization of parameters to

extend the operation of the nodes.

Perhaps, the most critical factor concerning thesevorks is the energy availability,
because if that cannot be guaranteed, the wholeorletan be compromised. However, there
are also some other parameters that must be tatenaccount, in addition to the energy
availability. These parameters are the operatilietilme of the node, the sensing reliability, the
transmission coverage that the node can provide,adso the cost of the investment, which

should be as much affordable as possible.
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Typically, the harvesting module inside each noda sensor network provides some sort
of energy storage in order to hold enough energyoteer the node during any period in which
there is not available energy to be harvested. Hihi$ of storage is normally done by using a
device such as a battery or a supercapacitor. {fbhege device is charged when there is energy
being harvested, and discharged, by making uslkeeo$tored energy to power the node, in case
of need. If the node is provided with processingatalities, such that it can predict when will
begin its next charge cycle, it can execute theveomnt or allowable set of operations that
optimize the working time, extending it as muchpassible, so as to have an effective utility,
while consumming energy as moderately as possitiés rationalization can be done by

reducing the sampling rate, the transmitted powdhe duty-cycle of operations [93].

2.4.2 Energy neutrality

With regard to the management of the energy thaigested by a node, if this energy is more
than the energy being consumed, over a periodnué that can be supported by the energy
buffers, then the node can operate with a contialiéetime. This kind of situation is known in
literature as the Energy Neutral Operation (ENO}].[However, the excess of energy is
wasted, instead of being used for increasing théoeance of the system. Thus, it can be
considered that the node is not operating in & fefficient fashion. The desired operating
regime is when the harvested energy is approxim#tel same as the consumed energy, while
all the harvested energy is put at the servich®fperformance of the system. Operating in such
a way is named in literature as ENO-Max [95]. Ttyigse of operation constitutes one of the
most important goals of WSNs being powered by endr@rvested from the environment,
because the system will be conveniently sized riotlst meet the requirements of operation,

avoiding waste of resources and increase of cdgésto an eventual system over-sizing.

2.4.3 Examplesof WSN powered by harvested energy

The deployment of WSN can be done to a varietyceharios. As it could already been seen,
almost ever, the use of a given type of energycis determined according to the type of
environment in which the network resides. Next, soexamples will be given of such

networks.

2.4.3.1 Health condition monitoring

The work reported in [60] concerns about a WBANvirich a number of nodes take place. This
network has the purpose of monitoring various véigins and to collect healthcare data for

medical diagnosis purposes, by using different sypk physiological sensors onboard of the
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sensor nodes. These include devices like the etmotliogram (ECG) sensor,
electromyography (EMG) sensor, electroencephaldgrédBEG) sensor, blood pressure sensor,
tilt sensor, breathing sensor, movement sensormtiraeter, etc. The objective is to gather
patient information in a database, in order to haveugh data to make a good diagnosis when
that becomes urgent by medical staff. There isdafitianal feature to the nodes, which is the
detection of the fall of the patient, by using aselerometer.

In Fig. 2.22 a) it is shown the schematic structofehis network, as well as how it
interfaces with the rest of the healthcare infrtadtire. The structure of each node is shown in
Fig. 2.22 b).
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Fig. 2.22 - a) Wireless body area network architecin medical healthcare system [60], b)
Overall structure of a typical wireless sensor nofihis WBAN [60].

The nodes in this WBAN are supplied by thermal gpeharvested from the body
warmth of the patient. An interesting feature abtbig network is the fact that the nodes can
rotate their role about the gateway function. ladtef being just one of the nodes dedicated to
that purpose, each node was given the capabilitget@ gateway. As this is a very power
consuming function, and since transmission is r@fgomed during all the time, different
nodes, at each time, serve as a radio interfaceekeatthe WBAN and the backbone of the

healthcare network.

2.4.3.2 Forest surveillance and monitoring

Another scenario in which a WSN proves useful ifoimest monitoring, for prevention of forest

fires. Under this purpose [96] presents a netwohHose nodes have their computational
capability based on a microcontroller. Each nodedsipped with a smoke sensor and an
infrared flame detector. Ideally, such a networkintended to replace the traditional forest
surveillance, such as ground patrolling, watchtowetecting, aerial patrolling and space
satellite detection. Any of these methods is exiwenand involves a great deal of human

intervention. The deployment of such a network egcuith each node randomly put to the
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field, and self organizing together with the othedes, in order to form a distributed network
by protocol. Then, the gathered data can stariow fimong nodes, by using the wireless
communication interface, and finally it can be s@maitted to the monitoring center. Then, the
data can be processed and analyzed by the mogitdvast computer, to provide visual

information for forestry experts or for whichevezaisions that should be taken or alarms that
should be activated. Each node is put to work liygua low duty-cycle and uses solar energy

harvested by a PV cell in order to charge a recadig battery.

2.4.3.3 Energy and environment monitoringin buildings

Another area under strong interest from researchedsthe general public is domotics and
intelligent buildings, namely, Building Energy aBdvironment Monitoring (BEEM). This kind

of monitoring has the objective to use energy mmatimnally, allowing for an overall reduction
of energy consumption and carbon emission, whilleicing the present costs associated to this
kind of monitoring. Several works have been pulgiin this field, among which, [12] is an
example. In this work, a WSN with sixty two nodsesleployed to an office building. Each node
contains a microcontroller, for computational pups and carries multiple sensors, making it
capable of measuring energy consumption, lightlJeeenperature and humidity parameters.
Also, each node is able to transmit data usingt&2z Zigbee(IEEE 802.15.4) interface.

In this work, it is claimed to have designed therldis first known indoor light energy
harvesting powered BEEM system. The nodes are muvey light energy, harvested in an
indoor office environment, using a PV panel withr8t x 50 mm. The harvested energy is
stored in a supercapacitor, so that the node catince to operate during the periods when no
light is available. This application has succeededmonitoring the desired parameters

continuously for an entire month, requiring no uségervention.

2.4.3.4 WSNsin automotive applications

In an automobile vehicle, the need to keep the sgeiat current of the battery as low as
possible, in order to extend its durability, hag te the development of applications that use
harvested energy as the power source. As such97h pn intrusion detection system is
powered by harvested energy. This system consfisésvareless network of sensors, whose

function is to detect the breaking of glasses ahbgeburglar assault.

In this application, special care has been takeganding the communication among the
nodes, which include built-in safety features lijgkausibility checks, encryption and radio
channel monitoring, with special focus being lamdtbe medium access control (MAC) layer

protocol design.
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The development of automotive applications hamherent set of demands that must be
addressed. For example, the electronic circuitstnfigs prepared to withstand extreme
temperature conditions, as well as humidity. Initold, as the automobile market is global, the
regulations about wireless networks and alarm systenust always take the international
regulations into account. Another requirement dpetby the automotive industry is that with
full functionality, a period of more than six weeta@n be bridged without recharging the storage
device of the sensor node, which can be a rechalgdattery or a supercapacitor. Also, the

system has to be connected to the controller areonk (CAN) bus of the vehicle.

With the vehicle regularly in use, there are vasiemergy sources that can be harvested:
light is accessible through the ceiling and glas$est can be harnessed from the exhaut
system; or vibrations from the engine or the movitigicture, are also available. However,
when the car is parked for a long period of timeaimlark garage, none of these sources is
available. As a consequence, the WSN that implesriiiet intrusion detection system could be
disabled. To counter for this eventuality, the roodee kept sleeping for most of the time and,

when in activity, the MAC protocol that is usedrexy energy efficient.

The limited spatial environment in which the netwaesides, avoids the need for a
routing algorithm, as well as it allows for a smadlyload to be transported in the messages,
keeping the protocol as short as possible. In @4 network is composed by seven nodes plus
a base station, in which the latter is connectetheoCAN bus, so that the messages can be
processed by an electronic module in the car. Marat/must be taken into account that, if the
car is parked in a parking lot, there is the paksilio exist crosstalk due to networks installed
in nearby cars. The protocol that is used accepigelr transmission times, due to a very long
preamble. It is possible to let the receivers ty stle or sleeping for most of the time. A
receiver wakes up periodically for just a smalemal, to listen to the channel. If the channel is

idle, the receiver returns to an energy saving mode

The sensor nodes are powered by a mechanical eharggster and, since the glass
break sensor in purely passive, it most be polled microcontroller, which sleeps in between
samples. Only in case of glass break detectionse¢heor node immediately tries to contact the
base station to report the glass breakage withipieilalarm messages, until the sensor node
receives an acknowledgement message from the bet@nsor the energy storage device is
empty. This activity profile allows the WSN to hdlat about six weeks without recharging the

storage device, while keeping all safety featuegglired by the automotive industry.
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2.4.35 Structural health monitoring (SHM)

Structural health monitoring (SHM) is useful in ngagontexts. This is the process of detecting
damage in aerospace, civil and mechanical infretstres [98]. The sensors can be deployed to

any structure that needs monitoring, like vehidesldings, bridges, monuments, etc.

The detection method can consist of an operatiorstafistical pattern recognition,
requiring four sequential steps: operational ev#dna data acquisition, feature extraction, and
statistical modeling for feature classification.eTgpoal of any SHM sensor network is to make
the sensor reading as directly correlated with,andensitive to, damage as possible, so that the
network can adequately observe changes in thensydteamics caused by damage and manage
these data for suitable signal processing, feauteaction and classification. Thus, it is very
important to make the sensors as independent asibfosfrom all other sources of
environmental and operational variability, and ipeledent from each other, while providing
maximal data with the minimum number of sensorswvdrds these requirements, there are a
number of specifications that must be previoushaldshed, such as: types of data to be
acquired; sensor types, number and locations; biatliwsensitivity and dynamic range; data
acquisition/telemetry/storage  system; power requén@s; sampling intervals;

processor/memory requirements; and excitation soueeds (for active sensing).

Regarding how the hardware is chosen, five issues be addressed: 1- the length scales
on which damage is to be detected, 2 - the timke stawhich damage evolves, 3 - the effect of
varying and/or adverse operational and environnher@aditions on the sensing system, 4 -

power availability, and 5 - cost.

The most common measurements made for SHM purprseacceleration and strain.
Acceleration is the most used measurement in SHidalise of the maturity of the technology
associated to accelerometers, as well as of trewlaae that performs the signal conditioning.
However, these devices are mostly used in wirediaris, where the voltage of the sensor is
transferred to a data acquisition central unit, mheis processed. This kind of procedure is
very power consuming, especially because of thebeurof sensors that may be involved, so
accelerometers in MEMS technology can start to &dumore often, so as to counter this
problem. After acceleration, strain is the most soead physical parameter in SHM. The
technology of strain gauges in also mature andsitpeal is typically measured using a brigde
circuit and, also including the signal conditionitigey consume power at a very commensurate
level. The most common strain gauge technologyesdlectric resistive foil gauge, but there
has been an increase in the use of fiber optictieokito strain measurement, although the

power requirements are higher than with strain gaugrhe two dominant fiber optic

38



technologies are direct fiber interferometry arigefiBragg gratings (FBGs). Most commercial

systems today take advantage of FBG technology.

Today, two sensor network paradigms exist for SMMich are having the sensor arrays
directly connected to the central processing haresad the wireless decentralized sensing and
processing. Each has advantages and disadvantdgeBrst has the advantage of being widely
commercially available, both in devices and in ctetg systems. However, it has the
disadvantage of being wired, and requiring AC catines due to the power comsumption that

it represents. The typical structure associatdlisoparadigm is represented in Fig. 2.23.

@ sensor

Centralized Data
Acquisition

Fig. 2.23 - Conventional wired SHM system with atcal monitoring station [98].

The wireless decentralized sensing and processiagoben under the strong interest of
researchers, regarding many aspects already refertais text, such as power dissipation and
communications, overcoming many limitations of thieed networks. Ad-hoc networking and
hopping is usually adopted, with some problems eomag it, like the fact the the nodes closer
to the base station are more subjected to datesiook and, as most of the total traffic passes
through them, their power source drains out mopedha Researchers are also studying the
advantages of having mixed wired and wireless netsyon order to explore the advantages of

both. The structure of a wireless sensing netwsoghbwn in Fig. 2.24.
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Fig. 2.24 - Decentralized wireless SHM system ewyiplp hopping communications
protocol [98].

39



As with every vehicle, aircrafts are prone to h&8N to monitor parameters related to
the SHM of body parts made of carbon or glass fiberforced plastic [41]. The use of wireless
nodes is helpful, because it avoids wiring, thuduoceng costs, installation complexity and

weight. The latter is critical, regarding the feehsumption.

2.4.3.6 Wirelessnetworksfor localization or study of animals

The subject of animal localization, animal behayviattle monitoring, or the improvement of
livestock related techniques, have been activeareleareas for years. In [99], a WSN mostly
kinetically powered, has been used for the loctinaof herds in grazing areas. This network
has primary and secondary nodes. Primary nodedattery powered and serve to collect
information transmitted by the secondary nodeswel as position and time data, to a base
station that monitors all the animals. The secondades are attached to the animals and are
powered by a mechanical transducer, which geneede¢etrical energy from the motion of the

animals. These nodes have the function to broatlogistidentification.

The main objective of the work in [99] is to remgterack the movement of animals in
herds, such that a herder may know where the Iserfl any animal has left, or where it was
lately around. This work was tested with semi-damegd scandinavian reindeer. Instead of
using methods like global positioning system (GEB&}king, which are expensive and power
consuming, in each animal, it is used a kinetiovéster module, which powers a transmitter
that can reach up a hundred meters. The nodesateeyless and require almost no human
intervention. Only the primary nodes, which are poed by a battery, get their position by
GPS. The secondary nodes use a rectifier, as watlalmechanical energy sources, and a
supercapacitor to store the harvested energy. én2dhagnet/coil generator has been used as
the kinetic-to-electric energy converter. The whakeuit powers a radio transmitter. The node

is attached to the animal, by using a collar, gsatied in Fig. 2.25.

1

BRENT
Fig. 2.25 - Reindeer wearing a collar containggtesor node [99].

The nodes mounted on the animals were able tontiiasd be detected more than three

times per hour, in average, without the need oftaatiery, proving that the concept is feasible.
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There are other situations, in which the study déilfe has led to the deployment of
electronic applications powered by harvested enefgyan example, two of them will be
mentioned here, although these have been referi®d] and [99].

The first one is theZebraNet which is a network of GPS sensors to track zebra
movement and long term animal migration patterabjtats and group sizes. The nodes in this
network are also attached to the neck of the asiméh a collar and are powered by solar
energy, which is very abundant in the habitat esthanimals. The collar has 14 solar modules,
a comparator and a boost converter that chargesom lcechargeable battery, so that the node
can be powered during night time and bad weathbe battery allows for 72 hours of
operation, when completely charged. The peak oupowter is 400 mW. The node is also
composed of a microcontroller which controls theeragions of the system, as well as the

charging of the battery.

The second one is thEurtleNet whose function is to track turtles. Similarly tioe
ZebraNet the nodes in this network are also powered by adéll that outputs 90 mW at 4.2 V.
Moreover, these nodes must be waterproof, becautlest spend much of their time under

water. Next, in Fig. 2.26, it is shown the mountafgeach of these nodes onto the animals.

Fig. 2.26 - Mounting of the sensor nodes iZapraNef93] and b)TurtleNet[93].

In [93], there is more information about each asi networks, as well as the indication

to the original references that explain all theadet

2.5 Conclusions

In this chapter, an overview about energy harvgsistems was made. By performing a search
in some of the available literature, informationsveallected about the ambient sources that can

be harvested, and systems that make use of thassesdo power themselves.

According to the type of source that is being hsi@@, a convenient harvester device
must be used and it is an important tool to haweodel able to electrically describe how the
harvester works. This functionality is particulaitpportant in the design phase, in order to

model and simulate the whole system, also encornmupdge harvester.
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Moreover, for a particular kind of source, there already certain types of circuits that
are strictly required to be used, like the caseeatifiers in RF and in mechanical energy

harvesting, for example.

If the deployed systems are able to operate irifgps@ered fashion, this brings out a lot
of benefits, cost wise. This operation, installatamd maintenance philosophy greatly reduces
the amount of money needed to keep the system &t. Wmr instance, when looking at
installation costs, not needing to connect to tbevgy grid means that wiring and additional
equipment is not needed. As a consequence, tha fieed for manpower to take care of an
elaborated system installation. When looking atrtie@ntenance costs, as the infrastructure is
wireless, anything related to cables or similargd aalated equipment, does not apply. An
expression that can serve to illustrate the intenajgeration paradigm isdéploy and forgét
[100]. For systems powered by light, one mainteadactor that should be taken into account
is concerned to the hypothetical periodical clegrifthe PV cell, as dust can accumulate over

time and deteriorate the harvesting characteristic.

Since the amount of available energy, which cahdrgested, is typically very low, and
the resulting voltages are also low, these systemst use a voltage elevator, in order to
provide a suitable voltage to power an electromipliaation. In addition to this requirement,
there is also the need to provide some means te #te harvested energy so that the load
system can be supplied even when there is a skodhgnergy from the chosen harvested

source. These topics will be addressed in Chapter 4

The overview that was given in this chapter hadpilmpose of introducing to the energy
harvesting theme. This was done by showing, withesexamples of published material, what
are the available energy sources, the main parasnatel computational infrastructures that
must be accounted for, some systems that already, erd the challenges that one must face
when designing a system for such a class of apgjica As such, the reader is invited to
deepen the search that has been made and prebentedh order to match his search with the

real demands to be met, as the material presemtbédsichapter is only introductory.
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Chapter 3

PHoTOovOoOLTAIC CELL

TECHNOLOGIES

3.1 Introduction

The motivation behind the origin of PV cells wassgpply remote regions, with electrical

energy, where the grid was not available. In 1988en Darryl Chapin began this work, a
method using a photovoltaic effect in Selenium (®ap already known, in order to produce
electrical energy from light [73]. However, theiei#ncy was very poor (about 0.5 %), making
this method impractical. Then, two cientists thatl lbeen involved with the early development
of the silicon transistor (Gerald Pearson and @akvuller), joined Chapin and, in 1954,

developed the first Silicon (Si) technology PV calith an efficiency of 5.7 %. This value was

found to be satisfactory enough to putting the tges cells to use.

These new cells were made from a p-n junction. fi4sede of the junction is very thin
and highly doped, allowing light to come to the unction with very little attenuation, but the
lateral electric conduction is high enough to adlihe current to the front contact through an
array of silver fingers. The back side of the sificis covered with a metal film, typically
aluminum. The basic structure of the silicon PM hak remained almost unchanged until now.
The price associated to these newly developed eewi@as very high, so these were only used

for space applications and satellite powering, |uadtibut the middle of the decade of 1970.
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Then, industry of PV cells was really establishaag research increased tremendously. Since

then, the price has decreased and the installeémpalPV energy has dramatically increased.

PV cells can be associated in series and in phraille@rder to obtain a higher output
voltage and output current, respectively, besid#aining a higher output power. The current-
voltage characteristics of the series and paraiebciation of PV cells is shown next, in Fig.
3.1

|out‘

»

IouuL

lsci+ lsco|  Two cells

One cell Iscxz Two cells
Isca Isc2
One cell
| -
»

Vociz) V;" Voc1, Voc2 Voci+Vocz Vo
a) b)
Fig. 3.1 - Connection of two identical PV cells:p@rallel; b) series.

The current-voltage characteristic of a PV cell gary with the incident light intensity

and the temperature. This variance is illustraed,nn Fig. 3.2.
Iout‘L |DutA

Isc

Temperature
Irradi_anm _
0 Voc \70ut 0 Voc \Zut
a) b)

Fig. 3.2 - Influence of irradiance and temperatumghe PV cell current: a) increasing
irradiance; b) increasing temperature.

3.2 Conceptsand parametersregarding PV cells

There are a number of terms that are usual in trmegt of PV cells. These are briefly

explained next.

3.21 Standard illumination conditions

The standard conditions that are considered whienrirey to the efficiency and power output
from a PV cell are AM1.5, already defined in Seetib2.6. Summarizing, these are: irradiance
of 1 kw/nt, 25°C of ambient temperature and a spectrum dfghircrossing the atmosphere

with an angle of 42° above the horizon.
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3.2.2 Fill factor

The current that a PV cell can provide varies betw@ and the short circuit curretgd. In
terms of output voltage of the cell, the extremkiea correspond to the open circuit voltage
(Voc) and 0, respectively to the current. Graphicalgse are related between them according
to Fig. 3.3, where these can be found, since &aygurrent function is shown. In Fig. 2.19 b),

such a function had already been shown (see SexRoB).

lout A

»
»

VOC Vout

Fig. 3.3 - Maximum power and fill factor.

In general, any rectangle drawn under the curnemttion represents the power that the
cell can deliver to a circuit connected at its tewats. In Fig. 3.3, the darkened rectangle
represents the maximum powey.. that the PV cell can provide, because its arélagidiggest
that can be achieved. The voltagg and current,,, that allow for this power value, define the

MPP of the cell, and are always less tNWap andlsc, respectively.

Thus, the fill factor EF) of a PV cell is defined as the ratio betweenrtfaximum power

of the PV cell and the product @k by I s, resulting in

FF = Pnax _Vmplmp_ (3.1)
Voclsc Voclsc

The value oFF is, typically, around 0.8 to 0.9.

According to a detailed explanation in [73], th# factor of semiconductor PV cells,
whose electrical model is depicted in Fig. 2.19s8e Section 2.2.6), is given by the next

equation, wherés is the saturation current of the diode.

FF = Pmax :l_1+|n|n(|SC/IS) .
Voc I'sc In(lsc/1's)

(3.2)

3.2.3 Efficiency

The efficiency of a PV cell is defined as the raifahe output electric power versus the input

solar radiation power under standard illuminatimnditions at the maximum power point.
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TABLE 3.1, shows the efficiencies of some type$¥ufcells, which will be addressed later on.
The outdoor conditions are those that best meettdrelard test conditions indicated in Section
3.2.1.

TABLE 3.1 - Typical environment illuminance levaid.commercial available solar panel
energy conversion efficiencies [80].

Indoor light Outdoor light
llluminance level (lux) 100 - 1000 1000 - 65000
Solar panel energy C'Si. 3% - 8% ~18%
conversion efficiencies a-Si 2% - 5% 8% - 13%
GaAs 2% - 8% 7% - 15%

3.2.4 Peak watt

The “peak watt” {\;;) rating of a solar module is the power (in Wafispduced by the solar
module under standard illumination conditions & MPP. The actual power output of a PV

cell, obviously, depends on the actual illuminatiamditions.

3.3 Generation of electric power in semiconductor PV cells

The basic concept of power generation in semicaioduRV cells is related to the construction
of the p-njunction. The base, or substrate, is a piece gpp-tilicon, lightly doped with boron,

a fraction of a millimeter thick. A highly dopedtype silicon, with a thickness of a fraction of
one micrometer is generated by doping with phogphof much higher concentration, and laid
over the substrate. Because of the built-in padénfi the p-n junction, electrons migrate to the

n-type region, and generate electric power sinidamn electrochemical battery.

When a p-n junction, such like the one describedjriadiated with light, several

possibilities may occur. These are indicated in Big.

contact /6/
Fig. 3.4 - Behavior of light inciding over a PV cgl01].

The possibilities considered here are: 1 - reftectand absorption at top contact, 2 -
reflection at cell surface, 3 - desired absorptidn; reflection from rear out of cell, 5 -
absorption after reflection, 6 - absorption in reantact. The desired goal is to have the
maximum power at the minimum cost. Thus, to ensheshighest efficiency, cells must be

designed to enhance the desired absorption (Salaswiption after reflection (5).
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The absorption coefficient indicates how a semicehal material behaves in absorbing
the incoming photons. In Fig. 3.5, the plots ostboefficient are shown, according to the type
of semiconductor material being used, as well degeenergy of the photon that hits the cell.

&
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Photon energy (eV)

Fig. 3.5 - Absorption coefficient for different semnductor materials [73].

It can be noted that silicon is not one of the l@xsorbing materials, as compared to
others present in the same graph. This means wiman using silicon, in order to absorb a
useful amount of photons, more material must bel,usesulting in a thicker layer. Typical
values are in the range of 10M. On the other hand, materials like GaAs, CdT€winSe,
only require a layer with a few micrometers. Theey of PV cells that use any of the materials
that were just mentioned will be addressed in 8a@i4.

In order to reduce the loss due to reflection,ahae anti-reflection coatings that can be
applied at the interface between semiconductoraand 3].

When the desired absorption occurs, a photon, antmount of energy greater than the
energy gap of the semiconductor material, can lserbled and create an electron-hole pair.
Inversely, an electron-hole pair can recombine@nd a photon of energy roughly equal to the
energy gap of the semiconductor. This procesdhigmatically described in Fig. 3.6.

Conduction
band
hy \\NA\NA\N> Band gap VNN
Incoming Emitted
photon Valence phOtOn
band
Absorption Emission

Fig. 3.6 - Interaction of radiation with semiconthrs, regarding energy bands.

47



By observing the left hand side of Fig. 3.7, a photvith energyhv generates an
electron-hole pair in the p-type region. Becauséhefbuilt-in electric field E,), which points
towards the p-type region, the electrons, whichnagatively charged, are dragged by this field
into the n-type regior\, is the built-in potential voltage amylthe charge of the electron.

+ —
O O \ ‘ O O \
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o
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E‘P\ B P l (](Vﬂ_vnc)
q Vo 5 —
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By m_ o T
E +++

“vn

Fig. 3.7 - Separation of holes and electrons ivaéll [73].

When the two terminals are tied together, an atedtcurrent is established. This is the
short-circuit currenflsg and is determined by the rate of electron-hole ggneration from the
radiation. By looking at the right hand side of R3¢, if the terminals are not connected to each
other, the electrons that migrated to the n-tyggoreare accumulated and a voltage across the
junction capacitance builds up. The direction a$ tholtage is the same as the forward bias
voltage of the diode, which generates a currenttdmpensate the electron current. At
equilibrium, an open-circuit voltag&/{c) is established. This effect is similar to diré@sing

the PN junction.
The frequency of the photon is designated vasThe correspondence between the

wavelength and the frequency is given by

Cc
A=—. .
; (3:3)
In (3.3),c represents the speed of light in vacuum, whi@98792458 m/s.

The energy of a single photon is given by
Cc
Ep:hl/:h;. (34)

The symbolh is the Planck constant, whose value is 6.62606950°*JS, or
4.1356674335 el. The latter is more adequate in the present xbnte

The remaining symbols shown in Fig. 3.7, have tlewing definition:
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TABLE 3.2 - Definition of the symbols present irgFB.7, representing the energy levels.

E., | Energy level at the bottom of the conduction bignithe p-type semiconductor
Er, | Energy Fermi level in the p-type semiconductor

E,, | Energy level at the top of the valence band inpthgpe semiconductor

E., | Energy level at the bottom of the conduction bamnithe n-type semiconductor
Er, | Energy Fermi level in the n-type semiconductor

E.,» | Energy level at the top of the valence band imtligpe semiconductor

The Fermi level is equal in both the n-type and gHgpe sides, when the junction is
short-circuited. However, when the junction is b@®r in open circuit while being irradiated,
this energy level is different from the n-type ke tp-type sides, also as it can be observed in
Fig. 3.7.

3.3.1 Efficiency limit according to Shockley and Queisser

There is a theoretical limit to the efficiency, whidepends on the type of material being used in
the cell. In 1961, William Shockley and Hans Queissiade an extensive analysis of the p-n
junction PV cell, and established an upper limit thoe efficiency of single-junction PV cells.
This is known as the “Shockley - Queisser limiti-depth detail on how this limit is derived

can be found in [73].

Next, Fig. 3.8 shows how the efficiency is boundad;ording to the band gap of the
semiconductor material. Some materials are alsiwated, in order to have an idea of how

much is the energy band gap for each of them.
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Fig. 3.8 - Efficiency limits of PV cells [73], coifering: a) AMO and b) AM1.5.

Once again, the details about the terms used fdr eHiciency plot are outside of the
scope of this text and should be explored in tHereaces mentioned. The graphs show the
functions considering, in part a), a blackbody atidh at 5800 K and, in part b), the radiation
used for STC, i.e. AM1.5. As it can be seen, irhb®tuations, silicon (Si) is the material that

can achieve the highest efficiency.
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34 Typesof PV cdls

The technology of PV cells can be divided into ¢hfgenerations”. The first generation consists
on the use of silicon crystalline structures. Td¢as include the monocrystalline, polycrystalline
and emitter wrap through (EWT). This technology basn progressively developed over time,
in order to improve its capability and efficienchhus, in spite of being the first generation
technology, it is not obsolete. The second germrdtchnologies are based on single junction
devices, aiming to optimize material usage whijinty to keep the efficiencies achieved earlier.
This generation comprises materials such as CdTadnt@m Telluride), CIGS (Indium
incorporated with Gallium - increased band gap) a®1 (amorphous Silicon). Finally, the third
generation encompasses double, triple junction reamtbtechnology, which are all showing
promising results and efficient cells at a lowerstcg73]. As an illustrative summary,

representing efficiency versus cost, Fig. 3.9 shatwsre each one of the three technologies fits.

US$0.10/W US$0.20/W US$0.50/W
100 T

~ Thermodynamic
- limit
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Fig. 3.9 - Efficiency/cost trade-off for the thrgenerations of PV cell technologies (cost in
US dollars, in 2003) [102].

3.4.1 First generation PV cells

The crystalline silicon (c-Si) PV cell was the figgractical PV cell, invented in 1954. The
efficiency of such mass produced PV cells is 14-20%ich is still the highest in single-

junction PV cells. It also has a long life and dequate for mass production. To date, it still
accounts for more than 80% of the PV cell markéer€ are two versions of the c-Si PV cell:

monocrystalline and polycrystalline.

3.4.1.1 Monocrystalline PV cells

This is the most common type of cell being usegyrasenting about 80% of the market.
Essentially, it uses crystalline silicon p-n junats. This type of cells is manufactured from a

single crystal ingot.
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The efficiency of these cells is limited by the ambof energy produced by photons.
Working with longer wavelengths does not help itagbing more energy because, on one hand,
energy decreases with longer wavelengths and,eattier hand, there is an increase in thermal
dissipation. This causes the cells to heat up, theeasing their efficiency because of the
energy being lost as heat. Under STC, the maximerorded efficiency is 24.7%, stated by
[101].

After the manufacturing of the silicon ingot, waihdiameter of 10 cm to 15 cm, it is then
cut in wafers of 0.3 mm thick. There are sevelaa®i PV cell designs. Typically, both sides of
the wafer are passivated with an insulator (gi®o as to reduce surface recombination, and
small holes are opened through the insulator toepthe metal contacts. Then, trivalent dopant
is difused to the rear contact areas, in ordeotmfthe P zone. At the front side, pentavalent
dopant is used in the same way to form theane. A textured surface can be used on the front
side, to trap the photons that enter the surfacaddtition, an antireflective coating can also be
used, beneath the textured surface, to maximizeffigency. The resulting PV cell typically
has a short circuit current at about 35 mA7and an open circuit voltage of 0.55V at full

illumination [101]. In Fig. 3.10, it is shown hownaodule based on this type of cell looks like.

Fig. 3.10 - Monocrystalline PV module [73].

A module is made up of several cells, connectguhirallel and in series, so as to produce
higher currents and higher voltages, respectivalyd consequently, a higher power. The
monocrystalline PV cells are cut from a cylindrisahgle crystal ingot. To save material and
space, the solar cells are cut to an octagonakpigiwing them this typical shape. There is
always some wasted space because of the cut coarm@swasted material, because of the
octagonal cut being performed over the cylindringbt.

3.4.1.2 Polycrystalline PV cells

In order to reduce costs and increase productiew, arystalization techniques were developed.
The costs with the production of polycrystallindls@are lower than with the monocrystalline
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ones, although efficiency is inferior to that oétlatter, standing at about 15% [101]. However,
the main advantage is the reduction of flaws inatngintamination and in the crystal structure.

Polycrystalline cell manufacturing is initiated lyelting silicon and solidifying it to
orient crystals in a fixed direction, producingegtangular ingot of multicrystalline silicon to be
sliced into blocks and finally into thin wafers. Wever, this final step can be eliminated by
cultivating wafer thin ribbons of polycrystallindison. As a result, since the shape of the ingot
is rectangular, the PV cells in the PV module Vaidik like as shown in Fig. 3.11, and having no
waste of panel space, neither of ingot materiag manufacturing process of the panel modules

is similar to the one described for the monocrjis&lPV cells.

Fig. 3.11 - Polycrystalline PV module [73].

When using silicon modules (mono or polycrystaljjrene technique that has emerged,
is the use of smaller cells to make up a modulewlith the additional placement of large lens
over each individual unit. By doing this, the lightensity is magnified by a factor that can
reach up to 300 times [101]. This technology idechtoncentrating PV. Concentration can be
achieved by using mirrors, lenses, or the comhnatif both. This concentration needs some
means to track the light, or the use of curveddsr® mirrors, with the cell at the center of the

curvature so that the concentrated light can alwegsh it.

The commercial PV modules, either for mono or polstalline situations, given that the
cells are fragile and vulnerable to the elemerasehto be made more robust. Thus, a framing
structure is used, having a piece of glass onrtihe ide of the module, two thin sheets of EVA
(ethylene vinyl acetate) film, one at the front atlder at the back side of the array of PV cells,
and a back plate. All these components are boratgdter in a heated press.

3.4.1.3 Emitter wrap through (EWT)

The emmiter wrap through PV cells have achieve@féiniency increase, not because of the
type of materials being used, but rather becausigeodiesign of the cells.
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Small laser drilled holes are used to connectehe m-type contact with the opposite side
emitter. The removal of front contacts allows foe full surface area of the PV cell to absorb
solar radiation, because masking by the metal lime® longer present. Several tests showed
that there are manufacturing gains by putting theacts on the backs of the cell. Using EWT
has allowed an increase of 15% to 20% in efficiefidy1]. One major disadvantage of this
technology is the large area occupied by EWT cdllso, this technology suffers from high
series resistance which limits the fill factor.Ag. 3.12, there is a schematic representation of

such a PV cell.
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Fig. 3.12 - Schematic representation of an emittap through PV cell [101].
3.4.2 Second generation PV cells

The PV cells included in this generation belonghe thin film technology. This technology
aims to reducing the cost of PV cells by reduciragerial and manufacturing processes, without

risking the environment or the lifetime of the sell

Amorphous silicon (a-Si) thin-film silicon PV cellsre much less expensive than the
crystalline ones, but the efficiency is only 6%l@%s. In between, are the CIGS (copper indium
gallium selenide) and CdTe—CdS thin film PV cellsth a typical efficiency of around 10%
and account for about 15% of the market. Becauslkeif very high absorption coefficient, the
amount of materials required is small, and the pctidn process is simpler. Thus the unit price

per peak watt is lower than for the crystallingcsih PV cells.

The fabrication process is different from the ooethieve crystalline PV cells. Instead
of having a layer of p-material with another of aterial on top of it, and glass covering each
of the two sides, thin film is based on the depofthin layers of materials, on glass, plastic or
stainless steel substrates. The thickness of eagdr lis inferior to 1@um, while in the
crystalline technology, it could have hundreds afrons. This is because amorphous silicon
absorbs sunlight very well, so that only a thinelays required, resulting in less material.
Moreover, as the layers are thinner, and laid at&inless steel or plastic, this allows for the

creation of flexible products. On the other hansl,less material is laid out, the absorption
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potential is also reduced, thus lowering the edficly of the cell. A factor than can counter this

decrease, is the use of materials that can achetter efficiencies.

There are four types of thin film PV cells that gresently at the market. These are the
amorphous silicon cell (multiple junction structyréhe thin polycrystalline silicon on a low
cost substrate, the copper indium diselenide/catingsulphide hetero-junction cell, and the

cadmium telluride/cadmium sulphide hetero-juncteti [101].

3.4.2.1 Amorphoussilicon

The main difference between this technology andtatlne silicon is the fact that the silicon
atoms are randomly located from each other. Tlidom atomic structure causes a band gap of
1.7 eV, which is higher than in crystalline silicamhose value is 1.1 eV. This larger band gap
privileges the absorption of visible wavelengthfiew compared to the infrared portion of the
spectrum. This technology has several variatiorgrey the substrates can be made of glass,
flexible stainless steel or plastic foil, tandemdtion, double and triple junctions. In each case,

a different performance is achieved.

The maximum efficiencies for amorphous silicon ifaboratory environment are about
12%. However, single junction a-Si PV cells, whemased to sunlight, degrade due to the
Staebler-Wronski effect, which causes changes enpitoperties of hydrogenated amorphous
silicon [101]. Thus, their efficiency progressivadyops, until a value of about 4% to 8%. To
improve the efficiency and solve the degradatioobfgms, there have been attempted some
approaches, such as developing double- and tupietipn a-Si devices. Under STC conditions,

the efficiencies of such technologies are around®%9%6.

Another technology of construction, whose objects/efficiency improvement, consists
to stack junctions, layering two or more junctioms top of each other. At the top of this
structure, a very thin layer of a-Si is depositedprder to convert the shorter wavelengths of
the visible spectrum. However, with longer wavelbisg microcrystalline silicon is most
effective, in addition to some of the infrared rand his results in higher efficiencies than
amorphous silicon cells of about 8% to 9%, depemndim the cell structure and layer

thicknesses.

Appendix B presents a more in-depth explanatiotherprocedures and details about the
fabrication of an amorphous silicon PV cell thas leeen used in conjunction with the main

system of this research thesis.
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3.4.2.2 Cadmium telluride or cadmium sulphide/cadmium telluride

The reason why this kind of technology is usedtbado with the use of inexpensive industrial
processes, in comparison to crystalline silicorhtetogies, while offering higher efficiencies

than amorphous silicon does [103].

Cadmium telluride (CdTe) has a band gap of 1.45aed a high direct absorption
coefficient, being recognized as a promising pholteic material for thin-film solar cells.
Small CdTe cells with efficiencies greater than 1&3d CdTe modules with efficiencies greater

than 9% have been demonstrated [101].

The toxicity of cadmium (Cd) and the related envimental issues, remain somewhat of
a problem for this technology, making necessargcyaling program for decommissioned PV
cells. The other potential issue is the availabibt telluride in nature, which might cause some

raw material constraints that will then affect twest of the modules.

In Fig. 3.13, a cross section of a typical CdTede¥ is shown.

Glass superstrate
Front contact (ITO/ZnO)
CdS (cadmium sulphide) n-type layer
CdTe p-type layer

Back contact

Fig. 3.13 - Cross section of a typical CdS/CdTedeW.

3.4.2.3 Copper indium diselenide or copper indium gallium diselenide

These are PV devices that contain semiconductonegles from groups |, Il and VI of the

periodic table. The advantage in the use of theatemals is their high optical absorption
coefficients and electrical characteristics. Iniadd, better uniformity is achieved through the
usage of selenide, as the number of recombinaigsoregiuced, improving both the quantum and

the conversion efficiencies.

CIGS (indium incorporated with gallium - increadsthd gap) are multi layered thin film
composites. The best efficiency of a thin-film P®llds 20% using CIGS [101]. The use of
glass or flexible substrates can be used with rtiaterial. The biggest inconvenient with this
technology is the shortage of Indium, which is usethe ITO (Indium tin oxide). A strategy to

counter this factor is to recycle indium from decoissioned PV cells.

Both CdTe and CIGS modules show degradation in higgt and humidity conditions
and need additional barrier coatings to protecmtifeom such degradation. This kind of
conditions degrades the junction transport propertiand minority carrier transport

characteristics of the cell absorber. Fig. 3.14alem@ typical cross section of a CIGS PV cell.
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ZnO transparent oxide
CdS buffer layer [or Indium Sulfide (InS)
CIGS (absorber)
Mo contact layer
Glass

Fig. 3.14 - Cross section for a copper indium gatlidiselenide PV cell.

Some properties of the materials that have be@mresf are summarized in TABLE 3.3,
as adapted from [73].

TABLE 3.3 - Properties of some common PV cell matsr

Material CulnSe2 Si GaAs CdTe
Band gap (eV) 1.04 1.11 1.43 1.49
Absorption edgel(m) 1.19 1.12 0.87 0.83
Absorption coefficient (ci) 1.0 x 10 1.0 x 10 1.5 x 10 3.0x 10

3.4.3 Third generation PV cells

This generation of PV cells is based on multi-jioed, where several crystalline layers, with
different band gaps, are stacked on top of eacdbr ofthe objective is to absorb as much solar
radiation as possible. In addition, these cellsehalilown more robustness to outer space
radiation [101].

3.4.3.1 Compound semiconductor

These hetero-junctions are tuned to use the fulleleamgth spectrum. When light hits a wide
band gap layer, it produces a high voltage usig lenergy photons, enabling lower energy
photons to transfer to narrow band gap sub-devietsch absorb the transmitted infrared

photons. In Fig. 3.15, a structure of a Galliumeaide (GaAs)/Indium Gallium Phosphide

(InGaP) multi-junction PV cell is depicted.

Conta
L 1 n*-GaAs | T
D ElloF Top Cefl
n-GalnP 1
N p-GalnP
Wider bandgap tunnel
junction between
GalnP and GaAs AP
subcells == Wide-Eg Tunnel Junclion
Improved GaAs — n-GalnP
subcell window rGnkn T
Migdle Cpil
= p-GaAs 4
Reduced Ihickness
tunnel junction A
between GaAs and p-GalnP
Ge subcells sl { GaAs Tunnel Junction t
1
Improved Ge — 7 fotiom
nucieation n-Go
ptype Ge — A= p-Ge substrate “[%
substrate
Tonlac

Fig. 3.15 - Epitaxial stack of a multi-junction R¥Il [101].
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Such devices have reached efficiencies in the oode40.8%, more exactly from a

metamorphic triple-junction PV cell.

3.4.3.2 Dye-sensitized cells

These cells consist of a semiconductor and anrelgtt liquid. The semiconductor and

electrolyte work in tandem to split the closely bdwelectron-hole pairs produced when light
hits the cell. The source of the photo-induced ghararriers is a photosensitive dye that gives
the PV cells their name “dye-sensitized”. In additia nanomaterial, most commonly titanium

dioxide (TiQ,), is also often used to hold the dye moleculgdace, like shown in Fig. 3.16.

1 Liquid Electrolyte @

Ti0y ]
L TigParticles ’ -I pre Anode
2 Vi |
{100-300 &°) Glass —| ® «Glass
X [conducting /X b Absorbed dye
v Arelglass Iolecule

Transparent

/suppurt
*I~ counterelectrode
(Tco)

/// nanocrystalline
7l 10um T Transparence cathode

Fig. 3.16 - Cross section of a dye sensitized AM1@1].

The use of dye sensitized cells for photovoltaipliaptions tries to emulate chlorophyll
action in plants. This technology contains volatilelvents in their electrolytes that can
permeate across plastic and present problems dtingehe cells. Cells with these solvents are
unattractive for outdoor use due to potential emwinental hazards. Researchers have
developed PV cells that use solvent-free electeslybut the efficiencies of these cells are too
low [101]. Heat, ultra-violet light, and the inteten of solvents within the encapsulation of the

cell are negative issues with this technology.

3.4.3.3 Organiccdls

This type of cells is made from thin films, with alt 100 nm of thickness, of organic
semiconductors such as polymers and small-molecabenpounds like pentacene,
polyphenylene vinylene, copper phthalocyanine (ge lbr green organic pigment) and carbon

fullerenes.

These materials are interesting because of thethamécal flexibility, disposability and
low manufacturing cost, because of the use of iplaa$ opposed to traditional silicon, and not

requiring high temperatures and high vacuum couuti

Electron (donor-acceptor) pair forms the basis wfanic cell operation, where light

agitates the donor causing the electron to transfdre acceptor molecule, hence leaving a hole
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for the cycle to continue. The photo-generated gdmiare then transported and collated at the
opposite electrodes to be utilized, before thepmdune [101].

Typically, the cell has a glass front, a transpahedium Tin Oxide (ITO) contact layer, a
conducting polymer, a photoactive polymer and thekicontact layer (Al, Ag, etc.). Since ITO
is expensive, various groups have tried to useorananotube films as the transparent contact
layer. A typical cross section of an organic scklt is shown next in Fig. 3.17.

Light Glass Substrate
@ _ / ITO transparence anode
Organic layers
Cgp layer
Glass Metal cathode

Conductive polymer
Transporent oxide (ITO) or Carbon Nanotubes
Active layer (polyvmer)
Back contact (Al, Ag...)

Fig. 3.17 - Structure of an organic PV cell [101].
3.4.3.4 Carbon nano tubes

This kind of technology emerged to mitigate the itations of the other technologies.
Nanoscale components have the ability to contrel ¢imergy band gap and an enhanced

probability of charge recombination. Examples aésih nanostructures are the carbon nano
tubes.

Carbon nano tubes are made according to a hexagarian lattice, showing excellent

mechanical and electrical properties, and cantgiesiwalled or multi-walled, as shown in Fig.
3.18.

1-2 nm 2-25 nm

Fig. 3.18 - Single-walled and multi-walled carbamno tubes [101].

This material is photosensitive just like other engtls in photovoltaic technologies.
When coated by special p- and n-type semiconduutterials, it forms a p-n junction that
generates electrical current. Such a methodolodyames and increases the surface area
available to produce electricity [101]. The effiooges are still in the range from 3% to 4%, but

much research is being conducted in this field.
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3.4.3.5 Quantum dots

Quantum dots are devices that also fit into theor@ehnology materials. These, are special
semiconductor systems that consist of a combinatigreriodic groups of materials, molded in
a variety of different forms. They are on nanomeizle and have an adjustable band gap of

energy levels, performing as a special class ofcmductors [101].

The PV cell with larger and wider band gap absaonbse light, hence producing a bigger
output voltage. However, cells with smaller bang gasult with larger current but smaller
output voltage. The latter includes the band gaphared end of solar radiation spectrum.
Quantum dots are known to be efficient light emdttevith various absorption and emission
spectra depending on the particle size. Currendgearchers are focusing on increasing the

conversion efficiency of these PV cells.

3.4.4 Comparison of thedifferent PV technologies

Up until this point, this chapter has focused ovingj an overview about the PV technologies
and how these are organized, in terms of deviceb raaterials. This overview is only

introductory, focusing on general aspects of eaplct

It is outside of the scope of this thesis, to peva broader insight about this theme, so
the reader is asked to pursue the search for igfiiom in the references that have been given
along the text. In addition, further informationoaib third generation photovoltaic technologies
can be found in [102], [104], [105] and [106], taxtample.

Having given an overview about the types of PV<cillthe previous sections, it is useful
to have a comparison between them, in terms ofieffty. Photovoltaic products have grown
in commercial availabity in the past few years thaltrend is to continue to grow, as a response
to trying to find a good alternative for fossil soeis of energy. The efficiency of the cell is also
a way of quantifying the efficiency of the costtbé investment that is made, although, as it has
been seen, the type of material must additionadiytdken into account. As such, to have a
general idea about the present panorama, the bkstsvfor several research cells, in various
PV technologies, are shown in Fig. 3.19. In thigife, it can be observed that at the present
time, the highest recorded efficiency that appéarthe graph is 44.4%, corresponding to a
multi-junction cell. It is to note that research B®lIs often give better results than commercial
ones. This figure serves to have an idea of thgrpss that PV technologies have had over the

years, since about the middle of the decade of ,18f8én this industry had a true start.

The technologies shown in Fig. 3.19 include noydhbse that have been referred, but

also some others that have not been addressed texh
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Since the work presented in this thesis makes tisenorphous silicon PV cells, it is
important to notice that the present efficiencyttus type of cells is 13.4%. To conclude, it is
to stress out that, regardless of the technologygbesed, the trend is towards an increase in
efficiency, which foretells that, in the future, R&hnologies have indeed an important role to

play when dealing with clean energies, whatevestate of the applications being used.

3.5 Integrated CMOSPV cdl prototype

According to the analysis presented in the previsestion, crystalline silicon allows for
building one of the most efficient PV cell typesr@idering that the energy harvesting system
will be built in standard CMOS technology, whichearystalline silicon, it is natural to try to
integrate the PV cell with the system, on the s&@WOS die. As shown in [87] or [107] it is
possible to build a PV cell in CMOS technology. Hwer, there are some problems associated
with this approach that prevent the use of a CM®X@I together with other circuits on the

same CMOS die. These will be discussed next.

3.5.1 Electrical model of aCMOSPV cdl

In order to better understand the possibilitiesusing an integrated CMOS PV cell, it is
necessary to obtain its electrical model. Usingitfiermation available in [87], it is possible to
build this electrical model, corresponding to tlggigalent circuit depicted in Fig. 2.19 a). The
model is composed by a current source, a diode hatka series and parallel resistors. The
model parameterdi( Rr andRs) are adjusted to match the open circuit voltage e short
circuit current reported in [87], correspondinglie original reference, to measured values at an
inciding white light illuminance of 10 klux. Extrafating the reported PV cell area to 3 fnm
results in a peak watt around 3%/ and in a short circuit current of 1.62 mA. Usitids
extrapolation, the values that were obtained fer todel were then 1.728 mA, 7Q0and
20Q, respectively. The diode depicted in the model diode of the CMOS technology being
used, with the width, length and multiplier seR&um, 25um and 15000, respectively.

Two of the previous PV cells, in series (each hga8rmnf), were simulated using two
equivalent circuits in series, resulting in the poweurves depicted in Fig. 3.20. This graph
shows the output power of the PV cells for somelkewf light intensity, namely, for 100%,
95%, 90%, 80% and 60% of the maximum illuminati@0 klux of white light). This scaling
only accounts for the current drawn from the curswurce of the electric moddk), while
maintaining the other parameters unchanged. Thaespower functions for intensities inferior

to 100%, were obtained by proportionally scaling thirrenti; of the model. This procedure is

61



only approximate, since that the other parametetiseomodel would also need to be adjusted.

However, in the absence of more information, thés whe adopted procedure.
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Fig. 3.20 - Power curve of two PV cells equivaleintuits connected in series, for different
levels of illumination.

In Appendix B, the characterization of an amorphsilison PV cell that was specifically
manufactured for this work, was performed by takintp account all the changes that the

model parameters suffer when there is a chandeitevel of light inciding over the cell.

The maximum available power at the output will depen the light intensity to which
this cell is subjected. The information about theximum available power from the PV cells, as
well as the voltage at which that maximum poweruescthe short circuit current and the open

circuit voltage, is summarized in TABLE 3.4.

TABLE 3.4 - PV cell electrical characteristics ftifferent light intensities.

. . Irradiance | Irradiance Prax Viax Isc Voc
Light Intensity | ) wim | oWy | mv) | mA) | mv)
100% 10 14.64 810.1 718.9 1.68p 924.1
95% 9.5 13.91 752.2 710.( 1.59p 919.6
90% 9 13.18 694.4 709.9 1.51p 914.7
80% 8 11.71 579.3 699.7 1.344 903.6
60% 6 8.78 355.5 648.6 1.008 872.]

Since white light was used in [87], the conversimm lux to W/nf is performed using
the relation 1 lux = 1/683 W/mas indicated in Section 2.2.6. For a value of 20RGhe
maximum light intensity (about 2.92 W#mand using the same source of light, the maximum
power obtained is only 40.64W, at a voltage of 261 mV. Thus, with this level laght
intensity, using this series of cells, one would In@ able to supply any electronic application,
either because of the available output power apdvtiitage provided at the terminals of the

series of cells.
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3.5.2 Development and layout of an integrated CMOS PV cell

Since the objective was to use integrated CMOS &Ns,cthis type of PV cell was actually
designed and manufactured in a Qub3 CMOS technology. In Fig. 3.21, the layout of B¢
cell and the die in which it was included are deguic In addition, a picture of the actual die

after manufacturing, already placed into a PCBaidinect bonding (for testing), is also shown.

X
EERENREEE 4 hf."

¥ 4

Fig. 3.21 - Layout of the integrated CMOS PV cHift], integrated die that hosted the
CMOS PV cell (middle) and photograph of the dietaaring the CMOS PV cell (right).

Reference [87] shows a PV cell that was manufadtuegeperimentally characterized and
used to power a ring oscillator. However, the risgillator and the PV cell are in fact in two
separate CMOS dies. In [107] two separate dieslaceused, one for the PV cell and the other
for the circuit. The reason why the PV cell canbetintegrated into the same die as the circuit
is simple, as referred in Section 3.3: the absomptif photons by silicon is not very efficient.
The photons have to travel a certain length befoeg are completely absorbed. The absorption
coefficient of silicon for different wavelengthspgether with the percentage of absorbed
photons, is shown next in TABLE 3.5. Absorptiontaken into account by considering that

reflectance is negligible.

TABLE 3.5 - Absorption in Silicon, for various cok

Color wavelength | Energy | Absorption coefficient Depth (% absorbedim

(nm) (eV) (cm?) 10% 50% 90%
Blue 450 2.76 21000 0.05 0.33 1.10
Green 550 2.26 5830 0.18 1.19 3.95
Red 650 1.91 2500 0.42 2.77 9.21

For example, this table reports that the greenrcatoa depth of 3.96m, had 90% of its
radiation absorbed. The previous table shows tragdr wavelength photons can deposit most
of their energy at depths larger thaprti. Since the depth of the NWELL in a typical CMOS
technology is around 1m, this means that most of the energy will be digpdsn the p
substrate, located below the NWELL, because it asthe anode of the PV cell. This has the
unintended consequence of producing a positivagelin the substrate, which can cause latch-

up in the CMOS circuit. This also makes impossibleonnect two CMOS PV cells in series,
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since all the diffusions in CMOS are less thaaniin depth. The only option to connect PV
cells in series is to use non-standard CMOS tedgms such as SOl CMOS [89], because in
this case, each PV cell is electrically isolateairfrits neighbors. However, this technology is

much more expensive than standard CMOS technology.

In order to try to integrate a PV cell in the sa@®OS die with other circuits, it is
necessary to make sure that the positive chargetilids-up in the substrate under the PV cell
does not spill over to the rest of the circuit. Tdmdy option to do this is by using a guard ring
around the PV cell, connected to its cathode. Thiard ring is equivalent to connecting a
resistor between the anode and the cathode of\tteelP The value of this resistor depends on
the substrate resistivity and on the distance batwiee guard ring and thé giffusion, which is
the anode terminal of the PV cell. This resistomigarallel with resistoR, in Fig. 2.19 a),
therefore, its value should be as large as posstiihee it is not possible to control the value of
the resistivity of the substrate, the only optienid increase the distance between the guard ring
and the anode of the PV cell. However, if thisatise is large, most of the area taken by the

cell will not be producing energy and the PV cdll e very inefficient.

Fig. 3.22 depicts a simplified representation & structure of the integrated photodiode

that was laid out.

Fig. 3.22 - Simplified structure of the integraggtbtodiode.
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The anode (A) and the cathode (K) terminals comedgo the two lower pads depicted
in Fig. 3.21 (left), respectively. When the layauhs done, one had to pay particular care to
ensure that the area corresponding to the photedi@dild not be covered with metals or oxide,
as usual in the fabrication process. Otherwisént ligould have no way to irradiate the PV
structure. On the other hand, all the rest of threosinding elements were treated as usual when

performing a layout, i.e. let them be covered wtinendie is manufactured.

This type of structure and technology allows fag thrmation of two junctions, at two
different depths. Closer to the surface, in thegeawf about 0.2im, one has a stronger
concentration of carriers because of theupd i diffusion implants, and thus drg horizontal
junction is formed. However, deeper into the matethe doping concentration decreases, and
from about 1.&um, the concentration of carriers reaches a minimafne, which holds even

for higher depths. This results inmaterial and thus, p vertical junctions are formed.

A guard ring placed around the PV cell, which canidentified in Fig. 3.21 and Fig.
3.22, appears like a frame around the PV struciieen illuminated, the photodiode will be
forward biased, meaning that the voltage from Atwiill be approximately 0.6 V. Since the
cathode is tied to ground (a potential of 0 V)stwould mean that the anode (i.e., the substrate)

would have its potential increased to 0.6 V.

However, this is not tolerable for the other citsuilt on the same substrate, since the
latter is supposed to be held at ground poterfiat. this reason, it was needed to shield the
photodiode structure with the guard ring shown adbii, so as not to increase the substrate
voltage, preventing any latch-up condition. Thepage of this guard ring is to have the same
effect of a distributed resistor around the PV,calthat from its very periphery, until the guard
ring, the voltage would gradually decrease alorggghbstrate, from about 0.6 V (the voltage
drop across the photodiode junction when illumidaé@d, consequently, forward biased), to
zero (the potential of the substrate), while maiitg the cell in normal operation. In electrical

terms, this can be described by the following scitem

Integrated Periphery of

CMOS

the
photodiode / photodiode

Vout Py < quh.vlralu

Guard ring,
tied to
ground

Fig. 3.23 - Equivalent electrical circuit of therpase required for the guard ring.

In Fig. 3.23 RauwstratelS the distributed resistor along the substratistieg all around the
PV cell itself, in the stretches that go from itsan periphery (A) until the guard ring (K).
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Unfortunately, there was not enough informatiomfrthe foundry. It was expected that the
substrate had a very reasonable resistivity, shelh the amount of substrate between the
periphery of the PV cell and the guard ring woulkld/a resistance at least in the range of some
kQ. Thus, the PV cell would be able to operate cdéireand provide its expected voltage

(Vout_pv in Fig. 3.23) to the circuits to be supplied, wiexposed to light.

3.5.3 Experimental resultsof the prototyped integrated PV cdll

In contempt of the intended effect, the use of ghard ring caused a short-circuit over the
photodiode, because the voltage between the anmatleahode terminals was zero volts, even

under maximum illumination conditions.

In addition, the diode was supposed to have a &sistance when forward biased and a
very high resistance when reversely biased. Howeweasuring resistance from A to K and
vice-versa, the value obtained, for both situatiavess around 12Q to 130Q. For the reverse
biasing case, this value is too low. This testcitme was designed with the hope that the
substrate resistance would be larger and theréi@guard ring would not be impeditive of the
PV cell to produce an output voltage. However, whappened was that the PV cell was
effectively shorted due to the guard ring. Theatise between the periphery of the photodiode
and the guard ring did not provide the necessaiyuaof resistance so that the PV cell could
remain in operation, coexisting with the other @itestructures sharing the substrate. In other
words, resistancBs,psirate IN Fig. 3.23, is too small to allow for the phdimde to work. Instead
of making a separation between the PV structureth@edest of the die, the guard ring short-

circuited the PV structure, causing the major seklod having an unusable PV cell.

Moreover, the two upper terminals, which can bensed-ig. 3.21 (left), were built with
the purpose of experimentally determining the tasise between the guard ring (i.e., the
ground terminal) and the piece of substrate comdetrt the strips afhetallseen on the layout,
as these are located at different distances frengttard ring. The values of resistance that were
measured between those two points were abouf1fa® the upper left terminal, as well as for
the upper right terminal. These values are constlés be very low for the intended purpose

and confirm that the resistivity of the substratéoio low to provide the required effect.

A possible solution, to counter for the facts thave been noticed, would be to widen the
strip of substrate around the periphery of the BN, between it and the guard ring. However,
the structure would tend to be inefficient in terofigrea, because one would have an amount of

die area specifically commited to serve as a s@iparaone, having no other usefulness. In
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addition, since the current prototype shared thegiated circuit with other prototypes, from

other designers (see the center of Fig. 3.21)nenease of unused area would be prohibitive.

3.5.4 Conclusionsabout theintegrated PV cell

Unfortunately, as demonstrated by the resultswlemeé measured, the experimental cell did not
have any acceptable performance and so, the diterna to use amorphous silicon PV cells,

which will be shown in Chapter 7, and more detaifedppendix B.

By doing a literature research, in [88] there avena problems identified and reported
when sharing an integrated PV cell with other dtecin the same substrate. These happened to
be the case with the present work. To use suclpe d cell, it would have to be placed on a
substrate different from the one in which the n&jistem resides. This strategy was the one in
both the system and application described in [E0W] also in [108]. In these references, it is
shown that when stacking a series of PV cells, eéadividual cell resides in an individual
substrate. Because of this, the idea of using giated CMOS PV cell, on the same substrate

as the circuits to be powered, was dropped.

However, if a SOI technology [89] had been usedrdiwould be no problem in sharing
the substrate, because the latter would be anatwsuland thus would provide the necessary

electric isolation between the independent strestyptaced on it, although at a higher cost.

3.6 Indoor light energy availability study

Before starting the design of an indoor environm@rérgy harvesting system, it is necessary to
have a better understanding of the available lpgiwer, under different situations, in such an
environment. In order to assess the amount of adlaillight in an indoor environment, a set of
measurements was performed. There are some litenaierences, some of which have already
been mentioned, in which light measurements wese pkerformed. Examples of such are
present in [77]-[80]. However, in order to haveamtis-on perspective of the light availability in
the typical indoor environments that can be foumdcampusfacilities, at the geographical
location (and sorroundings) in which this whole waras developed, it was decided to perform
these measurements. Another important reason ifathehat the measuring device was the
same that was used to measure the light intengits#sallowed characterizing the a-Si PV cell
that was specifically built for this work (see Ampix B). By having the same measuring
device, common to these two contexts, there isrgamaved reliability about the values that are
considered and how the PV cell would respond toligie values that were obtained indoors.

This measuring device is described in Appendix Aere there are also presented the band-pass
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filters that aided in the measurements at seveesfelength bands, as well as a brief set of

indications to correctly use all of this material.

3.6.1 Light power intensity measurements

Partial measurements were performed, one in eacHhivef wavelength bands. These
measurements were then combined into a single iligitiance value. The measurements were
performed in four locations inside an office rooas, sketched ifrig. 3.24. These locations
cover most of the cases that a light energy haevestuld find in an indoor environment. These

four locations correspond tq andL,, and in each, at two different heighitg. (

\\‘ // {2 \\ ‘ | // (1
h h
Ly
D 7 L ~
d2 d1
Wz (o) Wl

Fig. 3.24 - Schematic picture of the room whereitid®@or measurements took place.

In this sketch]; andl, are the main lamps on the ceilirfgjs the distance between the
main lamps and the sensor [located eithdr; gunderly), or L, (underl,)]; Wy andW, are the
windows of the office roont; andd, are the horizontal distances between each of thdows
and the sensor (locatedlator L,, respectively). The values of the previous dimemsiared; =
23mid,=24mh=1mor2m; areadf,=1x2=2m areaoM,=1.25x2.6=3.25M

The room is located at latitude 38°45'25”"N and dande 9°7'2"W. Window W, is
oriented to East and the light entering from ibh@ as bright as the one that enters throdgh
(oriented to West), because the latter is diregtlthe facade of the building, while the formeer
not. Each of the lampls andl, is composed by two fluorescent light tubes, withcaver of
36 W each. The light sensor can be oriented upwardr |, (1), toW; (-) or toW, (~). To
each position is assigned an index to help idangfyt in the subsequent text. A measurement
taken outdoors will be identified with index 0. Thbemplete set of positions is enumerated in
TABLE 3.6.

In each measurement, the light sensor orientatias alightly adjusted in order to
maximize the received light power, as it would acicua real energy harvesting situation. The
measurements were performed during two days (Jgniier 3¢ of 2012 and February, the23

of 2012), at different times of the day, having mpmweather outside. Since in wintertime,
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outdoor light is weaker than in the rest of thery#aese measurements can be considered as

worst cases.

TABLE 3.6 - Positions where the measurements tdagep referring td-ig. 3.24.

Position h Location Orientation
Index

0 OUuUTDOOR
1 1
2 Ly - W
3 W
7 Im 1
5 L, - W
6 W
7 1
8 Ly - W
9 W
10 2m !
11 Lo - Wi
12 W

Outdoor measurements were also performed, in dodbave a reference value, which
can be compared to the values measured indoorintoer measurements, depending on the
time of the day, comprehended natural light, natanal artificial light, or only artificial light.

The whole set of measured values is listed in TABLE

TABLE 3.7 - List of measured values, having sunmatter outside (except at 19h00m).

Jan, 36 2012 Jan, 36 2012 Feb, 2% 2012 Feb, 28 2012
Position 10h30m 12h30m 16h30m 19h00m
Index Pwota | Irradiance| Py | Irradiance| Py | Irradiance| P | Irradiance
W) | Wimd) | @w) | W) | ew) | Wimd) | uw) | (Wi
0 20840 294 24080 340 16640 235 - -
1 179.86 2.54 172.54 2.43 157.35 2.22 15237 2.1p
2 129.31 1.82 85.28 1.20 75.59 1.07 - -
3 50.34 0.71 35.10 0.50 17.24 0.24 - -
4 168.82 2.38 163.88 2.31 159.73 2.25 15882 2.24
5 20.36 0.29 15.94 0.22 14.23 0.20 - -
6 162.26 2.29 81.92 1.16 17.20 0.24 - -
7 72.41 1.02 63.04 0.89 55.31 0.78 54.25 0.71
8 65.31 0.92 18.78 0.26 9.99 0.14 - -
9 44.00 0.62 23.62 0.33 9.14 0.13 - -
10 64.31 0.91 56.90 0.80 51.37 0.72 51.60 0.7
11 35.73 0.50 19.50 0.28 12.51 0.18 - -
12 187.23 2.64 61.31 0.86 18.8D 0.27 - -

This table presents the value of the total poweasueed by the light sensor and the
corresponding calculated irradiance. At 19h00m asvalready dark outside so, naturaly, the

measurements only account for the artificial ligiiside the room.
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TABLE 3.8 helps to distinguish the more relevaritiea in TABLE 3.7, summarizing the

worst and the best irradiance cases, obtainedtierset of measurements that were performed.

TABLE 3.8 - Summary of best and worst irradianceesafrom the light power measurements.

Outdoor irradiance (W/f Indoor irradiance (W/R)
Best case Natural plus artificial light Only atrtificial light
at 12h30m Best case Worst case Bestcase  Worst ¢ase
340 2.64 0.13 2.24 0.73

It is important to notice that, even though the sueaments having been taken in sunny
days, the time of the year and the geographicaltima (winter, in the northern hemisphere),
make the overall amount of available light poweb&oweaker. In wintertime, at latitudes near
38° (which is about the same where the measuremants taken), the actual path across the
atmosphere can double, and the spectrum power lascédl2. In addition, the atmospheric
pollution can reduce the irradiance even more oAthese effects, combined among each other,

explain the measured value outdoors of 340 ¥/m

3.6.2 Conclusions

These measurements help to getralloco realistic idea about the amout of light energyt tam

be used in a typica@lampusoffice (indoor) environment.

The measurements were performed at different tohdse day, allowing that situations
including natural light, natural and artificial kg or only artificial light (when dark outside),

could be considered.

According to the summarized data in TABLE 3.8, #adue of 0.13 W/rhis the lowest
irradiance value found in this indoor environmealiso because the location where it was
recorded is not favoured. If the system is desigizetle able to work with such a reduced
irradiance value, then it will succeed in harveastiight energy the whole time, since under

artificial lighting the irradiance value is higher.

If the series of PV cell that was modeled in Secrt®h5.1 was to be used in the
environment that was assessed, it would have tibyufThe lowest level of light that was
simulated for this cell is at about the same |@fd¢he best case for indoor irradiance reported in
TABLE 3.8. Even in this extreme optimistic situatjadhe series of cells would not have the
capacity to power any useful application. To courités fact, a bigger cell of the same kind
could be used, but in this case, the costs of mtamuwould seriously increase, making this

solution prohibitively expensive.
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Chapter 4

VOLTAGE STEP—UP CIRCUITS

41 Introduction

Raw electrical energy captured from the ambientcasiis generally not suitable for direct
usage to power electronic circuits. As such, tmergy must be properly conditioned for
practical use. The objective is to create a staddllivoltage (or current), which is required to
power and bias the sets of load circuits and dsviéecording to the intended needs, the
primary DC voltage must be stepped up (boost ojpeabr stepped down (buck operation).
The classes of circuits that can achieve suchtag®lconversion can be divided into those that
use inductors and those that do not. Either way uttimate objective is to perform the voltage
conversion as efficiently as possible. The regulabzuit also plays the role of protecting the
energy storage device from overload voltages ambnwdealing with a PV based system, of
setting the working output voltage of the PV cillorder to achieve optimal power operation
conditions, by using a MPPT algorithm. In the fallng, the main types of energy conditioning
systems will be summarily characterized, as welleagrgy storing devices and MPPT

techniques.

4.2 Typesof voltage converters

Whenever there is the need to convert a DC voltdge certain value, into another one of a

different value, higher or lower, there is the neéedise a voltage DC-DC converter circuit.
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There are various types of voltage converters. dddgj there are two main categories of

voltage converters, which are the linear convedearsthe switched converters.

421 Linear converters

Linear voltage converters are very simple to imm@atnbut they can only decrease the input
voltage, in order to obtain the output voltage,ahhis kept constant by a controller circuit. This
type of converter dissipates the excess of endrgly it not intended to be used by the load,

making it quite inefficient.

This converter can be implemented either with #éeser a shunt topology. As the name
implies, the series regulator is connected in setietween the input voltage source and the
load, performing a voltage division. The principleoperation of the series voltage converter is

shown in Fig. 4.1.

Rs

— oy
Vmg? Cor‘ltrouer R, Vou
r circuit
ni

Fig. 4.1 - Conceptual circuit for the linear semesverter/regulator.

The converter acts as if it was a variable resiBpmroviding the output voltage,,
through the decrease of the input voltage Should the load?. show any variations, the
converter system adjusts its own resistafieg (inder the action of a controller circuit, in erd
to keep a constant output voltage. This contraiesuit is powered by;,, and must know the

value ofvy, in order to adjusRs according to the needs.

The efficiency of this type of converter is propangl to the ratio between the output and
the input voltagesvg,/Vin). Since this converter can only decrease the iaplidge, this means
that a higher efficiency is achieved with a smatléference between;, andv,, Regulators
designed to specifically operate under these ciandit by consequence achieving a higher

efficiency, are known as low drop-out (LDO).

The shunt converter operates differently from tees converter. This converter acts as
a variable resistor placed in parallel with thedloshunting it. This requires the use of a resistor
R to be placed between the input voltage and thallpharrangement of the converter and the
load. This resistor can be the output resistandbetource providing;,, an added resistor, or
the combination of both. The principle of operatmfrthe shunt voltage converter is shown in
Fig. 4.2.
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Controller
circuit

Fig. 4.2 - Conceptual circuit for the linear shaahverter/regulator.

The process that makes, constant, while the load may be varying, is thatadled
adjustment of the equivalent resistance of the edevRs, in parallel with the load. This

control process has the same purpose as the time $eries converter.

The efficiency of a shunt converter can only be imézed if the output power is also
maximized. The series converter does not have liniitation. However, the simple
implementation of the shunt converter makes itaklét for applications that require a small and
almost constant output power, but the problem ofclup power dissipation persists and

becomes more limiting than for the case of lineaires voltage converters.

Thus, regarding efficiency issues, it is to stressthat, for a series converter, the power
conversion efficiency is proportional to the vokagonversion ratio (VCR) and, for a shunt

converter, proportional to the output power.

Either types of converter are very simple, makingnt very appealing for monolithic
integration purposes. However, the converter regufor a PV cell must provide an elevated
version of the input voltage. As such, linear raguis are definitely not suited for this need,
mainly because they can only decrease their inpliage. In addition, their typical low
efficiency is also a factor that does not make trsritable, especially because of the very

limited available input energy, in an energy hativgssystem.

4.2.2 Switched converters

This kind of voltage converter, unlike the lineangerters, is theoretically lossless. However,
not every type of switched converter is well suifed integration into a silicon die, like the

linear converters are.

The operating principle relies on the use of enestgying components and in switches to
change the interconnections between the circumetes in a given topology. Because resistors
are not used, the losses can, in theory, be nodl.passive components that can be used in these
applications are inductors or capacitors. Howewee of the most interesting features about
switched converters is that, besides decreasingnfhe voltage, like the linear regulators do,

they can increase it, performing a step-up operatio
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4.3 Inductor-based converters

The process of using a switched converter to toansfa DC voltage value into another DC
voltage value relies on transferring energy froma thput voltage to a reactive element (an
inductor or a capacitor) and then retrieving pdrthe stored energy to the output, in order to
achieve the desired voltage value. However, thegefundamental difference between using a
capacitor or an inductor: the voltage across andtat can change abruptly and have a large
discontinuity. In the case of a capacitor, theagdt cannot have discontinuities. This means that
the voltage in a capacitor is always smaller thanitput voltage and that the voltage in an

inductor can be larger than the input voltage.

It is also important to consider the efficiencyti@nsferring energy to a capacitor or to an
inductor. In the operation of a DC-DC converteesh elements are connected to a voltage
source through switches, and these switches haveeSistances. This can be represented by

the circuits depicted in Fig. 4.3, where the resiBtstands for the ON resistance of the switch.

Vin C — vc(t) Vin

Fig. 4.3 - Equivalent circuits for charging a) goaeitor or b) an inductor.

When the switcls closes, the capacitor is charged until it reachesltage equal tei,
and the inductor is charged until it reaches aeturgiven byi,/R. The voltage in the capacitor

and the current in the inductor are given by

_t
vc(t):vin[l—e RC] (4.1)

and

. _Vin _ _%t
IL(t)——R 1-e ' (4.2)
respectively.

Using these expressions, it is possible to caleula current and the voltage and, from
those, the instantaneous power in each elemerteotitcuits. Integrating the instantaneous
power over time allows for obtaining the energyrestioin the reactive elements and the power
dissipated by the resistor, for each circuit. Thapps of these energies, as a function of time,

are represented next, for the valiRes, C andvy, normalized to 1.
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Fig. 4.4 - Instantaneous energy, as a functiomud,tfor a) the capacitor and its series
resistor and b) the inductor and its series resisto

Analyzing Fig. 4.4 a), it is possible to conclutiatt as soon as the switch closes, almost
all of the energy from the input voltage sourcdissipated in the resistor (because the voltage
across the capacitor is very small). After the cépais completely charged, the energy stored
in the capacitor is equal to the energy dissipatdade resistor during the charging process. This
means that the maximum possible efficiency of cimgr@ capacitor is 50% and that a voltage
converter using capacitors should guarantee teatdapacitors are always fully charged in order
to maximize its efficiency. In order to obtain anmut voltage larger than the input voltage, it is
necessary to use more than one capacitor. Durfirgtaphase, the capacitors are connected in
parallel with the input voltage and, during a setphase, the capacitors are connected in series
resulting in an output voltage larger than the tnyoltage (Parallel-Series topology - Section
4.4.5). To maximize the efficiency, the capacitsh®uld reduce the amount of charge that is
charged and discharged. Thus, the maximum effigien@chieved only when the number of

capacitors is close to the required voltage ragiovben the output and input voltages [109].

Analyzing Fig. 4.4 b), it is possible to concludkat, just after the switch closing, almost
all of the energy from the input voltage source#asisferred to the inductor (because the current
in the inductor is very small). This means that #figciency is maximum at this time and it
decreases as the inductor is charged to the maxiowirant. Therefore, in order to maximize
the efficiency, a voltage converter using inducthieuld guarantee that the switches are closed
for a time smaller than the time constant of threwi. Also, a voltage converter circuit can use

a single inductor to obtain any required outputagé, without losing efficiency.

4.3.1 Voltage step-up circuits

It is always required to have an output capacitoswitched DC-DC converters, in order to

filter the high frequency components. In additibralso serves as an energy storage element to
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supply the load while the converter circuit is irswaitching phase such that it is not bringing

energy from the input to the output.

4.3.1.1 Boost DC-DC voltage converter

Due to the interesting characteristics of inducttrsir conjunction with capacitors may benefit
the overall efficiency, in the sense that an inducan be used to charge a capacitor, instead of
using a voltage source. This idea serves as the tmghe circuit shown in Fig. 4.5, the Boost

(step-up) DC-DC converter.

VL(t)

Vin

Fig. 4.5 - Boost (step-up) DC-DC voltage convertsing ideal elements.

The principle of operation of this circuit is biiefexplained. In continuous conduction
mode (CCM), the inductor curren(t) has a positive value, different from zero, whartturs
according to two clock phaség and®,. These two clock phases are non-overlapping, mgani

that one phase is the negative logic of the other.

When®, is active, and its switch is closed (athd is not, keeping its switch open), the
currenti_ increases linearly from its minimum, to a maximuatue. During the same time, the

output capacito€ discharges through the lo&d.

On the other hand, during the time whibg is active, and its switch is closed (adis
not, keeping its switch open), the inductoiis discharged int@C andR.. This causes, to
decrease from its maximum value to the minimum &aMoreover, this current is divided, in

order to charg€ and to supphR..

Because the discharge bfis performed in series with the input voltage sew,, the

resulting output voltage,, will have a value greater thap, achieving a voltage elevation.

Let us assume that this circuit is operating irstesady-state, all the electric components
contained in it are ideal and have no losses, lamautput ripple is negligible (meaning that the
output voltage equals its average value and thatigiple ini_ is also negligible). Thus, the

energy change in the inductor in a whole pefods zero. The voltages at the terminald_pf
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v (1), arevy, and ¢, —Vou), for the intervals concerning,; and ®,, respectively, which are

denoted by; andt,, just like depicted in Fig. 4.6.

vi(f) a
Vin

0

~Y

Vin— Yout —

<
< Lan <

4 b 4

Fig. 4.6 - Ideal voltage,(t), as a function of time.

For this reason, across a whole period, its valbsd balance will also be zero, such that

T
[ Ve dt=vigts + (Vin =Vou )tz =0 (4.3)
By manipulating (4.3), knowing that is the voltage ratio between the output and the

input, anddis the duty-cycle (given by / (t; +t,) =t; / T) one can come to the conclusion that

V, t +t 1
k(d) - out - 1 2 - .
Vin t2 1-0

(4.4)

This result denotes that the voltage rationly depends on the duty-cycle and no other
parameter. For instance, to have a voltage doubBlenust be set to 0.5. In addition, as
approaches the unit value, the voltage ratio agbes infinity, which will not be physically
realizable. Once again, this result is only possii@dcause all the elements in the circuit of Fig.
4.5 are ideal and because of the assumption ofjigitde ripple, which can only be true by
havingL, C and the switching frequency (T infinitely large. Thus, the explanation that was
given only serves to have an idea about the coriogptved, although being insufficient for

any designing purposes.

Besides the CCM, there is also the discontinuouslection mode (DCM). This mode of
operation considers that the current in the indudtes not flow continuously (both switches in
Fig. 4.5 can be open). Although being a possiblderaf operation, DCM will not be explained
here as it rests outside of the scope of this fext.further information about this subject, [110]
can provide a very good detailed insight. In themaming examples of circuits, it will be

considered an operation under a CCM regime andseef ideal circuit elements.

4.3.1.2 Current-fed bridge DC-DC voltage converter

The Boost converter of Fig. 4.5 is perhaps the negtidative structure about step-up
converters using inductors. However, besides thesBeoltage converter, there are other
topologies that also serve as step-up DC-DC coergeriThe next one being presented is the

current-fed bridge, which is shown in Fig. 4.7.
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Fig. 4.7 - Current-fed bridge voltage converter.
Under some circumstances, this circuit has théqodatity of inverting the polarity of the
output voltage, relatively to the input. Withoutttiygg into too many details, the mathematical
expression of the voltage conversion ratio (VCR)sdollows, making this feature evident.

V, 1
k(5)= out -

Viy 20-1 (4.5)

Thus, if 0is above 0.5 this circuit will be non-inverterhetwise it will be an inverter.
The relation betweed andk is non-linear, and at extreme valuesd¢D and 1), the values &f

are -1 and 1, respectively.

4.3.1.3 Inverse Watkins-Johnson DC-DC voltage converter

Another circuit that performs a step-up operatienthe inverse Watkins-Johnson DC-DC

voltage converter, which is shown in Fig. 4.8.

D, D,
v 1 N
D,
L
Vin ; C— R[, Vout
cbzﬁ

Fig. 4.8 - Inverse Watkins-Johnson DC-DC voltagevester.

The relation between the voltage ratio and the-dutje in this circuit is expressed in the

following equation.

K(g) = Yout =0 (4.6)

Viy, 20-1
This function also shows that for values @below 0.5, the voltage ratio is negative
(denoting inversion) and being positive, otherwiBee extreme values thltcan assume are 0,

at the lower end odand 1 at the upper end.
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The inverse Watkins-Johnson DC-DC voltage convecen be used under another
variant topology, in which, instead of four switshéwvo switches and two coupled inductors (a

transformer) are used. Its behavior is equivalemli¢ one just described.

As a final remark, about the three step-up topeledhat have been addressed, for the
same level of output power to be achieved, thetbaerequires a smaller capacitan€g i
each of the topologies shown) to operate, is thesBoonverter [110]. Since, in integrated
circuits, the area is proportional to the capackaeing used, this is the most suitable converter

for integration purposes.

4.3.2 Voltage step-down circuits

It is also possible to use an inductor to redueeviiiue of the input voltage. The Buck converter
is a circuit topology capable of performing thiseagtion and is shown next in Fig. 4.9. Once

again, the clock phases are mutually exclusive-gharlapping).

Fig. 4.9 - Buck (step-down) voltage converter.

The difference between this circuit and the stegapverter shown in Fig. 4.5, is that the

inductor is now in place of the switch controlledd. and vice-versa.

This converter can only reduce the input voltagen order to provide the output voltage
Vour The VCR for this circuit is

k(&) =~ = 5. (4.7)

Vin
This means that, in the limit, the output voltag@e equal the input voltage, if the switch

attached tab, is closed for the entire time.

There are some other topologies that perform addem operation, but as the voltage
converter of this research thesis refers to a gpepperation, these will not be further described
here, as they do not bring relevant added valueeftleeless, to general interest and knowledge,
some of these voltage converter topologies ar8thge, the Three-Level Buck, the Bdend
the Watkins-Johnson. For further details and exilan about any of these topologies, see

[110], for example.
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4.3.3 Voltage step-up/down circuits

The next topologies refer to converters that ate tbperform stepping-up, as well as stepping-

down. The stepping-up feature makes them inteigesbime discussed here.

4.3.3.1 Buck-Boost DC-DC voltage converter

The following circuit is the Buck-Boost converteshown in Fig. 4.10.

D, D,
Vin C> L C T
; *

Fig. 4.10 - Buck-Boost voltage converter.

+

R; Vou

The inductor is part of the input or output lodpartks to the alternation betwe@n and
®,, respectively. This circuit is able to step-upstep-down the input voltage, according to the
duty-cycleothat is being used. The VCR is

v, o
k(9) =ﬁt=—ﬁ. (4.8)

From (4.8), it is evident that this topology inwethe polarity of the output voltage, with
respect tos,. Moreover, considering only the magnitude of tlofages, ifd does not exceed
the value if 0.5, the circuit will work as a stepweh converter (buck), while for larger values, it

will stepvi, up (boost).

4.3.3.2 Non-inverting Buck-Boost DC-DC voltage converter

There is another topology with step-up and steprdoapabilities, which does not invert the
polarity, unlike for the case of the previous ofleis is the non-inverting Buck-Boost converter,

which is shown in Fig. 4.11.

+

RL Vout

Fig. 4.11 - Non-inverting Buck-Boost voltage corteer

The mathematical expression for the VCR providedhiy circuit, is equal to the one of

the Buck-Boost converter, but without the negastivm, i.e.
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k(J) = “out =

o
Vo 10 (4.9)

and all the previous considerations that were draith regard to the dependencekoivith J,

apply here in the same manner.

4.3.3.3 Cuk DC-DC voltage converter

Another topology that has a similar behavior to Bugk-Boost converter is théuk converter,

which is depicted in Fig. 4.12.
1 L2

L C
Vin < > () IBE (D;E &) T Ri Vour
° : ; °

Fig. 4.12 -Cuk voltage converter.

The capacitorC, alternates between the input and output®y or ®; is active,
respectively. The voltage ratio is exactly like three in (4.8), but this circuit must have more

elements than the one in Fig. 4.10 to achievedhwegoal, which is a disadvantage.

4.3.3.4 SEPIC DC-DC voltage converter

Another topology that is worth to mention is thagte-ended primary inductance converter

(SEPIC), whose circuit can be observed in Fig. 4.13

L, C @,
+
Vin cD»E L, G T R Vou
L 2 @ ; @ L 4 L ]

Fig. 4.13 - SEPIC voltage converter.

This circuit is very similar to th€uk voltage converter, only havirlg exchanged with
the switch controlled byb,. However, this difference in the circuit, makesdt to invert the

output voltage, with respect to the input. Thus, YCR is

V, o
k - out - .
@) v 10 (4.10)
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4.3.35 ZetaDC-DC voltage converter

To complete this set of topologies, which perforstepping-up operation as well as stepping-
down, the Zeta voltage converter is briefly desedliband its circuit shown in Fig. 4.14. This

converter is also known as Inverse-SEPIC.

Fig. 4.14 - Zeta voltage converter.

The voltage ratio, as a function of the duty-cyidegqual to the one of the Non-inverting
Buck-Boost converter, shown in (4.9). For an outpoedver greater than 100 mW, it has been
shown that the Zeta converter is more suitableirftegration, because the total capacitance
required by this topology is below the one needgdhle other step-up/down topologies [110].
On the other hand, for power levels below 100 midé¢ tonverter that requires the lowest

amount of total capacitance is the Non-invertingIiBBoost.

There are more topologies and variants about tpeldgies that have been described.
However, the discussion about standard topologesyunductors will not be further extended
in this text. For a more detailed explanation angptemental information, see [110] for
example. Also, in some of the topologies that hasen shown, the switches controlled by the

signal®, could have been replaced by a diode. See, forgheaflll].

In [112] a step-up converter is presented, using baost stages such as the one in Fig.
4.5. However to minimize the use of inductors, sitgle inductor is shared by both stages
according to an implementation of a switch confidiom scheme. The overall operation is

equivalent to having two inductors, each of thetgaeh stage, at a time.

The most substantial problem with the voltage caeve that use inductors is that the
inductance value required by most converters isidetof the range of values that are possible
to integrate in CMOS technologies. Therefore, indubased voltage converter circuits almost
always require a discrete inductor that must begulautside the integrated system. There are
numerous examples of energy conditioning systemsgdan traditional and more elaborated

architectures employing inductors, such as in [], [112] and [113].

In [114], two approaches that use inductors in ad@Vprocess, in order to obtain a DC-

DC converter completely integrated in CMOS techgyplare presented. In the first approach,
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the inductor is constructed by using bond wiresvaltbe integrated circuit. Such an inductor is

shown in Fig. 4.15, where one can see it abovsititen die.

Fig. 4.15 - Prototype of a bond wire inductor, used step-up converter [114].

The advantages on using such an inductor are thesdoies resistance of the wires, the
possiblility to have good values of inductance withan increase in the die area, and a low
capacitive coupling to the rest of the circuitttas inductor is above the silicon. However, as the

construction is not monolithic, there are intrindifficulties in reproducing the device.

Another possible approach is to use an integratgdcior, which may be available in the
library of the layout editor software. This type influctor uses the metals available from the
metal stack. However, the resistance of the indusice is much higher that the one in the
previous case, as well as the capacitive couplinthé rest of the circuit. This device may
resemble to the integrated inductor shown in Fi§j64) and the use of similar devices in an

actual monolithic DC-DC converter is depicted ig.F.16 b).

a)

Fig. 4.16 - a) Integrated metal track inductorApplication of integrated inductors in a
layout of a monolithic converter [114].

Given that integrating inductors can be prohibitiveterms of area, other types of
solutions exist, so that voltage conversion is el without their use. Some of these solutions
are based on switched-capacitor (SC) architectoming the possibility of fully integrating
the voltage converter circuit. A comparative sti@yween inductor- and SC-based conversion
technologies is given in [115]. This study conclidkeat converters based on SC have less
losses and that capacitors have a greater enedgyaaver density, when compared to inductors,

if small devices are used.
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4.4  Switched-capacitors (SC) DC-DC voltage converters

It is possible to have a SC voltage converter direntirely built in a CMOS integrated circuit,
without the need to have external components. Mooadly, SC circuits are used not only for
voltage conversion, but also for signal processifige filtering, programmable gain

amplification, and so forth.

As it has been discussed before in Section 4.3)cted-based converters can achieve
high efficiencies. It has also been seen that fferation using capacitors was more prone to

have an inferior efficiency.

In general terms, a SC based DC-DC voltage convedasists of two fundamental

blocks, as shown in Fig. 4.17.

B e — +
Converter

block

Vin Vout

Controller
block

=

Fig. 4.17 - Main building blocks of a SC DC-DC \age converter.

The converter block, or power stage, performs ttteah voltage conversion, while the
controller block dictates how the switches inside tonverter block will work to provide for
the intended behavior of the converter. The coletrdilock acts over a certain variable of the

converter, such as the switching frequency, by tong the behavior of the output voltage.

A SC-based converter (as an inductor based comyerteconsidered as a variable
structure system because its structure is repgatddinged according to the state of the
switches. In the converter block, there are twoes$ymf capacitors, which are the flying
capacitors and the output buffer capacitor. Thandglycapacitors connect to different nodes in
the circuit, transferring charge in accordancehto gtate of the switches. There can be several
states, or phases, to control the action of theches. However, multi-phase converters are
rarely used, and so, having two phases is the comstnon situation. The use of two phases has
already been demonstrated for the inductive coakgednd it will continue to be used for this
discussion about the SC voltage converters. Nesedh, to have an idea about how a multi-

phase voltage converter operates and what it aehi¢¥16] presents an example.

A parameter that best characterizes a SC voltageecter is its VCR, just like it

happened for the case of inductive converters.
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The general electric model for the SC-based voltageverter is shown in Fig. 4.18.
Shouldn be greater than one, then it will stand for theoant of voltage elevation (VCR),

having in this case, a DC-DC voltage step-up cdever

RI. vout(t)

Fig. 4.18 - Electric model of a switched-capacid@-DC voltage converter.

The VCR is obtained under no load conditions, dhdamversion losses are manifested
by a voltage drop associated with non-zero loadeotitthrough the output resistanRe This
resistance accounts for capacitor charging andhdiging losses and resistive conduction
losses. The model in Fig. 4.18 does not take iotoant some other losses, such as short-circuit
currents, parasitic capacitances and gate-driveefodHowever, these types of losses can also be

incorporated into the model for more completeness.

The output resistand®, is a frequency dependent variable and has two @ateyim limits:
one, where resistive paths dominate the impedamzkanother, where charge transfers among
idealized capacitors dominate the impedance [1Ifigse limits are the slow and the fast
switching limits, as related to the switching freqay. The slow switching limit (SSL)
impedance is calculated assuming that the switaehésall other conductive interconnections
are ideal, and that the currents flowing betweeniniput and output sources and capacitors are
impulsive, modeled as charge transfers. The SSledapce is inversely proportional to the
switching frequency. The fast switching limit (FShdcurs when the resistances associated with
the switches, capacitors and interconnections dat®jrand the capacitors act effectively as
fixed voltage sources. The details about how thie &%l the FSL are determined and optimized
can be found in [117].

There are many different SC converter topologiasa lgiven topology, the number of
flying capacitors can, in most of the cases, tewhmuch VCR can be achieved, according to
the choice about which switches, in a given phasefo be closed or open. There is a theorem
stated in [118], through which it can be predictellich can be the ideal VCR possibilities,
given the number of flying capacitors. This theornsntalled the “Bounds on Voltage Ratio”

and is repeated here, for convenience:

“The realizable conversion ratio of a two-phasetawdd-capacitor DC-DC converter

with a single voltage sourag is given by a common fraction in the form
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Vo, _ Pk
Mi(k):%—%- (4.11)

whereP[K] andQ[K] are integers that satisfy inequalities
Max| Abs| Pk||. AbQlk]]| < Fq

IN

(4.12)
1

\%

Min[Abs{P[k]|, AbQ[K]]
k is the total number of capacitors, dhdn k-th Fibonacci number.”

At this time, it is worth to remember how the sempesof Fibonacci is. Its general form,

F(n), is given by:
if n=0

01
F(n) =41, if n=1 (4.13)
F(n-D)+F(n-2),if n>1
Another possible definition is given by:
(4.14)

p" - @1-9)"
F(n) =—F+=—,
™ J5
where ¢ is known as the golden ratio, defined @s (1++/5)/2=1.6180339875. This is the

value to how much the ratio, between a number énRibonacci sequence, and the number

immediately preceeding it, will tend to.
Given this, the Fibonacci sequence results in:

F(n)={ 011235813 21,34,55,89,144 ..}. (4.15)

By applying the previous theorem to a given sittifor instance, when having one or
two flying capacitors, the results that may be eeéd are shown in TABLE 4.1.

TABLE 4.1 - Ideal voltage conversion ratios for gied-capacitor converters with one or two

flying capacitors.
Number of flying capacitors M;
1 1/2,1,2
2 1/3,1/2,2/3,1,3/2,2,3

For example, with two flying capacitors, one wilive a total of three capacitors (this
includesC,,), and the maximum ideal voltage ratio will be 8fFibonacci number, excluding
the 0 and the first 1, i.e. 3.

Also in [118], it is stated another theorem thé&dwas for determining how many switches
are necessary for a given implementation. Thisrdraois called “The Number of Switches

Required” and just like for the previous theorean,donvenience, this one is also repeated here:
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“The number of switches required to realize a maximum attainable voltaggor

Mmax(K) with k capacitors is given by
ns[M max(k)] =3k-2. (4.16)

For example, when having a voltage doubler using fying capacitor and an output

buffer capacitorK = 2), the number of switches required will equahb= 4.

From the various topologies for SC DC-DC voltagewesters available from literature,
some of them will be shown next and briefly desedibOnly step-up converters will be shown,
because these ones alone are related to the mgén ¢di this research thesis. The capadiigr
is the output capacitor that serves as a buffestarage, capacitance. It is assumed that this
capacitance is much greater than any of the flgeqgacitors, which have the same value among
them. For any explanation that will be given, iassumed that the circuit is in its steady-state,

using only ideal elements, and having no load drgioharge fronC,.

4.4.1 Voltage step-up converter using the ladder topology

The step-up converter shown in Fig. 4.19 is coegtdiaccording to the ladder topology [119].
The ladder topology is based on two rows of capexitOne set forms a chain from ground,

including the input and output voltages. In theecakFig. 4.19, this set 13, andC,.

Vin

Coul i Vout
G Cs Cs
L Il Il Il L

Fig. 4.19 - Switched-capacitor DC-DC voltage stppsanverter, using the ladder
topology.

®
R S e S - P o e e e a

These capacitors establish a set of DC potentiaifgeger multiples of the input voltage.
The other set of capacitofS,;, C; andCs, transfer charge between the DC-referenced capscit
to equalize them. These can be truly designatdtyiag capacitors. The switches are phased
alternately, according t®, or ®,, to connect one set of capacitors to the otheif, they were
sliding back and forth. For Fig. 4.19, in the steathte, every capacitor will be chargedvio
thus when®, occurs, the path from the input voltage to thepounode will make a total of
4xv,. Thus, the converter shown in Fig. 4.19 has a \WCRur. Alternatively, the intermediate

nodes of the chain of DC-referenced capacitors mrused as outputs, achieving a lower
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voltage ratio with respect te,. Knowing that each capacitor will, in the steathtes, be

charged tos,, the resulting VCR can easily by determined byausion.

All the elements in the structure, except for thepat capacitor, are not subjected to a
voltage greater than the input voltage value. Tacs is particularly important to components

that possess a limited voltage capability, whictyjmcal of monolithic integrated circuits.

This structure is very sensitive to stray capaciarexisting between the voltage nodes
and the substrate of the chip, affecting the efficy of the converter. This distributed parasitic
capacitance is charged and discharged in eachhémgt@eriod, resulting in the loss of the
charge commited to it. If this capacitance did ewist, a high efficiency could be achieved
when the system is operating in the steady-states dondition is valid for every switched-

capacitor voltage converter.

For the given topology, in general, having a tatlah capacitors (except for the output
storage capacitor), the VCR will be:

V, n+3
ﬁ:t = (4.17)

This expression is only valid for ladder circuitegar to the one in Fig. 4.19. Such a
circuit can be further expanded with similar stageghe right-hand side. Each stage must
comprehend one DC-referenced capacitor, one flgiggacitor, and two switches controlled
accordingly, to complete the structure. In thisecake circuit will operate under the same

principles just stated, and (4.17) will apply. Naily, these stages must be put befGsg

However, considering the following circuit in Fi4.20, the only difference between this

one and circuit of Fig. 4.19, is the fact thginow connects to the node betwé&arandC,.

+ [ [
Vin _ Il Il

®,
.y e e e e~ > =~ >

Cm/l

i +
Vout

Ci Cs Cs
L Il I I L -

Fig. 4.20 - Ladder step-up converter, with lowerR/C
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This has a major impact with respect to the formeruit because now, at the terminals
of each capacitor in the circuit, instead of havingpltage with the same valuegs one has a
voltage with a value of,,/2. Thus, whenb, occurs, the path from the input voltage to thepout
node will make a total of,, + vi,/2 +vi,/2 = 2xv;,,. Equivalently, the VCR is now equal to two,
which is half of the one of the circuit in Fig. 8.1n the present situation, the capacitors in the
structure can be rated to cope with half of thaags that they are expected to have in the
circuit of Fig. 4.19.

In order to determine the VCR for this circuit, givthat to each capacitor corresponds a
voltage of ¥ =, the value determined by (4.17) should be muéiblby the same factor that
multipliesvi, at each individual capacitor. What is being domaegen changing the circuit of Fig.
4.19 to the one of Fig. 4.20, is to set an inteiiatednode voltage in the path of the DC-
referenced capacitors, consequently affecting thikage in the other nodes. This kind of
procedure opens the possibility to have fractior@tage conversion ratios. i, is further
displaced to the right-hand side ©f, instead of the node betwe€n andC,, each capacitor
will develop at its terminals a voltage @f/3, and when®, occurs, the path from the input
voltage to the output node will make a totalvgft vi/3 = 1.3(3)¥,, yielding a VCR of 1.3(3).
Under the same line of thought, in the followinguit of Fig. 4.21, each capacitor will also get
at its terminals a voltage ®f/3, meaning that, in the given situation, the VCiR ae equal to
1.6(6).

. Il Il Il
Vin\ _ II II Il

+

o 4

|

I

=0
= O

- o
- 0O
wHH

<

uu>

Fig. 4.21 - Ladder step-up converter, with a déferVCR, for comparison.

When using the circuit of Fig. 4.21, if the voltagurce is connected at different nodes
of the upper row of capacitors, from left to right voltage conversion ratios that can be
achieved are 5, 2.5, 1.6(6) (already mentionedyl arP5, respectively. Thus, it can be
concluded that, in each of these four situatioashandividual capacitor (except @) will

achieve at its terminals a voltage valueigfvi,/2, vi,/3 andv,,/4, respectively.
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4.4.2 Voltage step-up converter using the Cockcroft-Walton topology

The converter, shown next in Fig. 4.22, uses thek@oft-Walton topology.

fB‘{ @ [ Il

] I Il
D o) Cz C4
Vin t D, D, D, D, D, ©,
< N = = = N = +
D
s ] Cuul Vou>
D, C Cs Cs
1 >y I I [ -

Fig. 4.22 - Switched-capacitor DC-DC voltage stgpsanverter, using the Cockcroft-
Walton topology.

The name of this topology comes after the physicishn D. Cockroft and Ernest T. S.

Walton had used it to generate very high voltagestieir particle physics experiments [120].

It can be seen that this topology has a similarcttre to that of Fig. 4.19. However, in
Fig. 4.22, both ladders move relatively to groufde pairs of extra switches, at the left hand
side, cause each ladder to move up and down anrdraqual to the input voltage. This causes
that the ladder steps are in multiples of twiceitipait voltage, because they move in opposite
directions. This is an important difference relalyvto the ladder topology, which achieved
steps with only the same magnitudevgsThus, in the steady-state, with the exceptiolCpf
which gets a voltage value equalMg every capacitor in the ladders will get at itsriimals a
voltage with twice the value of,. Following the path from the input voltage to théput node
will make a total of 6%,. Thus, the converter shown in Fig. 4.22 has a WEBIx. It is to note
that this topology suffers from the same problenthasladder topology, with respect to the
stray capacitance, when implemented in an integreiteuit. In addition, with the exception of

C,, now all the capacitors in the ladders must bedr&d undergo a minimum voltage of@x

Given how this converter works, the VCR can beriefé as being:

Vout _ 2% N, (4.18)
Vin

with N standing for the number of capacitors in the ottadder shown in Fig. 4.22.

4.4.3 Voltage step-up converter using the Dickson charge pump
topology

Another very well-known topology, which has beerogwsed in 1976 by Dickson, is the
Dickson charge pump [121]. The basic circuit o§ tilmpology is shown in Fig. 4.23.
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Fig. 4.23 - Dickson charge pump step-up conversiditopology.

One of the first uses that this circuit had washi& process of erasing and writing non-
volatile solid-state memories, in order to elevtite voltage to a level sufficient enough to

perform those operations. This need led to thedeselopment of on-chip voltage elevators.

A very important characteristic of this circuitits reduced sensitivity to stray parasitic
capacitance. The diodes in this circuit are usuabyle with MOSFETSs connected as diodes, so
their threshold voltage must be taken into accdonthe determination of the output voltage.
When reverse biased, each diode is subjected toltage of about the same value \gs
However, the capacitors, going from left to rightHig. 4.23, are subjected to\gx 3xvin, 4xviy,
5xvi, and 6%, (including C,,y), respectively. It is assumed that the magnitutléhe square

wave signals®,; and®,) that switch capacitors; to Cs has the same value as

In order for this topology to operate efficienttire voltage drop across the diodes must
not have an important expression in the total duyoltage. This means that this circuit will

become more efficient as the intended output veltadnigher.

Using a very simplistic approach, in which it isne@ered that the voltage drop across
the diodes and the parasitic capacitances alongtthgy of diodes are negligible, there is no
load draining charge fror@,, and the operating frequency is such that the dapaget fully
charged, the VCR of the Dickson charge pump caexpeessed by:

% =n+1, (4.19)
in whichn is the number of capacitors in the charge pumuiti{excludingC,.), which are all
assumed to have the same value of capacitance.nidass that the converter shown in Fig.

4.23 has a conversion ratio of six.

According to [117], another way to implement a Rick charge pump is by adapting the
Cockcroft-Walton topology, like in the circuit shawn Fig. 4.22. This can be achieved by
connecting the left plate of each of the capacitothe top row to the node identified as A, and

also by connecting the left plate of each of thpac#ors in the bottom row to the node
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identified as B. It is to note that such a circwitl not require diodes, having these been
replaced by switches, which close or open in thetmphase, just like the diodes in the circuit of

Fig. 4.23 do, according to the phase signals.

There are improved versions of the Dickson chamgep in which the effect of the
threshold voltage of the diodes is decreased thraig use of alternative topologies to

implement them, as well as other improvements [122]

4.4.4 Voltage step-up converter using the Fibonacci topology

Another kind of circuit construction, which is show Fig. 4.24, is according to the Fibonnacci
topology [123], [124].

Fig. 4.24 - Switched-capacitor DC-DC voltage stppsanverter, using the Fibonacci
topology.

This topology has the merit of achieving the highe€R, for a given number of

capacitors, of any of the two-phase topologies.

In Fig. 4.24, it can be seen that the circuit isposed by three cells, each containing one
capacitor and three switches. From one cell toatacent, the phases are switched in

opposition.

This kind of converter has a VCR such that, ha@rgrcuit withn flying capacitors, this

value is:

Yot = F(n+2). (4.20)

Vln
This refers to thent2)th number in the Fibonacci sequence, previously ptesein
(4.15), considering that the first number is atex@® (0th). Thus, the converter shown in Fig.
4.24, with three flying capacitors, has a VCR eokfibecause looking at (4.15), the number at

index 5 (considering that the first number is aleix 0), is five.
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4.45 Voltage step-up converter using the Parallel-Series topology

The following topology is the Parallel-Series [1L24hose circuit is shown in Fig. 4.25.

!
CD] D, D, o,
+
Vin C) G G G
PSS
—o>{ C Vout

Fig. 4.25 - Switched-capacitor DC-DC voltage st@peanverter, according to the Parallel-
Series topology.

This is perhaps the most straightforward topoldmpcause one can easily infer about the
VCR, just by a direct inspection of the circuitgaeding the number of flying capacitors. Thus,

in the case of the converter depicted in Fig. 4it83/CR is equal to four.

The name of this topology derives from the formblgich the flying capacitors are
connected among themselves and with the inputg®isaurce. In the first phase,j, all of the
flying capacitors, along with the input voltage smy are connected together in parallel. This
causes that, at the terminals of this parallel eotion, there is a voltage determined by the
input sourcev,, which charges all the capacitors. In the secdmake ¢,), all of the flying
capacitors are connected in series with Since every individual capacitor has now, at its
terminals, a voltage equal to the value/gfby establishing the referred configuration, betwe
the ends of the whole series circuit, one will héwe input voltage, in addition to a replica of
this voltage at the terminals of each capacitothim series. Thus, the total output voltage is
obtained by series discharging the capacitorseaniy a value of/,,; = (n + 1) xXVv;,, which is

held by the output buffer capacitarncg,, which is only connected in this phase.

To summarize, if the circuit hasflying capacitors, for the Parallel-Series topgiothe
VCR will be:

b =n+1, (4.21)

4.4.6 Voltage step-up converter using the Voltage Doubler topology

The topology that follows corresponds to the vadtdgubler [124], as shown in Fig. 4.26.

93



Vin

Fig. 4.26 - Switched-capacitor DC-DC voltage stppsanverter, using the voltage doubler
topology.

This topology consists of cascading similar voltaigribling blocks. Each individual
block is of the same kind as the ones used in #rallel-Series topology. However, between
every two of these blocks there is a capacitorisgras a DC bypass capacitor, which does not
get directly switched like the flying capacitor éach individual doubling block. In Fig. 4.26,

this capacitor i€,.

Having a converter witk stages like the ones mentioned, thus concerniray ¢cuit
involving Z — 1 capacitors (except f@,,), the VCR is
o= (4.22)
This means that from one stage to next, the voliag®nsecutively multiplied by two,
and the resulting charge is stored in the bufferda@acitor. Thus, at the output, one has a
version ofv;, multiplied by a power of two. In the case of tlrewit in Fig. 4.26, since there are

two cascaded doubler stages, the converter hasRad¥@ur.

One interesting thing to note about all of the arters that have been presented is that, if
the input voltage source and the output capacitchange positions between them, the new
value of the obtained conversion ratio, regarding voltage at the terminals of the output
capacitor versus the voltage of the input sourctheit new positions, is the inverse of the
original value. This means that, if this excharng@eérformed for each of the converters shown
above, they will operate as voltage step-down cdakgwith voltage conversion ratios equal to

the inverse of the values that were given above.

In [125], it is presented a study about the amaiinbtegrated die area that some of the
topologies that have just been presented need \e, teccording to the number of stages
required for a given application. This study conels that the Dickson, Parallel-Series and
Fibonacci topologies are equivalent from an arest point of view. On the other hand, the

voltage doubler topology is inferior from this sapwnt of view.
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The topologies that have been shown do not havectimeern to match their input
impedance with the output impedance of the sourceiging the input voltage, because it has
been assumed that this voltage source is ideal.eMeny when this is not the case, and
especially when the output impedance of the inmltage source is variable, the frequency
must be adjusted so that this match is achievedh&®yng a good match between these two
impedances, the converter can extract the maximamep from the input source. In the
explanations given for the topologies that werewshoit has only been considered that the
frequency was such that the capacitors could filigrge, having no other requirements, such as

the one just mentioned.

These converters can reach high efficiencies, titefficiency value will be greater as
the level of involved power, or voltage, is alseaper. Especially, when dealing with micro-
power harvester systems, the limited availablegnerakes the converter efficiency issue even
more critical. One of the biggest problems, in trof efficiency, is the bottom plate

capacitance associated to every capacitor [42]][11

Among the various topologies already shown, thelRduSeries, performs an elevation
of the input voltage, according to the number qfagators involved [117], [124], [125] and, in
general, this topology shows a good performancettis reason, the SC converter used in the
present thesis work is based on this type of tapglperforming an elevation of two fold the
input voltage. To be more precise, the presentesysinplements a dual-branch SC voltage
doubler. A voltage doubler whose base is accorttirthe same principle can be found in [126].

This will be further explained in Chapter 5.

To overcome the performance limitations related the bottom plate parasitic
capacitance, [127] proposes some configuratiortstihéo minimize the amount of charge that
is lost. Also, in [17] another technique is empldyi@ order to minimize the bottom plate
capacitance loss. This same technique is furthedl irsthe system in which this entire work is
focused on, trying to attain efficiencies as highpassible. In general, when dealing with SC

converters performance studies, work can be fouftia8] and [129].

45 Energy storing devices

Once the energy has been conveniently harvestedamitioned, some means must be used to
store that energy, so that it can be used at atiate. The only circumstances that would not
require for this class of devices would have tosbeh in which there was an uninterruptable

flow of ambient energy. In real systems, this cbadicannot be guaranteed.
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For a small system, there are two storing devivedable, batteries and supercapacitors,
which can be used to perform this task [4]. Depegdin the energy usage profile of the
system, any of the previous devices can be usextdordance. However, to optimize their
utility and lifetime, each must fit into the apprgte energy usage regime [82]. Moreover, if
appropriate, the two different types of devices ¢@nused to store energy in the same
application, having the purpose to extend theififetof each other. Each device requires special
attention, as their particular characteristics lmgovery specific charging strategies [78], [82].

A brief summary of the main issues found in litaratfor these devices will be presented next.

451 Batteries

A rechargeable battery is a storage cell that @aoharged by reversing the internal chemical
reaction. Batteries are used when large energyitgessrequired. However, their lifetime is

seriously affected by the number of charging/disgimg cycles that they experience. As such,
trying to minimize the number of these cycles israportant objective. This aspect is related to
the amount of time that a battery can remain irratpn, so that the stored charge can hold for

as long as possible. An example of a work concgrauch an issue is presented in [130].

There are various common types of rechargeableriesg} for instance, Sealed Lead Acid
(SLA), Li+/Li—polymer (Lithium-ion / Lithium polyme), NiMH (Nickel Metal Hydride) or
NiCad (Nickel Cadmium). Typical operating voltages these kinds of battery technologies
can be approximately 1.2 V for the last two tyf®g,V for the second type [6] and 6 V for the
first type [93]. Actually, conventional Li-ion baties have a typical operating voltage that
ranges from 2.7 V to 4.2 V [35].

The parameters that characterize batteries arehweigergy density, power density,

charge-discharge efficiency, self-discharge raterarmber of deep recharge cycles.

Charge-discharge efficiency is the ratio of enestpred into the battery to the energy
delivered by the battery, self-discharge is the lokbattery capacity while it is stored without
being used, and deep recharge cycle refers toytiie of recharging the battery after a complete

drain-out.

In TABLE 4.2, a comparison about the various bgttechnology types, regarding some

important parameters, is presented.

The data contained in this table allows for verifyithat both Li-ion, and Li-polymer,
show the best weight energy density, volume endrgsity, charge-discharge efficiency and
self-discharge rate, besides having no memory efBatteries showing this latter effect have a

loss of energy capacity due to repeated partiflanges.
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TABLE 4.2 - Comparison of recheargable battery tetbgies [93].

Battery Nominal | Capacity | Weight Power Efficiency | Self Memory | Charging | Recharge
Type Voltage Energy Density Discharge Effect? Method Cycles
Density

W) (mAh) (Whikg) | (Wig) (%) (% /month)
SLA 6 1300 26 180 70-92 20 No Trickle 500-800
NiCd 1.2 1100 42 150 70-90 10 Yes Trickle 1500
NiMH 1.2 2500 100 250-1000 | 66 20 No Trickle 1000
Li-ion 3.7 740 165 1800 99.9 <10 No Pulse 1200
Li-polymer | 3.7 930 156 3000 29.8 <10 No Pulse 500-1000

SLA batteries are the heaviest, most volumous heahes that possess the least number
of recharge cycles. Their nominal voltage is thghkst among the types shown, which may be
useful in some applications requiring higher supgyoltages. However, by stacking a series

of batteries of any of the other types, higher $gipg voltages can also be provided.

There are some emerging technologies using magdika LiCoG, or graphite, that in
conjunction with PVDF-lonic (poly vinylidene fluate - lonic) electrolyte, have already given

promising results, just like technologies basedtrer types of materials and electrolytes [37].

If it is intended to use Lithium-ion or Lithium-poher batteries, their charging process is
not trivial, so a specific charging circuit is ofteised. This circuit is especially designed to
guarantee that there is not any overcharging or digeharging that could cause damage to the
battery or even set it on fire [78]. Thus, thestdrg technologies are demanding with respect to
this issue. The role of the circuit that contrdie tharging process is also to guarantee that the
battery is provided with a high pulsating chargougrent. This is why the charging method in
TABLE 4.2, for the Li-ion or Li-polymer types, i®ferred to as pulse charging. In addition to
the controlling circuit, an auxiliary battery cae bhsed to provide the charge for the current

charging pulses.

The other battery technologies only require thdtebi@s are trickle charged. Trickle
charging means that the batteries can be direcihnected to an energy source, without

requiring any complex circuits controlling the apaiby current pulses.

As it can be seen from TABLE 4.2, all technologmes’e advantages and disadvantages,
which must be weighted according to the final amgilon requirements and deployment
conditions.

Besides being electric charge buffers, batteriegesas voltage stabilizers, providing a
constant voltage at the output of the regulataudir Examples of harvesting systems that make

use of batteries to store harvested energy caaurelf for instance, in [15] and [131].

In order to have an example of how rechargeableies may look like, the following

picture, extracted from [132], helps to illustrétte actual device.
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Fig. 4.27 - An example of a commercially availabien rechageable battery [132].

The dimensions of such a devive can be fairly redutike 5.8 mm x 31 mm x 52 mm
(thickness x width x length), representing the dlite UBP053048, one of the devices present
in [132].

4.5.2 Supercapacitors

Supercapacitors (or ultracapacitors), are also knasvelectric double-layer capacitors (DLC).
These exhibit particular characteristics that middean different from ordinary capacitors. The
DLC consists of activated carbon particles that actpolarizable electrodes. These strongly
packed particles are immersed in an electrolytiut®m forming a double-layer charge
distribution along the contact surface betweenaadnd electrolyte. The electrical model of a
supercapacitor is not simply a high valued capadiot instead, a set of several branches with

different time constants [133]. Such a model isicted next in Fig. 4.28.

Fig. 4.28 - Equivalent circuit model for a doubdgér capacitor.

This model is based on the electrochemistry ofitierface between two materials in
different phases, so that the double layer chaigiitwition, of differential sections of the
interface, is modeled as a sefi®@Scircuit. The resistive element represents the tieitisof the
materials forming the double-layer charge distilut mainly the resistivity of the carbon
particles. The capacitive element represents tphaditance between the two materials, which
are carbon and electrolyte. According to [134]supercapacitors, the electric charge stored at a
metal or electrolyte interface is exploited to domst a storage device. The high content of
energy stored by supercapacitors comes from aetivaarbon electrode material, having an

extremely high surface area and a short distanaharfge separation created by the opposite
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charges in the interface between electrode andrelge. This is schematically shown in Fig.
4.29.

Potential before charging Potential after charging

Fig. 4.29 - Working principle of the supercapacitbd4].

Randomly distributed ions in electrolyte move toavéine electrode surface of opposite
polarity under an electric field when charged. Tikia purely physical phenomena rather than a

chemical reaction and hence, it is an easily réverprocess, which is shown in Fig. 4.30.

Activated Carbon Electrode Actwvated Carbon Electrode
‘
=] jw_ﬂ,.
/? Electrolyte Discharge
&/ Poe i B ~—ge=
5 © I' a Charge
L S

Fig. 4.30 - Charging and discharging mechanismsffgercapacitor [134].

These features result in high power, high cyck libng shelf life, and in a maintenance-

free product.

Although the physical definition could indicate &de number oRC time constants
describing the microscopic physical structure & B1L.C, the electric behavior can be reduced
to that of the circuit in Fig. 4.28. These time stamts can model how the device behaves, in

response to the application of a voltage at itmitesls.

The model shown in Fig. 4.28 tries to keep the remdf branches to a minimum (for
practical reasons), includes an existing non-limedation between capacitance and terminal
voltage in only one of the branches, and also teduthe effect of self-discharge. However, in
the practical voltage range of the device, the RiaPacitance varies linearly with the capacitor

terminal voltage.

Each of the three branches has a distinct timetaondiffering from the others in more
than an order of magnitude. In Fig. 4.28, startirgn left, the first branch is called the
immediate branch. It contains elemeRisand Cy, as well as the voltage-dependent capacitor
(identified asCi;, whose units are in F/V), which depends freggn This branch dominates the

immediate behavior of the DLC in the time ranges@tonds, in response to a charging action.
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The second is the delayed branch, with param&gasndC,, which dominates the behavior of
the device in the range of minutes. The third esltdng-term branch, with paramet&sandC,.

It determines the behavior for times longer thamiiQutes. To reflect the voltage dependence
of the capacitance, the first branch is modeled asitage-dependent differential capacitor. The
differential capacitor consists of a fixed capaw®Cy, and a voltage-dependent capacitor
CiiXV. In the fourth branch, a leakage resi$gy, in parallel with the terminals of the model,
represents the self-discharge property. The taiéhge at the terminals of the modeWis

For a typical supercapacitor with 470 F, accordimghe authors of [133], the values for
the model parameters ar® =2.5n0Q, Co=270F,C; =190 F/V,R;=0.9Q, Cy4=100 F,
R =5.2Q, C, =220 F andR., = 9 KQ. Further details on such a model can be foundersame
reference. Capacitance values of commercially albsl supercapacitors can be as high as
3000 F [135].

These devices stand a higher number of charge#tigeltycles than batteries can, being
suited for applications where this kind of regirmausual. The number of these cycles can be as
high as a million, leading to an operational lifedi of ten years, until the capacitance value
starts to show some degradation [3]. One very dppeéactor about supercapacitors is that
they do not require specific charging circuits,ngeable to stand trickle charging.

Supercapacitors are inexpensive, making them vppealing to use in opposition to
batteries, as these are more expensive. Moreosveseen by TABLE 4.2, there are only a few
typical voltage ratings for batteries, depending thre technology being used. With
supercapacitors, these ratings are much more diveirsilarly to regular capacitors. This factor
is also important, not only because of the endieqjibn, but also because it can result in a

smaller device, if a lower voltage rating is all@ve

In order to have an idea of how these electronimpmmnents may look like, the following

picture shows some supercapacitors adequate fay irsenergy harvesting applications.

Fig. 4.31 - Examples of commercially available seppacitors (50 F, 10 F and 1 F).
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The biggest supercapacitor in this picture has @aatance of 50 F, although for a
maximum voltage rating of 2.3 V. It must be taketoiaccount that, for typical low-power
energy harvesting applications, the size of thelavsgstem is intended to be small. As such,
although capacitance can reach values as highGsRBdor practical small sized applications,
due to body size restrictions, the supercapaditob® used must have lower capacitance values,

as well as their voltage rating. The ones in Fi§l4re an example of adequate devices.

An example of a discrete system that makes usesufparcapacitor to store harvested

energy from a solar harvester can be found in [14].

Nonetheless, there are some applications that atbeabbattery and a supercapacitor [6],
[82]. These act as a primary and secondary enarffgrs, respectively. In addition, the use of
batteries helps to get a more stabilized outpuiagel, thanks to their intrinsic plateau value, as

it was already mentioned. This is confirmed in [[L34

4.6 Maximum Power Point Tracking (MPPT) techniques

4.6.1 Introduction

There are some limiting factors when building ahtignergy powered micro sensor system,
such as a low energy budget, due to size limitatidimis budget must comprehend the energy
needed for the controlling circuits to operateprder to maintain the interaction between the

energy processing system and the harvester attemuop level [82].

To enable the system to maximize, as much as pestile energy obtained from the PV
cells, there is a set of techniques known as MaxirRower Point Tracking (MPPT), which can
be used to achieve this goal. If the PV cells dgema a way such that the MPP is always
tracked, it will effectively contribute to the perfnance of the system, since a charging device
can be storing energy at the maximum rate thahéneester can possibly provide. If one is even
able to use a smaller PV cell, this strategy caimately contribute to a reduction of size and
cost of the system, while keeping the same perfocmawhen compared to a system where the
MPP is not tracked. The use of MPPT techniquefioatih not mandatory for an energy
harvesting application based on PV cells, is higeiommended. This is because it maximizes
the chance of seizing the most of the energy thatade available from the environment and
that, otherwise, would simply be wasted. This stygtallows for an increase of the harvested
energy in about 65% to 90% [4].

According to the models that describe the varigpgs of harvesters, given the ambient

energy sources that were previously presented apteh 2, every device has a MPP. Although
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this section is focused on the subject of traclohthe MPP of PV cells, there are also MPPT
applications in literature concerning other souré¢es example, regarding TEG, work can be
found in [136], on mechanical (piezoelectric) apalions, [9] documents some work regarding
it, on RF energy harvesting, one has [137] as amele, and on the subject of MPPT when
using MFC as energy harvesters, [138] presents/al mpproach. However, as the main theme
of this research thesis is concerned about ligatgn the MPPT of PV cells is the one that will

receive the entire attention, being the remainypes of sources outside of the scope of the

present discussion.

Some techniques make it possible to manipulate Rkecell position, in order to
maximize the light intensity on its surface [13Bhis is done by using a mechanism that tries to
place the PV panel facing the Sun all the time,fdiijowing its position. So, part of the
harvested energy is used to put the mechanism th, wdich may involve a large amount of
energy. In small systems, however, this optionasvalid because of both the low power and
the low cost budgets and it is preferable not teehany moving parts. The set of MPPT
techniques described next, refer to strategies nietimize the amount of electrical power

obtained from PV cells under these conditions.

A substantial set of MPPT techniques can be fouarttie survey made in [86], and some
work can be found in [140]-[142] regarding solamels. Most of the MPPT techniques
presented in [86] were developed for large PV arrdnat provide hundreds or thousands of
Watts. These systems can refer to applicationsGn\ihich [143] is an example, while some
others refer to applications in AC, like in [144). some cases, the techniques in [86] can be
extended to very low power systems, at the scalgVéfor mW. The available power being
considered for the application in this thesis ishatuW level. This may cause that some of the
algorithms in [86] may not be usable. As such, r@fcd criterion must be taken to choose the
appropriate MPPT method, so that the controllerlmakept to an acceptable power overhead.
As already has been done with other topics conuogrtiiis work, as the entire set of issues
regarding these techniques is relatively extensb;, a brief overview of the main classes of

techniques will be given next.

On the other hand, it can also be found in litemgome work that, although referring the
use of an MPPT technique, in fact the trackinguemats not present. These techniques are
supported on setting the working point of the PY @e its maximum power point, by clamping
the voltage at the cell terminals, to a value thatery close to the one determined as being the
voltage at which the MPP is reached. Since theageltis clamped, there is not any chance to

track the MPP, if the illumination or temperatugnditions change. These techniques are very
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simple to implement, but they can only be usefuh# environmental conditions are known
beforehand and known to have very little changes.eixample, in [12], [26], [78], [79], [100]
or [145], this technique is used, with the mainuangnt is that in indoor environments the light
does not change its pattern enough to demand thefumny tracking technique of the MPP of
the PV cell. Although this may be true for someuaitons and applications, it limits the
versatility of the system, forcing it forever tostect its applicability to indoor environments
only. Most of the systems that are tailored to wimidkoors have the voltage coming from the
PV cell clamped to a value that is known beforehembe in the vicinity of the MPP. Other
systems are simply connected directly to the P\eparsually by means of a diode to prevent
reverse current, like in [26], [78], [79] or [LOGExamples of other works according to the
principles just outlined can be found in [7], [&8]d [146]. This thesis is focused on indoor light
energy harvesting, but this principle was not fokd and the implemented MPPT method

provides an effective tracking of the MPP, enabtimg system to operate indoors or outdoors.

4.6.2 Quasi-MPPT techniques

This type of algorithms cannot reach the true MP& BV cell. However, since the power value
does not change significantly from the maximum galround its vicinity, this is not a
significant problem. The Fractional Open Circuitlddge (FractionaVoc) method requires the
prior determination of the characteristics of thé €ell. The open circuit voltage can be
obtained by using a pilot PV cell, smaller than thain cell, exposed in the same way as the
latter. The circuitry needed to implement the Roaal Voc method is very simple and
dissipates little power, at the cost of producimgagpproximation of the MPP of the PV cell.

This trade-off can be acceptable for a micro-posystem.

This method explores the intrinsic property of RMs; such that the MPP is within the
range of 0.71 to 0.78 of the open circuit voltag@][ This is the value that will be given to the

constank in the following equation:

Vwpp DkVoc - (4.23)

The value ofk is normally set by using a resistive voltage devidWork based on this
MPPT method can be found in [13] and [140]. In thiser reference, it is shown the procedures
to experimentally determine the valuelofThe same procedures were followed to determine
this coefficient for the PV cell whose curves himeen shown in Fig. 2.19 b) as example. This
factor must be determined beforehand, by studyimg PV cell behavior under several
conditions of illumination and temperature. The elodf the PV cell was simulated under

different conditions and showed the performanceoteg in Fig. 4.32.
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Effects from changing illumination

Effects from changing temperature
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Fig. 4.32 - Fractional open circuit voltage relatlmetweerVoc andVypp under various
conditions of a) illumination and b) temperature.

By performing a linear regression (first order apg@mation) over the points plotted on
the obtained graphs, in the same way as in [13,aam determine the slope of these functions.
By sweeping a range of temperatures that spanoed-$65 °C to +125 °C, the ratio was around
0.84. By sweeping illumination from 10% to 100%e ttatio was about 0.76. Assuming that
illumination has more importance, as it is morelljkto have a bigger variation, a value of 0.77

was selected fdt, the Fractional/oc coefficient. This value agrees with the ones 8].[8

As previously stated, in the case of a micro-postep-up converter, it is possible to
tolerate some inaccuracy in the determination ef MPP, in exchange for using a simpler
method for determining the MPP of the PV cell thaguires less complex circuits and
dissipates less power. However, over time, it mayeeded to tune the fractional open circuit
constant to account for the changes that the P¥élpasifi suffer with aging, for example. The
action of the MPPT method over a SC voltage coevavtll be on the operating frequency. In a
capacitor based voltage booster circuit, it is Beagy to fully charge the capacitors. This means
that the duration of each clock phase must be fafgen theRC time constant of the circuit.
Therefore, a change in the duty-cycle does notgddine behavior of the circuit, unlike in the
case of an inductor-based converter. Thus, the@radf the circuit, in order to control the
tracking of the MPP, is by changing the clock fregqey alone. More details can be found ahead
in Chapter 5.

The class of quasi-MPPT techniques also encompasses other methods that will not
be further explored in this text, but that are Wwdd be mentioned. As such, in addition to the
“FractionalVoc” technique, there is also the “Fractiomg’, which is based on the short circuit
current of the PV cell, the “DC link capacitor dmoontrol”, the “Load or V maximization”,
the “Array reconfiguration” method, the “Linear cent control”, the “One-cycle control (OCC)

MPPT”, the “Best fixed voltage (BFV)" and the “Liae reoriented coordinates method
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(LRCM)". The summarized details about any of themthods can be found in [86]. For a truly
detailed explanation, the references that can lnedfan [86] regarding their respective methods,

will provide the reader with the necessary deptteshil and information.

4.6.3 True MPPT techniques

These techniques are concerned with obtaining eaakihg the actual MPP of the PV cell,
independently of light and temperature conditioRsis accurate estimation is often based on
microcontroller computation [14], requiring the usé an ADC. In general, these MPPT
techniques do not need to know the PV cell chariatites in advance, as the converter system
adapts itself automatically to the given PV cekaBples of such techniques include algorithms
like the Hill Climbing, used in [14], [15], [131]147] and [148], and the Ripple Correlation
Control (RCC), used in [141]-[143] and [149]. Botif these algorithms can also be
implemented using analog circuits, thus reducirgpgbwer needed to operate. RCC is possibly
the best MPPT method, but requires a multiplicatmeompute the value of the instantaneous
power. Since an analog multiplier is difficult tesign and typically dissipates a large amount
of power, the RCC method is not suitable for mipoowver systems. The Hill Climbing
algorithm can have convergence problems if thet ligkensity changes rapidly. However,
according to [150], the Hill Climbing MPPT is oné the less energetic and cost demanding
techniques, when compared to the others. This #ipgdactor was a major motivation to use
this MPPT technique in subsequent experiments comgethis thesis work, as it can be found
in more detail in Appendix D. The energy consumpi®very important, and it has been shown
that this algorithm is suited for applications whespecifically, the energy budget is highly
restrictive. Basically, this method explores thetymbation in the current provided by the PV
cell due to switching. This also perturbs its vodtaand it can be determined in which direction
it should go. By looking at the power curve of R2gl9 b), it can be seen that, on the left-hand
side of the MPP, incrementing (decrementing) theraijing voltage increases (decreases) the
power and when operating at the right-hand sidd@MPP, the behavior is the opposite. Thus,
if there is an increase in power, the next pertiwmhashould be kept in the same direction to
reach the MPP and if there is a decrease in padverperturbation should be reversed. The

algorithm is summarized in TABLE 4.3.

TABLE 4.3 - Summary of the Hill Climbing algorithm.

Perturbation Change in powe| Next perturbation
Positive Positive Positive
Positive Negative Negative
Negative Positive Negative
Negative Negative Positive
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The process of determining the “Next perturbatistepeated periodically until the MPP
is reached. The system then oscillates around tRE.M his oscillation can be minimized by

reducing the perturbation step size, at the coslosting down the MPPT process.

By looking at the right-hand column of TABLE 4.3\gxt perturbation”), the relation to
the “Perturbation” and the “Change in power” valgshis according to a logic XNOR function,

observable in Appendix D, where further detailsgiven with respect to this MPPT method.

The class of true MPPT techniques includes somer atiethods that will not be further
explained in this text, but that can be mentiorsbauld the reader wish to explore any of them.
So, in addition to the “Hill Climbing” and the “Ripe correlation control (RCC)” techniques,
there is also the “Perturb and observe (P&O)”, Whis very similar to the Hill Climbing
technique, the “Incremental conductance (IncConittg, control based on Fuzzy Logic and on
Neural Networks, the “Current sweep” method, tlié/tiV or dP/dl feedback control”, the
“Ivee & Vupp COMputation”, the “State-based MPPT” and the “Skdatrol”. Once again, the
summarized details about any of these methods edoumd in [86], as well as some references

for each of them, for an in-depth explanation wiite necessary level of detail and information.

4.6.4 Critical analysis

The choice about which MPPT technique should bel wpends on the complexity of the
implementation, and which knowledge does the uasiim order to implement a solution which
is based on analog or digital circuitry. An anasadution mostly requires a printed circuit board
(PCB) with the necessary components, or the lagduthe needed module, when directly
implemented on a silicon die, if the whole systentoi be integrated. The latter is the approach
taken in this research thesis. On the other haddjital solution will include a microcontroller

or a DSP, significantly increasing the power digggn of the MPPT algorithm.

The number of required sensors is also somethiagatfects the decision about which
technique to choose. The physical variables that lma sensed are essentially voltage and
current, because in some methods, the true amdyoawer must be computed. However, it is
preferable to sense voltage, because current seasmusually expensive and bulky. There are
methods that, instead, make use of irradiance emgdrature sensors, such as thgp'& Vuep
computation”. Particularly, the irradiance sensomiore uncommon. On the other hand, the

“Best fixed voltage (BFV)” method does not involary sensors.

The existence of local maxima in the MPP searchbeaa serious issue. When a series of
PV panels is partially shaded by vegetation ordigs, this is common to happen. Instead of

having the typical power curve like that of Figl2b), this curve gets deformed as if several of
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these curves were superimposed, but displaceddr@ranother, with the individual maxima at
distinct levels (see [151], for example). This me#mat a considerable amount of power can be
lost if the system is stuck at a local maximumieasd of the real MPP. The “current sweep” and
the “state-based” methods can track the true MR avthe presence of local maxima.

With respect to costs, the analog implementatioasganerally less expensive, because
these demand only the necessary hardware, unlié@ital implementations, where there is all
the overhead associated to the development systeirsaftware. When implemented in an

integrated circuit, the feature that best quarttifiest is the area occupied by the MPPT system.

Finally, the end application where the PV cellasserve, can dictate which method to
choose. For example, in space applications, whenetis no chance of direct intervention to
tune the system, the preferred method should etatdontinuously track the true MPP, even if
more expensive means are needed. Some techniquesotiid be used towards this objective
are the “perturb and observe (P&QO)”, “incrementahductance (IncCond)”, “ripple correlation
control (RCC)” or the “Hill Climbing”. As anotherxample, in applications where the speed of
convergence to track the MPP is important, thesddcase the “Fuzzy logic control”, “Neural
network” or “RCC” techniques. If a low energy butiggeavailable, a simpler technique must be
used, such as the “Hill Climbing” or the “Fractidig.".

To summarize the MPPT methods addressed in [86BLEA4.4, extracted from the
same reference, allows for having a comparison gnthwse methods, regarding several
important aspects, which may help the designehtmse the most suitable method, according

to the needs and to the available resources.

TABLE 4.4 - Major characteristics of MPPT techregy86].

MPPT Technique PV Array 'l‘rm:‘ .\n.:ll.ug or 'P‘cri'udi‘c (.‘un}-‘ergmlrr lml?lrlnenlfli‘un Sensed
Dependent? MPPT? Digital? Tuning? Speed Complexity Parameters

Hill-climbing/P&O No Yes Both No Varies Low Voltage. Current
IncCond No Yes Digital No Varies Medium Voltage. Current
Fractional ¥ Yes No Both Yes Medium Low Voltage
Fractional /g Yes No Both Yes Medium Medium Current
Fuzzy Logic Control Yes Yes Digital Yes Fast High Varies
Neural Network Yes Yes Digital Yes Fast High Varies
RCC No Yes Analog No Fast Low Voltage. Current
Current Sweep Yes Yes Digital Yes Slow High Voltage, Current
DC Link Capacitor Droop Control No No Both No Medium Low Voltage
Load / or 1" Maximization No No Analog No Fast Low Voltage, Current
dPIdV or dPldi Feedback Control No Yes Digital No Fast Medium Voltage, Current
Array Reconfiguration Yes No Digital Yes Slow High Voltage, Current
Linear Current Control Yes No Digital Yes Fast Medium Irradiance
Lypp & Vigp Computation Yes Yes Digital Yes N/A Medium Tl;:g::f:m
State-based MPPT Yes Yes Both Yes Fast High Voltage. Current
OCC MPPT Yes No Both Yes Fast Medium Current
BFV Yes No Both Yes N/A Low None
LRCM Yes No Digital No N/A High Voltage. Current
Slide Control No Yes Digital No FFast Medium Voltage, Current
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4.7 Conclusions about thischapter

In this chapter, the major focus was on the isdueotiage step-up converters, although the

subjects like energy storing devices and MPPT ftigci@s have also been addressed.

Some of the presented topologies can also steiphéevoltage down, only depending on
the duty-cycle of the phase signals. However, tagmramphasis rests in the SC voltage step-up
converters. Some known topologies have been pmxdeand summarily described. The
topology that was chosen to implement the stepamperter in the project of this research
thesis is the Parallel-Series converter, usingflyivey capacitor. Thus, this configuration works
as a voltage doubler. The analysis and the deditirecactual doubler circuit will be presented

in detail in Chapter 5.

The class of devices that can be used to storerthgy that has been harvested is a point
of concern and thus, this theme has also been sghtteBatteries and supercapacitors, and their

technologies, have been presented.

Finally, the issue of MPPT was addressed. Thiscispgarticularly important in any PV
system, so that the maximum power can be extrdcted the harvester. There are true and
quasi-MPPT methods. The latter are not as accasatee former, but in general, are simpler to
implement and the power overhead needed by therallentis lower. This is especially
important in systems with a very low energy budgehich is the case of the present
application. As such, the Fractionsbc method has been chosen because of its favorable
characteristics. Its operation, under the contéxhe phase controller of the voltage step-up

circuit will be detailed in Chapter 5.

It was shown that, in some systems, these do raUdPPT method, and instead, the
harvested energy is conveyed directly into a swgmercitor. Choosing a supercapacitor is easy

to understand, as the circuits that control thegihg of batteries are typically more complex.

The energy stored in the supercapacitor may beigedvto a circuit that wakes up
whenever the voltage level goes above a certairruffpeshold. While this circuit is being
powered, the voltage at its terminals will progresly drop. Nonetheless, while the provided
voltage is still above a lower voltage thresholte system will remain in the awaken state,
being put to sleep only when this limit is reachifierwards, the system will go to sleep, while
the supercapacitor is being replenished and itggehia not enough to provide a voltage as high
as the upper voltage threshold. As an examplejdenthat a 1 F supercapacitor was charged to
1.3V and then allowed to power a circuit until u#sltage decreases to 1.1V. The energy

supplied by this discharging capacitorfiss %2 xC x AV, in this case 0.02 J. This energy
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could be used to power a 20 mW transmitter cidzwitl second, which is enough time, in most
cases, to transmit a useful amount of informationaddition, this approach also serves to
condition the value of the output voltage.

A similar approach, but acting over the input vg#tais used in [146], for example. The
technique being used consists of setting the iapliage of the converter, such that the latter is
allowed to bounce inside an interval where the M&PRost likely to be. Although simple to
implement, this is not really a MPPT techniquecsithat under strong light variation, the MPP

can move to outside this tolerance window.
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Chapter 5

PROPOSED ENERGY

HARVESTING SYSTEM

5.1 Introduction

The block diagram, and architecture, of the conepéetergy harvesting system proposed in this

research thesis, is shown next, in Fig. 5.1.

et Vout
% Vip >—] Vin >— SC !
PV c'ells Vin > Local Vaa g;; Voltage [>VM0sa
(main) ' ¢ > Supply ¢3>— Doubler [=>vyo5 | — R,
PV cells | Voc : #5>— | Cou

(pilot) % | — %
R i — Vin o] | % — —

T— VMPP ! Vin VMOSa >— = |
- ‘ > reset  Vmosh > Phase | ¢ |

i v Start Up = Vaa >— Controller w

Ry | :dd Vapp >— $¢3 !

i reset >— i

| I

| I

! I

! I

|

—— Integrated circuit —

Fig. 5.1 - Architecture of the indoor light enetggrvesting system.

Each module in the integrated circuit will be désed in this chapter. This description

will include the various stages of the design, saglthe analysis and the sizing of the devices.
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As depicted in Fig. 5.1, the modules that makehapslystem inside the integrated circuit
are: the SC Voltage Doubler, the Local Supply,3kert Up and the Phase Controller blocks. In
addition, although not represented in Fig. 5.1réhe also a Voltage Limiter module, acting
over the output voltage, preventing it to increabeve a certain limit. During the experimental
evaluation of the manufactured prototype, this n®dwas powered-down because the
generated output voltage was always below the aglwould lead it to intervene. As such, in
order not to increase the dissipated power, thidutleowas kept OFF and it was not included in
Fig. 5.1. However, the details about it will alse presented in this chapter. Each of these
modules were laid out using a 130 nm CMOS technplagd integrated into a single silicon

die prototype. The CMOS process has one polysiliager and eight metal layers.

The Phase Controller module, which generates tlselsignals necessary for the SC
Voltage Doubler to operate, also implements a MP&REhod. Thus, this module is further
designated as Phase Controller or MPPT contrdgrexplained in Chapter 4 - Section 4.6.2,
the chosen MPPT method is the Fractiovig. For prototyping purposes, the voltage divider
that determines the value & of the FractionalVoc MPPT method, as of (4.23), was
implemented using an external potentiometer becdahiseallows for more freedom when
testing the system and it also allows it to workwdifferent PV cells, if necessary. This voltage
divider, as well as the output storage capacitar e PV cells, were the only devices not
included into the integrated circuit. All the restfully integrated. In a final system, the only
external components that are expected to existheremall PV panel and a supercapacitor to
serve as an energy storing device. This kind ofregagh is different from others found in
literature, as these consist of systems that atecanfined to a single integrated circuit.
Examples of such systems, consisting of PCB boa&als,be found in [7], [13], [14], [27] or
[100]. Previously reported indoor light energy hesting systems are not integrated into a
single die, such as [7], [12], [26], [77]-[79], [@Por [145].In [77], a MPPT method is used to
maximize the power provided by the PV cell and talde the system to operate in

environments other than indoors.

Nonetheless, there can also be found examplesllgfifdegrated systems, but whose
strategy is different from the one intended for pnesent work. Examples can be found in [15],
[28], [47], [89], [131] or [147].

5.2 SC Voltage Doubler

In order to eliminate the added cost and volumthefsystem due to an external inductor ([8],
[9], [26], [152] and [153]), it was decided to uaeSC voltage doubler. The operation of this
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circuit is as follows: during phasg@, the switched-capacitor is charged to the inputage
value () and, during phase, it is connected in series with the input voltagairce. This
results, ideally, in an output voltage, ) two times larger than the input voltage. Thisxactly
the same operation already seen for the Parall@sS&C voltage step-up converter (see
Section 4.4.5), or one SC Doubler module (Sectidrbi.

A simplified schematic of the step-up convertecuit is depicted in Fig. 5.2, in order to
illustrate its concept. This schematic also inckud@ equivalent switched parasitic capacitor
(Cp), representing the load created by the operatidheophase controller circuit that produces
the phase signalg andg. The PV cell is linearized, and the circuit of Fy19 a) is replaced
by its Thévenin equivalent circuitd{andRg). Ci, represents the parasitic capacitance of the PV

cell (see Appendix B - Section B.2).

RS Vin Vour

— ¢‘k

[/
C) 1 "2 — bottom S
Vg Cin -1 T S 71 _

T - — Co R,
RN A Te,

C]mll()m R e
|

Fig. 5.2 - Simplified schematic of the voltage stgpdoubler converter, including the
loading caused by the phase controller circuit (eted asCp).

At the beginning of phas@ (Fig. 5.3), capacito€C; is connected between nodg and
ground, resulting in a charge redistribution betw€® and C;,, and extra charge flowing

throughRs into these two capacitorg,}.

Rs Vin N

—>
+ i i
out

¥
<> Vs Cin G V4)1:/¢1
T A q: Cn RL

Fig. 5.3 - Circuit during phasg.

Voltagev;, changes exponentially during phageAssuming thallc x << Rs x C;, allows
for considering that currerit, changes linearly instead of exponentially andumisg that
Tek >> Ron X C; (WhereRoy is the ON resistance of the switches), allowscfamsidering that

the charge redistribution betwe€n andC;, is instantaneous. These approximations result in
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voltagev;, changing instantaneously at the beginning of plsand then changing linearly
during phasep. Similarly, assuming thafc x << R_x C,, results in voltage,, also changing

linearly during phases. Applying these assumptions to the circuit dunohgseg (Fig. 5.4),
also results in the same variations for the citswibltages.

Rs ) I

ii n i out
G

i ] 7 ) +
<> vS Cl" T V( I :: ‘)0"'¢2 :
- Co R.

Ol |

Fig. 5.4 -Circuit during phase.

This means that it is only necessary to calculaevialues of the circuit’s voltages at the
end of each phase, resulting in a discrete-timdysisaof the circuit. This is done using
conventional switched-capacitor circuit analysishtgéques [154] (Chapter 5). The charge in

each capacitor is calculated at the end of eactkghihase, designating each of these time

instants byn x Tc k (phasep), (n — %2) xTck (phaseg) and o — 1) xTek (phasen).

When the circuit changes from phaggFig. 5.3) to phase (Fig. 5.4), observing node
Vin, the charge in the top plates©f andCi, at (1 — 1) xTck, plus the charge coming through
Rs during ¢, is equal to the charge in the top plate€pandCi, at ( — ¥2) xTc k. The charge
coming throughRs can be calculated using the average value of dltage at node;, during
phase@. A similar analysis can be applied to nogg and then repeated when the circuit

changes from phasg to @. This results in the set of equations of (5.1):

o it

— G n=1]+ Cove [ —1] + JOLK =Cv.|n-1t P _1
Ql.vln [n 1] + Cln Vln [n 1] + 2 RS Clnvln |in 2i| + C_‘.(V"W |:n 21| VOUt|:n 21|j
1 1
s g Tex Z(Vout[n—1]+Vout|:n_2:|j_C 1] (1] 1
Ql.vln n Ovout n 2 RL - OVOUt|in 2i| C_‘. V|n |:n 21| VOUt|in 2i|

(5.1)

Hualn-Le v o
R T O P . L IS

2 2] 2 Rs

+0= Covout[n] +C pVout [n]

1 [v [n - 71} +V, [n]j
1] Tox 2 out 2 out
CoVout| N - 2 -

2 R

By solving this set of equations, it is possibleotuiain the expressions for the sampled
input and output voltages,[n] andv,.{n], respectively. After full simplification, the flawing
expressions are obtained:
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Vin [n] =K (ain Vin[n _1]"' in Vout[n _1] + VinVS)

ain = (AGR. +Tek Mok —4CiRs) +16G Rs(4(Cin + Co)RiRs + (R + Rs)Terk )+

+4C,(4CiRs —Tek J(4(Cin = 2C5)RRs = (R +2Rs)Te ) (5.2)
B = ~16C,Rs(2GRs(Teik ~4GR.)) '
Yin =16CinRsTek (4(CL+ Co)R. +Teik )

1
Kin =

(4(C, + Cin )Rs + Terk N(AGR. + Terk ACiHRs + Terk )+ 4G, (4(Cin + Co) RiRs + (R + RsJTeik )

Vout[n] =Kout (aout Vin [n _1] + Bout Vout[n _1] * Yout VS)

Qout =32GRCinRs

Bout =(4CRL ~Terk JW(Cy +Cin Rs +Tork) (5.3)
Yout =8GR Tcik

B ) ) 4GRL —Tek

ldlc, +Cp)RL +Terk @GR +Terk JACiRs +Teik ) +4C1(4(Cin +Co)RiRs + (R +Rs)Teix))

The previous equations describe a second ordeersysthis system has a transient

Kout =

response to the variations of eithgror R.. After a certain time, this response ends and the
system enters in the steady-state condition. Fhisriristant on, the voltages of the circuit in the
previous clock cycle are equal to the ones in teeat clock cycle \{n =Vin[N] = Vi, [N — 1]
andVour = Vout[N] = Vout[n— 1]), resulting in the following expressions, afii@l simplification:

_ TCLK(4(Con+C1(CO+Cp”RL+(C1+4CO+CpJTCLK)VS
16C.I.ConRLRS+4(Con RL*'C.I.(Co"'cp )RL +C.I.(4Co+cp)RS )TCLK+(C.I.+4CO+Cp )TC?LK

Vin

(5.4)

2C, (4C, R ~Tew) Tok Vs
16 C,CoC R Rs+4{CoCy R +Cy(Co+Cp JR+C (4, +C ) Rs JTerk +(Cr+4C, + ¢, JTéK

Vout =

(5.5)

VoltageV, given by equation (5.4), is the steady-stateevalithe voltage in node, (it
is to note that the steady-state voltage is callgdwhile the instant node voltage is callgg.
Voltagevi, changes throughout the clock period. Its valu¢hatend of phase, in the steady-
state condition, becomes constant, i.e. the voltafiee ofv,, repeats periodically at each clock
cycle. That constant value is given by equatiod)(5The same considerations can be drawn to

VouT, given by (55)

The previous expressions show that, for example,

lim Viy =V
C,Rs R )- 00w) " ° (5.6)

and

lim V, =2xvg,
€, R R )- (00w) T S (5.7)

as expected from the circuit.
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In addition, the ratio between the voltages inadd (5.5) can also be calculated. This
ratio stands for the VCR which, after full simptéition, has the following expression:
VCR=YouT _ 2G,AGR —Teik) _

VN ACLCp +C(Co +Cp))RL +(C +4C, +Cp)Terk
This expression can also be verified, by calcugatia limit under the same conditions as
for the cases of (5.6) and (5.7). Thus,

(5.8)

li VCR =2,
€,R R )- (00%) (5.9)

which is the value expected for an ideal voltagebdler circuit.

The circuit of Fig. 5.2 was simulated in Spectiging ideal circuit elements and different
values forGCi,, C,, C,, C,, R and Teik. The steady-state voltages of the circuit in these
simulations were measured, and these values wdiemilein the range of 1% of the values
predicted by expressions (5.4) and (5.5). For metausing for the given parameters the values
of s=1V,Rs=4 kK2, R =16 K2, G, =110 nF,C, =1.1 nF,C, =20 pF,C, =110 nF and
1/Tek = fok = 459.1 kHz the resulting voltages were as shoaut im Fig. 5.5, in which there

are also indicated the intervals concerning toptiese signalgy and ¢.

09 i i ; . . . . . . 5 o&ts— ; —— —
i T T T T } Ny N -
! | | | | | | | Ny ! N ! h
08~ — -7 -1 CTOT T T oo L it < N ‘ ™ ‘ N
FA I | | v, I | 30‘87A577777ﬁ75—>77‘77;_'_)ﬂ‘ijiiiﬂiiﬂj’
) 4 Sy S VOUT [ 3 | ] % - | L
N
/\ | | | | N | | Y77} N P D I S S S
0‘6,,/,\,,L,,L,J,,L,,\,,J,,L,,L,, N | ‘\\ | | ™~ |
S /o | | | | I | | I ™ ‘ L0 ‘ ‘ ‘
5 osl- L ,: o : : : : : : : = 10992  19.993  10.994  10.995  10.996  19.997  19.998
o ) ! .
3 [ I I I | I | | | time (ms)
C 04— 44— — 4+ — — — — 4 — — 4+ — —|—m — 4 — — 4+ — = — 4
< o4 r ke o ‘ ‘ ‘ ‘ ‘
> [/ | | | | | | | | ‘ ‘ ‘ ‘ ‘
D IO Y Ny RN (S N M oagel/ L/ L A oA
I | | | | | | | | . T ! T T !
- | | | | | | | | > ) 1 ! ! !
e e il e R H e e Al H z ‘ ‘ ‘ ! !
I ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ <F 04985 — — 4 — = — £ - - e R &
Y A ! ! ! ! !
| | | | | | | | | | ! ! ! ! !
0 I I I I I I I I I 0.498 L L L L L
o s 4 s 5 10 1 1 1 1 20 19902 10993 19904 10995 1099 19997  19.993
time (ms) time (ms)
a) b)

Fig. 5.5 - a) Time evolution of voltag®s, andVoyr with fo x = 459.1 kHz andR_ = 16 KQ
and b) Close-up of voltagés, andVoyr in the steady-state zone.

The reason why the parameters had the specifiesahat were used in this simulation
will be explained later, in Section 5.3.2.1. Fiags a) shows the evolution of voltagés and
Vour Over time, since the moment the converter stadkiwg, until it settles into the steady-

State.

Another simulation has been run, in order to comfthe validity of the expressions
shown in (5.4) and (5.5), keeping the parametanesmhlready given, except for the operating
frequency and for the load resistor. Their new ealarefc x = 200 kHz andr. = 110 K. The

resulting voltages are shown next in Fig. 5.6.
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In Fig. 5.6 a), it can be observed that the traniddehavior has a longer duration than that
of the previous simulation. This is explained bg flact that, in this situation, the operating

frequency is lower, thus the system takes longeszach the steady-state.
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Fig. 5.6 - a) Time evolution of voltag®s, andVoyr with fo x = 200 kHz and®,. = 110 KQ
and b) Close-up of voltagég, andVoyr in the steady-state zone.

In both Fig. 5.5 b) and Fig. 5.6 b), the rippleif andVoyr is less than 1.5 mV.

In TABLE 5.1, the values of the theoretical and $iraulated values are summarized, as
well as the relative error between these two vallibss table shows that expressions (5.4) and
(5.5) accurately describe the behavior of the dirdine relative error is given by

_ Simulated- Theoreticad
Theoretica

E, x100% . (5.10)

TABLE 5.1 - Comparison between theoretical and $ited values oYy andVoyr.

Rs=4kQ,vs=1V,C, =1.1nFC, =20 pFCi, =110 nF andC, = 110 nF

Input and| Usingfc x = 200 kHz andR_ = 110 K2 | Usingfeix = 459.1 kHz andR_ = 16 IQ
output
voltalloges Theoretical Simulated E, Theoretical Simulated E,
Vin (V) 0.834973 0.83529 +0.04% 0.499013 0.49926 +9%.05
Vour (V) 1.57557 1.57613 +0.04% 0.873323 0.873712 +0.05%

The expressions in (5.4) and (5.5) show that velkaf, andVoyr can be controlled by
using the clock frequency. By adjusting this fregue it is possible to achieve the MPP
condition, which occurs when the input impedancehef SC circuit equals the value Ig§
resulting inV,y =vg2. Equation (5.4) shows that if the clock frequemacreases, the input
voltage decreases, and vice-versa. This meanatiet the available input power decreases,
corresponding to a decreasevgfthe clock frequency of the circuit should deceessorder to
track the MPP condition, and vice-versa. Other @anmntations (inductor-based) use a fixed

operating frequency and vary the duty-cycle tokrde MPP, such as [77], [153] and [155].
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However, an oscillator with fixed frequency has stant power dissipation, because the latter
depends on frequency and not on the duty-cycle eb\aar, if the clock frequency can decrease
when the input power decreases, the power dissipati the controller circuit also decreases,
allowing for the system to operate with lower levelf input power. This principle is also

followed by [156], where the level of availableHigand the charge of the storage capacitor
determine the frequency of operation, the availableage to power the digital circuits, and the

bias current of analog circuits, making the systeradapt to the available ambient resources.
However, the approach is different from the presemk, because the former needs to perform
some measurements before proceeding with the chamgthe critical parameters, whereas the

system underlying this research thesis performsudmmatic frequency adjustment.

5.2.1 SC Voltage Doubler with chargereusing

In order to reduce the area occupied by the capaciit was decided to use MOS transistor
capacitors. This type of capacitor has the largesiilable capacitance per unit area in the
selected CMOS technology. However, this option atsults in a large bottom plate parasitic
capacitance [117]. In Fig. 5.7, it is shown theudtire of such a capacitor, using a NMOS

device M,), thus with the substrate tied to ground.

Chios

Fig. 5.7 - AMOSFET capacitor, with explicit bottgehate parasitic capacitance.

The drain D) and the source§ terminals are shorted together (thus, shortiriy leads
of the channel) and the desired capacitai@gd develops between this connection and the
gate ) terminal. Summarily, and approaching this dewdsea planar capacitor, the insulating
oxide between the gate and the channel servesadidlectric, while the channel aréaXL)
defines the area of each plate. Since the oxigerigthin (2.2 nm), the capacitance can reach a
very high density per unit area. The bottom plateapitic capacitance is representedChyin
Fig. 5.7. This capacitance exists between the aidtime bottom plate of the capacitor) and the

substrate, corresponding to the stray capacitaaterred in Chapter 4.

Both the MOS capacitance and its bottom plate fiaraspacitance are non-linear and
vary with the input voltage. The simulation (in 8fve) of the capacitance behavior, of a
capacitor like the one shown in Fig. 5.7, using3@ am CMOS technology MOSFET, with
dimensionsW=50um andL =2um, is depicted in Fig. 5.8. The variation of the BIO
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capacitance is ploted against the variation ofvitieage at the terminals of the MOS capacitor.
This figure also shows the various working zoneshefchannel (accumulation, depletion and
inversion) and how the capacitance behaves in eAdhem. The resulting curve shape is
typical for this kind of device. As seen, when MO&pacitors are used, during the voltage
elevation process, the MOS capacitor experiencedltage variation at its terminals, ranging

from O tov;, and fromvi, to 2xv;,, which results in a variation of its capacitanede.

o o o
> o © [

Cyoscapacitance (pF)

o
N

Voltage at capacitor terminals (V)

Fig. 5.8 - Typical capacitance variation of a MOSF&apacitor of the 130 nm technology,
as a function of th¥gsvoltage, with/ = 50pum andL = 2 um.

Fig. 5.9 shows the capacitance variation of theesstf®S capacitor as shown in Fig. 5.8,
emphasizing the positive voltage in the range @b @.6 V, which is the voltage difference

range most likely to occur in the current SC stpproltage converter application.
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0.3 0.4 0.5 0.6
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Fig. 5.9 - Capacitance variation 6§05 When using a MOSFET wit/ = 50um and
L=2pum.

As it has been said, any real implementation ofdineuit in Fig. 5.2 has inherently a
parasitic capacitance at the bottom plate nodegtddrin this figure a€yoom This capacitance
is charged up tw;,, during phasep and discharged during phagge This is equivalent to a
resistance that dissipates energy, thus loweriagtficiency of the circuit. This problem can be

particularly serious when MOS capacitors are ubedause of the large parasitic capacitance
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value that they introduce. Fig. 5.10 shows thedootplate capacitance for a MOS transistor
like the one whose main capacitance is shown in %@ This capacitance is constituted by
(Cap + Copy)-

o
° o
= N

o
o
@

Cp1 capacitance (pF)

Voltage at capacitor terminals (V)
Fig. 5.10 - Variation of the bottom plate capaaitauC,,) when using a MOSFET with
W=50pum andL = 2 um.
Fig. 5.11 depicts the ratio between these two éegpaes in a MOS capacitor, just like
the situation depicted in Fig. 5.7, as a functibthe voltage applied to its terminals. This ratio

varies with the variation of this voltage and caaah a value as high as 12%.

Cp/Cumos capacitance ratio(%)

Voltage at capacitor terminals (V)

Fig. 5.11 - Ratio between the bottom and the mapacitance of a MOS capacitor like the
one in Fig. 5.7, withtW = 50um andL = 2 um, using a 130 nm technology.

In order to improve the efficiency, it is necesstiryeduce the amount of charge that is
lost through the bottom plate parasitic capacitarineorder to address this problem, the
approach that was followed consisted on splittimg $witched capacitance in two, and then,
duplicating the circuit. Namingg the old ¢ phase, a third phases), is now introduced
betweeng andg. During this new phasg, the bottom plate nodes of the two half-circuits a
connected together. The entire circuit is depictedrig. 5.12. In hereCy; » is the parasitic
capacitance at the bottom plate nodes of eacheoM®S capacitordyl; andM,, respectively,

which are again made explicit for a better undeuitay.
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When ¢ is active,M; andC,, are connected in parallel with the input voltagied M, is
placed in series with the input voltage, achievangdeally voltage doubling at the outpu,:
During this phaseC,; is discharged, as both of its plates are grounded.

Vin Vout

e

Fig. 5.12 - Schematic of the proposed step-up dsUkC converter, using MOS capacitors
with charge reusing.

When g is active,M, andC,; change role wittM; andC,, leading to the same behavior

that took place whem was active.

When g is active,C,; andC,, are connected in parallel, resulting in chargestalution
between these two parasitic capacitances. Becawesefahese capacitances is chargesto
while the other is completely discharged, when they connected together, the charge is
equally divided between them and each capacitdrgetl half of the charge of the capacitor that
was firstly charged tw,. Ideally, the voltage across this parallel cirowitl be vi,/2. Now,
either in phaseg or in phaseg, the parasitic capacitor to be subsequently caeddov;,, will
already be pre-charged to half of its final chavglue, thus requiring only half of the charge
from the input source. This prevents the wasteatff ¢f the input charge, inevitably commited

to the bottom plate MOSFET capacitances.

In order to confirm the advantage of using the ghaeusing technique, capacity, in
the circuit depicted in Fig. 5.2, was replaced bM@SFET capacitor and the resulting circuit
was simulated using Spectre. From these simulatitbe<efficiency of the circuit, defined as the
ratio between the output power and the input powas calculated. The general expression for

the efficiency is given by

P
n=-24. (5.11)
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Next, capacitoiC,; and the associated switches were replaced byitbaitadepicted in
Fig. 5.12. An extra clock signal (the neg) was also added. Once again, the resulting circuit
was simulated in Spectre and its efficiency wasudated. In both of these simulations,
Rs=4 k2, R =16 K2, vs=1V,C, =0 andfc.x = 459.1 kHz. The value @, is 1.1 nF for both
circuits (in the second circuit, each MOSFET catoadias half of this value). This value, and
the one forfc k, will be determined and justified later, in Sent®.3.2.1. The efficiency of the

circuit, and the output steady-state voltage fahestuation, is presented in TABLE 5.2.

TABLE 5.2 - Efficiency comparison of the circuitjttvand without the charge reusing
technique.

n (simulated without charge reusing) 1 (simulated with charge reusing)

63.24% Your = 801 mV) 74.21%\(our = 847 V)

The results presented in TABLE 5.2, show that ffieiency loss due to the bottom plate

parasitic capacitance, can be effectively redubgdising the charge reusing technique.

5.2.1.1 Switch sizing

The switches are implemented by using transmisgides, as shown in Fig. 5.13.

Fig. 5.13 -RCcircuit using a transmission gate and a capacitor

The issues associated to the switches are theireSistanceRoy) and the total parasitic
capacitance(sg, Which is the total capacitance seen from boteg)@,qr + Cyqn), plus the one
seen from both draingfpe + Cqan), t0 any other nodes. It is preferable to havé Bat, andCss
as low as possible. The problem is that these @varpeters are in conflict, since having a low
ON resistance means having an increase in the vfitjhof the transistors. However, this
originates an increase in the total parasitic céquace. It is to note that the length of the ch&nne

in both transistors is the same, but the PMOStkashannel three times wider than the NMOS.

The ON resistance will determine how settled theudi will be at the end of each half
period, each controlled by or @, referring to Fig. 5.12. The law that rules thegime is the

well-known capacitor charging equation:
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_t
v, (t) =V, [1—e RONQ]. (5.12)
The settling error is given by

TCU%
22 (5.13)
error=e o<

Variableserror, C, and T Will determineRoy and, by consequence, the widlthof the

transmission gates (s minimum, i.e. 120 nm in the 130 nm CMOS tecbgg). Thus,

1 \_ Tak _ 1
| = - = :
n[error) 2Ron G Fon 2In( 1 )fCLKCl (5.14)

error

There is a coefficieritz that relatefoy to the width of the switch, knowing that these are

inversely proportional to each other:
kr kr
Ron=y 7 = W=_R-,
W Fon
On the other hand, there is also a coefficigrihat relates the parasitic capacitance of the
switch toW, such that

(5.15)

1
error

k
Closs = %W3C|0332%k§= 2krke In( ijLKcl- (5.16)

The coefficientskr and ke were derived by simulation using Spectre, by gvihe
transmission gate various values for the widthtsftiansistors (um, 5um, 10pum, 20um,
30um and 4Qum) and performing a linear regression over the dods were obtained. The
obtained functions are shown in Fig. 5.14 and F&§15, having been obtained
kr = 806.24Q[Hm andk: = 7.1 fFum, respectively.

800 T T T T T
| | | | | | | | |
| | | | | | | |
LG nii ttie Sl il it Bl el it Rl Mty
| | | | | | | | |
600 — - — L A ]
| | | | | | | | |
| | | | | | | | |
500 ——l-—+——+F——I-—d—- -+~ —I-— - —+— —
SN R P S €
z e O (e e Y I 2
N N 2R N N N N o
I R R T R
200 ——|-—+ - A —-—I——d—-—+t—-—-————+——
| | | | | | | |
s et L
| | | | | | | | |
0 | | 1 | 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10
1MW (unrd) x 10°
Fig. 5.14 -Roy as function ofv™. Fig. 5.15 -Cioss as function of\V.

123



As understood from Fig. 5.8 to Fig. 5.11, the matof the MOS capacitors is very non-
linear and hard to describe analytically. As sulkoh,adopted strategy relied on an assumption of
upgraded (yet reasonable) values for the circurupaters that determine the size of the
switches. The considered values weZe= 3 nF,error = 0.1% andc.x = 2 MHz. This leads to
Ron=~ 12Q, meaning thatW = kg / Rony = 66.8um. As a consequence, the parasitic capacitance
associated to the transmission gateCigs~ 474 fF. These values fodRoy and Cpss are
concentrated into a single switch, as depictedign $:13, but the switched-capacitor is placed
in series with two switches during each phase. Hewehe value ofC; considered in these
calculations is the total capacitance, includinthbdoranches (each branch has half of the value
of Cy). As such, in order to keep the value of the tooestant, all the results should be kept as

they are, meaning that the values\\grRoy andCi,ss represent one switch alone.

5.3 PhaseController

The Phase Controller is the circuit responsibletifier generation of the signals controlling the
action of the switches in the SC step-up voltagabtky. The phasesi, @ and ) are square
wave signals generated by a circuit also implemgnthe MPPT algorithm. The MPPT
technique that has been chosen is the Fractidgal This MPPT method has already been
addressed in Chapter 4 - Section 4.6.2. Becauge sifnplicity and low power dissipation, this
was the method selected to be included into theeglanerator. In order to remind about the

main characteristics of this MPPT technique, itémfi@atures will be highlighted again.

5.3.1 MPPT regulation using the Fractional Open Circuit Voltage

As it has already been mentioned, the clock phigsals, which control the operation of the SC
voltage doubler circuit, should run at a frequerstych that the power transferred from the PV
cells can be maximized [82]. Since this power vath@nges with light intensity and with
temperature, the controller circuit that produdessé clock signals should use a MPPT method
in order to continuously adjust the clock frequemaiue. One of the main limiting factors when
building an indoor light energy powered micro sersgstem, is the reduced available energy
coming from the PV cells, to power it. Therefolee tontroller circuit should use as little power
as possible. There are various methods availablindoMPPT of a PV cell which are addressed
in [86] and have been briefly presented in ChapteSection 4.6.2. A careful criterion must be
taken to choose the appropriate method, in ordé&eép the controller to an acceptable power

overhead, since the current application has anestyicted energy input.
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Some of the methods in [86] can track the true MPtRe cell, but these typically require
complicated circuits or large computational effdfiowever, in order to have less complex
circuits dissipating less power, some accuracy learsacrificed in the determination of the
MPP, leading to the use of simpler methods. Siheé the application described in this thesis
has a very low available power, these simpler nashare preferable. As such, the Fractional
Voc method was chosen, because it is a very simplareexghensive (hardware wise) method.
This method explores the intrinsic characterisfi®¥ cells, in which there is a proportionality
factor K) between their open circuit voltage and the vatagwhich the MPP occurger), as
shown in (4.23). This factor must be determineditsfand, by studying the behavior of the PV
cell under various conditions of illumination andmiperature. This procedure has been
exemplified in Section 4.6.2. Pilot PV cells in apercuit (unloaded) are used to measure the
open circuit voltage. The optimum voltage of thdoaded PV cell \{ypp) is determined by
multiplying the open circuit voltage of the pilog b factork, using a resistive divider. The pilot
PV cells must have the same temperature and illatioim as the PV main cells, in order for the
FractionalVoc method to track the MPP voltage as best as pessiihle requirement of an
auxiliary PV cell is the disadvantage about thisthmd. However, its simplicity allows for
building a controller circuit with very low powelissipation, which is an advantage that one

believes to be more important than the disadvantage

The MPPT is achieved by adjusting the loading & BV cell in order to obtain the
desired input voltagev(ep). Since the equivalent input impedance of the ${fage doubler
circuit is proportional to 1« x C;), when referring to Fig. 5.2, by controlling théak
frequency it is possible to increase or decreasevdifue of this impedance. Wheyr is larger
than the PV cell voltagesf) this means that the input impedance of the SMldowircuit is
small and therefore it is necessary to decreasestieching frequency to increase this
impedance, thus increasing the voltage coming fiteenPV cell. Ifvypp is smaller than the PV
cell voltage, it is necessary to increase the $ivitgfrequency, so as to decrease the impedance
of the SC circuit and therefore decrease the PMvoliage, i.e. the input voltage of the circuit.
This process will result in an average switchirggfrency value that allows for the SC voltage
doubler circuit to have an average input impedasadee that originates the MPP voltage at the

terminals of the PV cell.

5.3.2 Asynchronous state machine (ASM) cir cuit

The three clock phases, necessary for the operafiohe SC voltage doubler circuit of Fig.
5.12, are generated by an ASM circuit, which auticealy and dynamically adjusts the clock
frequency, in order to obtain the MPP voltage frtm PV cell. The state diagram that
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represents the MPPT algorithm, the generation ethinee clock phases and the conditions that

must be met, in order to go from one state to the,rare shown in Fig. 5.16.

i state2

stated4

Fig. 5.16 - State diagram of the algorithm perfadrbg the ASM.

The circuit that implements this state diagramprporating the Fractionaloc MPPT

technique, is depicted next in Fig. 5.17.

VMOSa > VB Vin > Vapp state?2 D—’H
reset
D = R
divider

S Q
] R Qp  delay

= 1
delay L {> ¢1

~ wn
eliye]

reset

stated — Q S—
Q L Tseare3 ~ Vasosh
9 R delay -Q R Vg Vatoss > VB
Vrosh > Vi
VMOSa
vy Viosa > VB
Vin
Pilot (1-HR reset reset Vamp Vin > Vupp
|
PV Vapp
Cells kR reset <i>% reset

Fig. 5.17 - Phase controller schematic using FoaalVoc MPPT.

This circuit has four states that are determinedhigyoutput of four S-R latches. These
states correspond to the clock phase siggal®, @, and againg, respectively. In order to
change from one state to the next, $latsignal of one latch is activated, changing thepouof
that latch from logic 0 to logic 1. This, in turactivates thdResetsignal of the previous latch,
causing its output to change from 1 to 0, thus detiqy the state change. The ASM is
continually changing from one state to the nexd(émen fromstate4to state), in order to

create the clock phase signals. This circuit waksa voltage controlled oscillator, where the
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maximum frequency is determined by the delay ciscinserted between the output of each

latch and th&etinput of the next latch. Note that the duratioreath phase is not the same.

The transitions fronstate1to state2and fromstate3to statedare delayed by comparators
that guarantee that the MOS capacitors, connectd@tPV cells, are charged to at least 95% of
the input voltagevyosa> Ve andviosp™> Ve). The capacitor charging time depends on the serie
resistance of the input voltage source. Thus,neisessary to give enough time for the PV cells
to completely charge the capacitor when the irrazkais very low. The minimum duration of
each state is determined by a delay circuit custedhio delay digital signals. In particular, the
delaying provided by this circuit is only appliea the rising edge of its input signal, whereas

for the falling edge, it is not affected by anyaigljust as illustrated in Fig. 5.18.

A

delay,, B

A

7
delay

delayou

Fig. 5.18 - Time relation between the input anddhgput signals of the delay circuit.

7

The schematic of the delay circuit is depicted ig. 5.19. This delay circuit is used to
establish the minimum duration of the clock phaS&sce the delay time depends on the power
supply voltage value, the delay circuit was degigimeorder to guarantee that the minimum
delay time is always long enough for the switchagacitor (or its corresponding bottom plate

capacitance) to be always completely charged chdiged.

Voo

M Mg Mo
— } —
delay;, N ! P>
My — — —

>—y P C
T delay delay .,
— %
M, M:
; 5 M, Mo My
— K. - >
— f -
M,

A

Fig. 5.19 - Schematic of the delay circuit.

The duration oftatel(phaseq) is also dependent on the comparison between #ie m
PV cells voltage \(,) and the fractional open circuit voltage obtairfiexn the pilot PV cells

(vwep). When MOS capacitok; is connected to the input PV cells (in the begignof @),
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voltagevi, drops. The ASM stays istateluntil the input voltage is charged back to thee
value. Therefore, the duration of the oscillati@ripd corresponds to the frequency value that
adjusts the input voltage to the MPP voltage vallres approach allows for achieving a very
low clock frequency when the light intensity isabgery low. In fact, the duration of phage

can be as long as needed by the PV cell, in oodelndrge the input capacitancer{gp.

The comparators are similar to the ones describg¢d0] with the only difference being
the addition of a power-dowmpd) feature that is used in the states where thepa@reeeded by
the ASM. This reduces the power dissipation of phase generator and contributes to the
increase of the overall efficiency of the systerheTcomparator will only be working, thus
having power consumption, wheal is logic 1. The complete schematic for the comiparis
depicted in Fig. 5.20. In this schematic, the salbstconnection is omitted, but the bulk of the
PMOS devices is connected\{g, and the one in the NMOS devices, is connecteddorgl.

L e Pﬂﬁ M pd P M MZIE’i“g M,
f 5 | ] vy
S c e

My, L,
P Ms | vanz Mo | Mo v s
/ﬂﬁ M, ﬂ‘ M17‘» 1
Vdiff_1 T Vdiff 2
‘: Vint ‘: M, Ms :‘ Vin- ‘H M3 A/[M":‘ ‘FTMIR Mlb‘
My \j_l \

3 j‘ ‘)—4 My pd PT/ ‘: M- JE Mss

R ! . | 2 -

pd JH Mio pd JE Mis pd JL‘ Mas

Fig. 5.20 - Schematic of the comparator circuits.

Since the available power is at a premium, the det@pphase controller circuit was
carefully designed under the perspective of achgeai power dissipation as low as possible. All
the gates and circuits that make up the ASM wemsggded using minimum sizes and the
comparators use class AB operation, in order tagedheir bias current. The CMOS gates only
dissipate power during the clock transitions, duthe charging t&pp of the parasitic capacitor
at the output of each gate, and then dischargit@m\its and also due to the current that flows

directly fromVpp to Vsswhen the PMOS and NMOS devices are simultaneddislyillustrated
in Fig. 5.21).

The two mechanisms can be modeled by a switcheakitiar capacitor, of appropriate
value, as shown in Fig. 5.21.
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— P — [ P
ON
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Fig. 5.21 - Current drawn by a logic inverter dgrenclock transition. During this
transition, a current flows froipp to Vss when both transistors are ON. This draws a
constant charge frovpp in each clock transition, being equivalent to écwved parasitic
capacitor, whose value varies withp.

'

This value was determined by simulating the coneplgitase controller circuit of Fig.
5.17, for different clock frequencies and voltagp@y values. The average value of the current
drawn by the circuit was measured. As expected,dbirent increases linearly with the clock
frequency and it is not equal to zero when thekcfoequency is zero, due to bias currents. The
DC value was removed from the average current @damaining dynamic current was used to
calculate the value @, = l,qq/ (Vaa X fck). The value ofC, depends on the value of; because
the shoot through current (Fig. 5.21) depends enviiue ofvyg. The DC current of the phase
controller is modeled by an equivalent resistopamallel withR,, and it also depends ®gq.
The determined values ar€,={2.3 pF, 7.5pF, 23 pF} and® ={205.1 K2, 135.7 K,
107.5K2} for supply voltagesvys={0.8V, 1.0V, 1.2 V}, respectively. The worstse is

C, = 23 pF and this is the value that will be conseddn the design of the circuit, for safety.

5.3.2.1 Determination of the optimum circuit parameters

There is a frequency value that enables the swdtcireuit to achieve the MPP condition. The
value of T¢ x which allows for achieving this condition is dextyassuming that = v42. Let

us call toV,y, under this conditiorVywes. Thus,

\Y
Ny o :75. (5.17)

Through solving (5.4) under this assumption, anerdtll simplification, the value of the

clock period is given by the following expression:

_,4GC0R - GGR - GORL- GGR. + GORH4GGC, (G +40 + GIRR +(GGR + dlarGR -Gl rerF 2 4g
TeLKyp =2 G +4G,+C, , ( . )

or alternatively, in order to have an expressiarttie clock frequency,

_ C +4C,+Cp
fCLKMPP - :
2"(4QC<RS- GGR. - GORL~ GGR + GO +4GGCH{01 + 40+ CJRR+(GGR + G[Gr Gy R ~alacs+ o JrP | (5.19)
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Under these conditions, as a consequence, voliggas obtained by substitutinf, « in
(55) byTCLKMPP- ThuS,VOUTMpp |S glven by
CfCp(R. ~Rg)+ ZCg((Cll"'Cp)RLt‘lqRS)"' QQ)\(ClRL +3CpR +2C pRS)
2G;(2C, +Cp JCL +4C, +C JRs

~ Cl\/4CLCon(Cl +4Cy +C p)lpsRL + (CQCpRL + Cl(cofcp)RL - C1(4Co +C p)RS)2
2G(2C, +Cp JCr +4C, +C yRs

| 2C54GCCo(C +4Co +C o RR. +(CCoR. +Ci(CatC, R ~Cilac, +C RSP
2G;(2C, +Cp JC1 +4C, +C )Rs

Using this expression, the power delivered to taalIresistor can be determined. From

Vout,., =

Vg —

vs-  (5.20)

Vg.

this, the power efficiency of the system can, findbe calculated.

Equation (5.20) is somewhat cumbersome, and to aavidea about how it behaves, in
Fig. 5.22 its plot is shown, as a functionRf using for the remaining parameters the same

values that were used for the simulation whoselteeate depicted in Fig. 5.5.
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Fig. 5.22 -Voyr,_ as a function oR..

Moreover, under this frequency condition, the V@Rjch was previously presented in

(5.8), is now given by

zq(q(aco+ CoR+ e, +3 R ~Gaco+ R - 4aag [0+ 400t oJRA +(GGR + Glar R ~alicar cRsP |
(araco+ 6 ala+ QIR +ageRe GedRe R+ GG 0 r4co+ GIRR +{GGR + Glara IR -alicor cReF |

VCRypp=

(5.21)

Fig. 5.23 shows a graph of (5.21) as a functionboth C, and R.. All the other
parameters are set to the values that were ugbe simulation that produced the results shown
in Fig. 5.5. As it can be seen, with the increasdah variables, VCR-p asymptotically

approaches the value of two, which is the maximiueotetically expected.

In this application, its efficiencyrj is the ratio between the output power and thatinp
power, as given by (5.11). However, the referemiteron for the efficiency is when the circuit

is operating at the frequency at which the MPRdeved.
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Fig. 5.23 - VCRpp as a function of botle; andR,.

As such, at this frequency, the output power beigliyered to the load, is given by

2

V
Pout = OlL:\J,-LrMPP ' (5.22)

The expression oP,; will not be explicitly shown here, because it @® textense and
would not be intuitive. On the other hand, knowthgt the input voltage ¥\ =V42, and
thus, that the input impedance of the SC voltageveder is given byRs, the input power is
given by

V2 2 2
anmzsz (5.23)

Rs Rs 4R
Having the two previous equations derived, the exgion of the efficiency can also be
derived, being shown next in (5.24).

(a+bf*(b+c)’

7= dle+ f(o+g))?

a=-3C,CoR. —8CSR. ~ GICpR. —3C,CpR. +4CCRs + CiC (Rs

b=\/401Con(Cl+4Co +Cp)RLRS +(ConRL +C1(Co +Cp)RL ‘C1(4Co +Cp)RS)2
c=-CoCpRL ~Ci(Co +Cy R +C1{4C, +CpJRs
d= (C1+4Co +Cp)2RLRS

(5.24)

e=-CylacZ +3c,C, +C2 R, +Cylac, +C, PR

f =4C, +C,

g=CoCpRL

The load resistor that maximizes efficiency isSR¢xThis is confirmed by plotting the
efficiency function against the rati®_/Rs. This plot is depicted next in Fig. 5.24. The
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remaining components have the same values as igirthdation whose results are shown in
Fig. 5.5.

10? 10" 10° 10" 10° 10°

RI/R
Fig. 5.24 - Efficiency value, as a function of tia¢ioR_/ Rs.

The plot shown in Fig. 5.24 also allows for undansling that the maximum efficiency,

given these conditions, is 76.4%.

The value of the clock frequency producing the MIBRdition €cLkwr), Which has been
derived and is shown in (5.19), depends on theevaluall the parameters of the circuit,
including the value o€,, the switched-capacitor. The valuefefx.» increases ifC; decreases

and vice-versa (for a given load and input poweelle as shown next in Fig. 5.25.

(Hz)

MPP
=
(=]

fCLK

10" 10™ 10" 10° 10°

Switched capacitance (F)

Fig. 5.25 - MPP clock frequency, as a functionhaf $witched capacitanc€].

The graphs in Fig. 5.25 were ploted assuming that 1V and thatRs= {4 kQ,
5Q}, corresponding to a maximum available power frogn of 62.5uW and 100 mW,
respectively. In either cask, is equal to 4Rs. These graphs show that it is possible to achieve
the MPP condition with a wide range of values @y each corresponding to a differégtes
value. In order to determine the optimum valuesCpandfc ke, it IS Necessary to analyze the

efficiency of the system as a function of the valti€;.
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Also seen in Fig. 5.25, if the power level is higher the same capacitance value, a
higher frequency will be needed, in order to biimgnore electric charge from the input node,

per unit of time.

Assuming thatC, is equal to the worst case scenario determineSetion 5.3.2, it is
possible to calculate the efficiency of the systendifferent values o€, andRs. This is shown

in the graph of Fig. 5.26, corresponding to the pfdhe efficiency function shown in (5.24).
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Fig. 5.26 - Efficiency, as a function of the swigchcapacitanceX) value (the traces for
the two different values d®s are overlapped).

The previous graph shows that increasing the valu® also increases the value of the
efficiency of the system. This can easily be unded by observing the circuit of Fig. 5.2. In
each clock cycle, part of the charge transferre@ i the output node is lost throu@y (note
that this behavior occurs in a single clock cyaid #herefore does not depend on the value of
fckwes). This means that if the rat@/C, is small, most of the charge will be lost, resigtin a
very low efficiency for the system. This is als@ tteason why the phase generator guarantees
thatC, is charged to at least 95%f. Since the value o, is set by the controller circuit and
this circuit was already designed with the objezt¥ minimizingC,, the only remaining option
to increase the efficiency of the system is byeéasing the value df,. This also results in a
lower value forfc ke, Which helps to reduce the dynamic power dissipatf the controller
circuit. Due to area and cost limitations, the eabf C, cannot be very large and, therefore,
1.1 nF was selected as a compromise. This resulltsidier = 459.1 kHz, for a maximum input
power of 62.5uW. The layout area occupied by the main capacitih this capacitance, is
0.1697 mrh (see Section 6.2.2). If this capacitance was aaljbthe area would essentially

double, while the theoretical efficiency of theccitt would only increase from 75.4% to 81.2%.

The values presented back in Fig. 5.5, refer takitions that used the parameter values
that have just been explained. This is why, in Big, given that the frequency matches with

feLkwer, @and the switched capacitance is 1.1\ js equal tord/2, i.e. 0.5 V.
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Thus, the final capacitors will have 550 pF (1.1, being substantially less (about
three times) than the value that was initially refd in Section 5.2.1.1, i.e. 3nF/2=1.5nF.
The bottom plate capacitance, associated with edthe new capacitance value, will have a
maximum value of 66 pF. The operating frequenaoytith the settling is to be within the error
of 0.1% is 459.1 kHz, which is about four timessleahan 2 MHz, the value considered in
advance in Section 5.2.1.1. Although given the dants that have been determined for the
operation at the MPP, it was decided to leave thedsions of the switches as originally,
because the overhead of occupied area, relatieelgventually smaller switches would be
negligible in the overall project. Moreover, thecdsase of the parasitic capacitance of the
switches, when compared to the bottom plate cagpazst of the MOS capacitors, would not be
significant. In addition, with smaller switches, eowould have an increase in their ON
resistance, which is unwanted. Thus, each of trexlsswitches will have a resistance of about

12 Q and a parasitic capacitance of 474 fF.

54 Local Supply

Since this is an energy harvesting system, it rorestte its own power supply for the controller
circuit that generates the clock signals. The nmaitput voltage cannot be used to power the
clock generation circuit, because during the stprief the system, this voltage is 0V and
remains close to 0 V during a long time, due toléinge capacitor connected to the output. The
solution is to create a local power supply voltagdependent from the output voltage. This
allows for the system to start-up even if the langéout capacitor is charging from 0V, unlike
in [153], where starting-up is only possible whia input or the output voltages are larger than
1V. Therefore, a smaller SC voltage doubler ctrotntrolled by the same phase signals, is
used to create a local power supply voltagg) (at an internal decoupling capacitor (Local
Supply module, in Fig. 5.1). This circuit is a riepl of the main SC circuit, but with its
capacitors and switches scaled-down to a fractidheosize of the ones in the main SC circuit.
As explained before, the total capacitance valuettie C,; capacitor (now, the sum of the
capacitance in the branches whitgandM, are placed, in Fig. 5.12) is limited to 1.1 nFu$h

it is necessary to determine the fraction of toiglt capacitance to be assigned to the Local
Supply circuit. This can be analytically determinég calculating the value oWour,
documented in (5.5), for both the main and theestdbwn circuit as a function of the value of
C,;. The constraints are to consider that the loath@fmain circuit is only the optim&,, the
load of the local power supply @&, alone and tha¥\y is vg/2. These functions are plotted in Fig.

5.27, as a function of the ratio between the switictapacitance in each of the SC circuits.
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Fig. 5.27 - Output voltages of the main and thedl&upply modules, as a function of the
ratio between their respective switched capacitwnce

The ratio that best fits for both modules is 0.2.drder to verify this value, some
simulations of the circuit, including the clock geator circuit and the Local Supply module

were made, confirming that this is, indeed, the bakie.

55 Start Up

Guaranteeing that an energy harvesting systemathyristarts up is a recurrent issue, as it can
be found in [157], [158] and [159], for example.plgally, it iS necessary to provide a reset
signal after the harvested energy source becomaidalale, in order to guarantee a correct

starting-up of the system.

In indoor environments, the available light powande very low and thus, the more
critical is the operation and the starting-up afsth systems. The current start-up circuit ensures
that, even under very weak environmental illumioatithe system can successfully start
working. Before starting-up, the local power suppiytput voltage is 0 V. Therefore, the start-
up circuit is used to shunt the input node to thgwot node of the local power supply voltage.
After this voltage is charged to a value sufficienbugh for the phase generator circuit to start
working, this shunt is removed and the circuit tstats normal operation. The circuit also
provides theesetsignal for the phase generator circuit (MPPT adldr), to guarantee that this
circuit starts working irstatel(see Fig. 5.16). The details about this start-uput will be

given next.

55.1 Electrical structure and operating principle

The start-up circuit is show in Fig. 5.28.
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Fig. 5.28 - Schematic of the start-up circuit.

The start-up process is as follows: In the begignm (connected to the PV cells) is the
only voltage in the system that is different froriv OThis node is shorted, by transisidy, to
the output node of the Local SuppMdj, which is connected to a capacit; is a PMOS
device to guarantee that it is ON in this situatibhe gate of this transistor is controlled by
voltagevs, which is produced by a chain of two CMOS investeonstituted be—M; andM,—
Ms. The input of the first inverterMg—M-) is the voltage of the capacit@s ., (v1). This
capacitor is charged fromg, throughM, andRy; ,,and, thereforey, is a delayed version ®f.
Theresetsignal is produced by invertd,—M; from vs. After thevyy voltage becomes larger
than the threshold voltage of the transistors hat the circuit can properly operate, the values

of the voltages in the circuit aneset=vyq, Vs = 0 V,V, =Vgqg andvy = 0 V (increasing).

When voltager, becomes higher than the threshold voltage ofitkeifiverter, voltage,
starts to fall, causing voltage to rise and, ultimately, thesetvoltage, to fall. This process can
take some time and it can produce a slow, or filrgel, resetfalling edge. In order to avoid this
problem, transistoMg is added to the circuit. This transistor adds aitpe feedback that
speeds-up the previous transition: whenrémetvoltage starts to fall, transist®dfis turns ON

and supplies a large current that quickly chargesapacitoCs; ;10 Vyg.

One of the main problems of indoor light energyviating is the low power level,
available from the PV cells, which translates imtdow input voltage to the system. To
guarantee that, during start-up, there is enoudfag® for the step-up converter to start working
properly, it is necessary to obtain an input vatas close as possible to the open circuit
voltage of the PV cells. This means that the curdeawn by the start-up circuit has to be very
low. An inverter with an input voltage close to itgeshold voltage can have a large leakage
current because both of its transistors are ONs Tdmkage current is minimized by using
different threshold voltages for the different inees (high threshold voltage fdle—M; and
MM, low threshold voltage for invertdi,—Ms), by using transistors with long channels and

by the quick transition caused by transididy. The threshold voltages of the inverters also
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define the minimum value of thg, voltage required for the system to start-up. Vhgvoltage

of the transistors is around 250 mV, due to thg ldmannels in the transistors.

The presented start-up circuit has also been usethdé energy harvesting system
described in [20], whose individual circuits aremygoed by the series of two PV cells. During
normal operation, the input voltage is the maxinpower point voltage of the PV cells, which
Is stepped-up to a desired value to power the itirglowever, during the start-up, the voltage

of the PV cells is the only one available for tlystem to start to work.

5.6 Voltagelimiter circuit

5.6.1 Motivation and background

The unpredictable nature of light energy resulta wariable amount of available power. Since
the PV cells must be sized in order for the endrgyesting system to be able to receive
enough energy even when the light intensity is wéaik can result in large power, available
from the same PV cells, when the light intensitgtiong. The voltage limiter circuit fits in a
system such as the one being described in thistehap deal with very low levels of light
energy, typically found in indoor environments. Hm@r, when this system is illuminated by
direct sunlight or generally, by high levels oftitgntensity, the energy harvested by the PV
cells is much higher than the value that was exoecander the normal indoor illumination
conditions. In such a situation, the energy haimgstystem must be able to manage the excess

of energy being obtained.

The general architecture of a light energy harmgstystem is depicted in Fig. 5.29,
being constituted by PV cells followed by a voltaggep-up converter with MPPT capability.
This architecture represents a more general approfathe system shown in Fig. 5.1, meaning

that this voltage limiter is able to fit in any sg with similar features.

sensor system

(ON or OFF)
DC-DC MPPT Load
PV L Vin step-up Vdd
cell A battery or
simple converter Storage supercapacitor
o Voltage
series o
limiter

Fig. 5.29 - An energy harvesting architecture tizat host the voltage limiter described in
this section (all of the modules are referencegrtand).
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The output voltage of the converteyqf is the one that will be limited by the voltage
limiter. Thevyy voltage also supplies the inner circuits of thepatp converter. The system can
work with one or two PV cells in series and stepth@ input voltageW,) by two or three,
depending on the type of PV cells and on the ergelaght intensities. The power from the PV
cell is dependent on its area and on the illumamakevel, as shown in Fig. 5.30, which shows

the simulated power curves of a prototype PV ¢t tvas characterized.
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Fig. 5.30 - a) Available power from a prototype B&ll with 1 cnd, for different irradiance
levels; b) Detail showing the power function thatresponds to the lowest irradiance level.

According to a set of indoor light power intensityeasurements, whose study is
presented in Chapter 3 - Section 3.6.1, the loWastination obtained indoors had an ambient
irradiance of little more than 0.1 W#mand the typical irradiance using only artificiighting,
was about 0.7 W/MmThe system must be designed for a worst casesogiow illumination),

meaning that when the light is stronger, the syst@hproduce a large voltage at its output.

The whole system is to be laid out in a 130 nm CM@&&hnology. This technology
allows for a maximum voltage of about 1.4 V. Ifghialue is exceeded, the devices in the die

are stressed, reducing their operating lifetimethvdilarger voltage, they can even be destroyed.

Since the available power from the PV cells is ltls application typically will work
using an ON-OFF regime with a low duty-cycle [1&Yhile the application is OFF, the
harvested energy is stored in a supercapacitornvitie application is ON, it works using this
stored energy. In the case of a high light intensifter the supercapacitor is charged to a
desired voltage value, the step-up converter coesirto supply a current to the output node
(vae). This results in the output voltage to increaseatvalue that can be dangerous, being
necessary to add a circuit to limit it, by absogoihe excess of current supplied by the step-up
converter.

In literature, some work can be found concernintjage limiters. In [160], the voltage

limitation is achieved by opening a switch to aaar, whenever its voltage exceeds a certain
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limit, on a sample-and-hold basis. There are atlystems that also use voltage limiter circuits,
like in [54] and [55], where the voltage limitatigmoblem appears under the context of RFID
applications. The amount of available power to #RAg is dependent upon the distance to the
reader device, resulting in a similar problem te @me in a light energy harvesting system. In
[54], the voltage limitation is achieved by perfangna comparison to a desired limit. In [55], a

bandgap reference circuit is used to generatecaemate voltage to which the desired voltage is

compared to. This approach is similar to the omp@sed for this module.

5.6.2 Voltagelimiter circuit architecture

The architecture of the voltage limiter is showrkig. 5.31.

Vdd

1
Cc
T Vvdd

“Vid

RS
Voltage

Located Reference
outside the
Circuit

limiter Crer
circuit

Fig. 5.31 - Architecture of the proposed voltageitér circuit.

The Thévenin equivalent, at the right hand sidthefdashed line, represents the voltage
step-up converter. The aim of the proposed cirisuib limit thevyy voltage to be lower than
1.4V -5% = 1.33 V. The voltage limiter operatgsdoawing current througM,. This current
causes a voltage drop acrds, such thaty remains constant at the required limited value.
The value, at whiclvyg is to be limited, is controlled by a Voltage Refece Circuit (VRC),

providing a stabilized and temperature compensatkdge reference.

In normal operation, the voltage divider formedRyandR,, provides at/q4 a voltage
close tovrer. The amplifierA; amplifies the error betweegy andvrer, providing, at its output,
a voltage that directly controls thgs voltage ofM;, and thus the current drawn from thg
node, througRp.

5.6.3 Voltage Reference Circuit

The VRC was adapted from [161], and its schematishown in Fig. 5.32 a). The generated
reference voltagevges), versus the supplying voltage,d), and the supply current of the VRC
are depicted in Fig. 5.32 b).
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Fig. 5.32 - a) CMOS Voltage Reference Circuit; hitfgut reference voltagegss), and
supply current, as a function af;

M, andM,, are high voltage transistors (3.3 V), while thbeeos are low voltage ones
(1.2 V). The main difference between the originatudt, and the one that was built, is the fact
that the one in [161] was built in a 180 nm CMOé&ht®logy, whereas the present one uses a
130 nm technology. The transistors were sized basethe sizes presented in [161], making
only adjustments due to the different technologies.

In normal operation, considering that = 1.2 V and a temperature of 27 °C, the nhominal
output voltage of the VRC is 230.9 mV. The supplyrent, in this case, is 139.5 nA. These
data are shown in Fig. 5.32 b). In Fig. 5.33, tingpdy current and the reference voltage values,

as a function of temperature, for different suppyioltages, are shown.

1200

|
|

1000~ — —'- — - : ——————————————
|

Supply current (nA)
Veeg(MV)

Temperature (°C) Temperature (°C)

Fig. 5.33 - Temperature dependence of the supphgoy and generated voltage reference,
for different supplying voltages, for the VRC beinged.

5.6.4 Differential voltage amplifier

The topology of the amplifier is shown in Fig. 5.3%is amplifier has a power-down feature
(pd) to disable it, in order to turn off the voltagmiter circuit. The input stage of this amplifier

uses PMOS devices, as the typical values of that mgitage are around 200 mV to 300 mV.
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Fig. 5.34 - Differential amplifier circuit: a) schmatic, b) frequency response.
565 Stability analysis

Since this is a closed loop system (Fig. 5.31)siimportant to analyze its stability. The
feedback network is constituted I, R,, C. and C, (parasitic capacitance at the amplifier

input). The feedback factg8, is given by

,G(S) - Wdd — R2 + SCC R.RZ
Vag Ri+Rp+SRRy(Cc +Cp)’ (5.25)

The impedanceZ,,, of the feedback network fromg to ground, is

7 _ Rt Ry +sRR(Cc +Cy)
2(9= = Rear SRCp) (5.26)

The small-signal model of the amplifier, includitige output transistdyl,, is depicted in
Fig. 5.35.

l()u/

‘ &asmi L
L

VmJ
8mVx 8ds1 (m/l &m2Vol 8ds2 (m/z 8m3Vo2

vm

Amplifier
_ _ -1 :
Oag = Ygs0 T Jaa1 Cour = Cyaro + Capo * Capr + Cyas (Jasmn) ™ >> Ry = iy 09 aVeor
Oas2 = Yaa2 T Yaas Couz = Cguz + Cupa + Cyana + Cona + Cyomn

Fig. 5.35 - Small-signal model of the amplifier ahé outputM; transistor.
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As the output variablé,,, is the current drawn from thgy node, and the input variable
is the input differential voltage of the amplifier), there will be a transconductance function

Gw (s) given by

_lout _ 9m9Im29m3
Gy (s) =-2ut = .
v () Vy  (9ag + SGun)(9dse *+ sGout2) (6.27)

The impedance seen fromy to ground, definindR, = (Gasve) - + Ro, iS

Zou® =229 ¥, IR (5.28)

Let us consider the loop of the system in Fig. 38be open before the “+” terminal of
A;. Now, by injecting signal in the “—” terminal, almdmputing the ratio to the signal obtained

at the output of the feedback network, the loom gai

GL(8) =Gm (9Zouw(9)B(9)- (5.29)
This function has four poles and one zero. Thepressions are as follows, considering
thatCs, connected to the output node, has a value myttehihan that of. andC;:
~_ 9w . ¢ __ a0 . _ 1 .
2mCon’ P 27Co0 " % 2n(R IR+ R))Cyt”

1 1
fp4 = ; fz =
2n(R I R)(C, + Cp) 2rRC,

pl

(5.30)

The values of, andf, can be approximately equal, by selecting an apiatpvalue for
C., thus canceling out each other, making the systguivalent to having only the other three

poles. This is useful in improving the phase madfithe system.

Assuming thaR;+R, >> R,, which is the case, the DC loop gain is given by

G (0) = ImIm29mz R _
L© JagYue (R +Rp) (5.31)

The magnitude and phase of the open loop gain eterrdined by performing an AC
sweep analysis, which is shown next in Fig. 5.3ara) b), respectively. is swept from 0.8 pF
to 2.0 pF, to check what would be the consequendhe phase margin of the system. In these

simulations, the value of the storage capacgrwas 1.8.F.

It can be seen, in the close up inset in Fig. &)3&hat regardless of the value@f the
zero crossing of the loop gain function occurshatud 32 kHz. As seen by the close up inset in
Fig. 5.36 b), at the previous frequency, the sprepdf phase values according to the value of
C., results in a minimum phase margin value of 5i°oider to have an acceptable phase
margin value of 60°, the value Gf was selected to be 1.4 pF. It is important to tiode, if the

value ofCg is increased, the phase margin will also increase.
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Fig. 5.36 - Magnitude and phase functions of tleellbeck loop circuit of Fig. 5.31.
The value of 1.8F, which is a mere commercially available normalizelue, is still a
relatively small value for a storage capacitor,itathis device can get to units of Farads, or

largely more [135]. Thus, this value corresponda weorst case.

5.6.6 Simulated performance of the voltage limiter

In order to check the behaviour of the voltageti@émcircuit, it was simulated in Spectre. In Fig.
5.37 a) and b), there are shown the results of &\Béep and a transient response, with a period

of 15 ms, respectively, so as to demonstrate thecioperation in different ways.
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Fig. 5.37 - Simulated performance: a) DC sweepaesg; b) Dynamic transient response.

The function in Fig. 5.37 a) was obtained by rugranDC sweep, usinges, on the right
hand side of the dashed line in Fig. 5.31. Thetfandn Fig. 5.37 b) was obtained by using a
square wave voltage generator in plac&gf As seen in both Fig. 5.37 a) and b), the voltage
limiter comes into action whenever the voltagehawy node tends to be higher than the limit.
The voltage, at which the limitation wyy is achieved, is about 1.31V, which is inside the

desired limit. In these tests, the supply currénbhe amplifier was, typically, about 900 nA.
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5.7 Conclusions

In this chapter, the design of the proposed enbkagyesting system was presented. Moreover,

the design of each individual module of the syshers been described.

These modules are the SC Voltage Doubler, the Rbasgoller, the Local Supply, the

Start Up and the Voltage Limiter, as shown by theck diagram of Fig. 5.1. The voltage
doubler uses a charge reusing technique in ordexdiace the loss because of the bottom plate
parasitic capacitance. The phase generator proth@esecessary control to the switches in the
voltage doubler by using an asynchronous state imadhat implements the Fractionddc
MPPT method. The Local Supply is a smaller reptitéhe main voltage converter, in order to
provide a power supply to the inner modules ofdygtem, independent from the main output
voltage. The Start Up module is required to staetdystem up by using the available ambient
energy and to provide a power-on-reset signal itialize the Phase Controller. The Voltage
Limiter has the purpose of preventing the outputage from increasing above a determined
level, should the system undergo a much strongbt intensity than the one that served as the

basis for system design.

Next, in Chapter 6, the layout of each of these utexiwill be described, as well as the
processes by which the outside world can interatt the integrated prototype, so as to set

features or to observe signals.
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Chapter 6

LAYOUT OF THE SYSTEM

6.1 Introduction

After the system is defined, and the electricaigtesf its constituting circuits is concluded, it
is necessary to lay out the masks that will deflree manufacturing process of the integrated
circuit prototype. During the layout process, itnscessary to consider the parasitic effects of
the concrete physical implementation of the différeircuits, because these can change the
performance of the circuits that were previouslyigieed.

2 ,
qutype, includitig
thepad ring P

Fig. 6.1 - Entire die layout.

Therefore, the layout process has to take intoideretion these non-ideal effects and to

include a verification of the exact electrical merhance of the circuit by using electrical
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simulations of the circuit extracted from the layowrhich includes the parasitic components.
This chapter will describe this process. The layouthe entire prototype circuit, in a 130

CMOS technology, located inside the 26-pin pad,risghown in Fig. 6.1. The next sections of
this chapter will describe the layout process ofheaonstituting block of the prototype

integrated circuit.

6.2 SC Voltage Doubler

6.2.1 Switches

When looking at Fig. 5.12, where the SC voltagebiieruwas presented, it is possible to
observe a total of eight switches that perform shétching of the capacitors. Six of these
switches are implemented by using a transmissite. Jde other two switches, which are the
lowest switch in each of the branches, are impléetehy using a simple NMOS transistor. The
voltage values that are involved in the controlhefse switches are such that there is no need to

use a transmission gate.

The symbol of the switch and the electric circdithee transmission gate that implements
it, are shown in Fig. 6.2 a) and the layout strrectof this transmission gate is shown in Fig.
6.2 b). In Fig. 6.2 a), the substrate connectionnstted, but the substrate of the PMOS and
NMOS, are connected tQq and to ground, respectively.

Vi s Yo

:

Fig. 6.2 - Layout of the switches of the SC voltagebler: a) symbol and electric circuit;
b) a single transmission gate and c) the wholefsstitches that manages the step-up
process in the upper branch of Fig. 5.12.

The upper device of the transmission gate is a Pi@bthe lower one is a NMOS. The
sizing of the PMOS isW/L)pvwos = 63pum / 0.12um, using four fingers and a parallel
connection of three devices, while for the NMOSe tias YW/L)ymos = 63um / 0.12um, using
one device with twelve fingers. The need to haveelPMOS devices in parallel, is due to their

conductivity, which is about three times lower tHan a NMOS device with the same size
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[162]. This procedure is commonly used throughbatlayout of this circuit, when dealing with
logic or switching structures. The sizing of théssnsistors was addressed in Section 5.2.1.1.
The upper and lower rails are used to tie the n-welvyy and the substrate to ground,
respectively. The set of four switches that areduse each branch of Fig. 5.12, and are
controlled by signalggs and g, coming the phase (MPPT) controller, are showhRiin 6.2 c),

for the case of the upper branch. In case of usiadower branch, the phase signaland ¢

should be swapped.

According to what was mentioned above, in Fig.@,dt can be observed that there are
three transmission gates and one NMOS transistos. [Ast one, which stands for the switch
located in the lowest position in each branch, itmsize equal to the NMOS device of the
transmission gate. The transmission gate that @lsnphaseg, which is responsible for the
charge reusing technique, as described in Secti@drl,5has the same characteristics and

structure as the one in Fig. 6.2 b).

6.2.2 MOSFET capacitors

The capacitors used in the voltage converter diergi implemented using MOSFET devices, as
it was mentioned before. The optimum capacitandeevavas determined in Section 5.3.2.1.
Each MOSFET capacitor, of each branch of Fig. 5t a value of 550 pF. Each of these
capacitors is built using smaller capacitors cotewd parallel. This strategy allows for a more

flexible layout procedure.

The capacitors in the two branches were laid oirtguhe common centroid technique
[162], [163], [164], in order to reduce the misnfatoetween them. This technique results in
variations in the manufacturing process affectirghbcapacitors in the same way, thus

guaranteeing a good matching between the capaeitataes.

Fig. 6.3 a) represents the conceptual principlesbeved as the basis for the layout of the
MOSFET capacitors. It consists of four individuapecitors, each havingML) = 50um /
2 um, each of them with four fingers. The capacit@sogiated to each elemental capacitor are

laid out diagonally, in a single structure, as dega in Fig. 6.3 b).

Thus, this unitary structure contains the two elet@ecapacitors, one of each branch,
namedC,; andC,. Each of the elemental capacitas,andC,, has a capacitance of 2.2 pF. This

value was determined by simulating, using Spetiieecircuits of Fig. 6.3 a), biased with 0.6 V.

The connections to this capacitor are placed duahvthen the capacitors are positioned
side by side, vertically or horizontally, each caf is connected to its neighbors and a larger

capacitor, formed by the parallel connection of talk smaller capacitors, is automatically
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obtained. Fig. 6.3 c) shows the whole set, comagirbioth of the capacitors of the switched
branches.

-
top1l
<
Cle Clb
\ bottom]
-
topz
C?r— C?h
S bottomz

C

G <

a) b)
Fig. 6.3 - Layout of the MOSFET capacitors: a) aptcb) single structure; c) complete
structure.

Here, as a consequence of the adopted elementelust, the two capacitors form like a
chess pattern interleaved with each other, velyiad horizontally. The top and the bottom
plates of each of the capacitors are accessildedghrfour metal rings, each at a different metal
layer, all of them, around the complete structlree purpose is to make any of the plates
accessible at any place, all around. Because o§iteeof the complete MOSFET capacitors,
which are the biggest of the modules in this sysfeis important to have this spatial flexibility
for accessing the terminals of baZhandC,.

In addition to the MOSFET capacitors themselves,dlemental structure of Fig. 6.3 b)
has several layers of parallel metal plates placetbp of it, so as to have a structure similar to
a MoM capacitor. It was possible to stack threespai metal plates, allowing for an additional
capacitance to that of the MOS capacitors withauirgrease in area. Also, the capacitance
introduced by the metals is linear, such that tital tcapacitance is a combination of linear

capacitance of the metals and the non-linear ctraa of the MOSFET capacitors.

According to the results of the electrical simwas of the extracted capacitor circuit,
including the capacitances from the additional indéasters, the total capacitance of the
elemental structure is 2.35 pF, thus increasind 3%y fF, when compared to the case of having
only MOSFET capacitance. When compared to thealniistimation, this increase in the
original capacitance allowed for saving an areaalbut 7%, while maintaining the same
expected capacitance for the complete structure.layout area occupied by the structure in
Fig. 6.3 ¢) is 0.1697 mim by using this structure of metal capacitance ddae MOSFET

capacitors.
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When looking at the final structure, there are (®xelemental structures, giving a total
capacitance of 564 pF. This is 2.5% more than tignally calculated, i.e. 550 pF. This little

increase in the total capacitance, as explain&gation 5.3.2.1, benefits the efficiency.

The elemental capacitor layout structure of Fi@ . is used in many places in the
layout of the system, whenever there is the neetlatee decoupling capacitors. Since the
MOSFET capacitors have a good capacitance dernbige have been the ones used in this

system, for decoupling purposes. One example ¢f gge is shown next, in Section 6.3.3.

6.3 Phase Controller

The phase controller is the module that implemémésMPPT algorithm and that controls the
frequency and the timing of the switches, allowfog the system to operate optimally. This
control is done through the operation of the ASMioge details were presented in Section

5.3.2. More generally, the operation of the phas#roller circuit is described in Section 5.3.

The circuit of Fig. 5.17, implementing the phasetoaller, has a diversity of individual
structures. This circuit comprehends logic gatedayd circuits, comparators and a voltage

divider and its decoupling capacitor.

6.3.1 Logicgates

The logic gates used in the ASM are of various sypghe most basic of them is the logic
inverter (NOT). There are also AND gates, OR gatesS-R latches.

The logic inverter uses two MOSFET devices with thi@imum length allowed by the
technology, in order to obtain the smallest arah @ower dissipation possible. The sizes of the
devices are W/L)xmos = 0.2um/0.12um and W/L)pywos = 0.6pum/ 0.12um. The electric

circuit and the layout of the inverter are showrtnia Fig. 6.4.

a) | b)

Fig. 6.4 - Logic inverter: a) logic symbol and etéccircuit; b) layout.
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The AND gates were implemented by cascading a NAJdi@ with a NOT gate. All of
the MOSFET devices involved have the same sizébas® just discussed above for the logic
inverter, depending whether these are PMOS or NMD. electric schematic and the final
layout of the AND gate are shown in Fig. 6.5.

Vo

v Aﬁ

a) b)
Fig. 6.5 - AND logic gate: a) logic symbol and eteccircuit; b) layout.

As for the OR logic gate, just like for the AND gatthis structure uses a NOR gate

cascaded with an inverter to obtain its logic fisrtt This is shown next in Fig. 6.6.

Vi4
ViB

Vig |

Vip Ms ‘r_‘

a) b)
Fig. 6.6 - OR logic gate: a) logic symbol and dieatircuit; b) layout.

The last structure in the ASM that is made entifedyn logic gates is the S-R latch. This

logic structure uses two NOR gates, as shown ing=iy

6.3.2 Deélay circuits

As already mentioned in Section 5.3.1 and showfign5.19, there are four delay circuits that
determine the minimum duration of each state inA8#&, as well as they define the duration of

phaseg.
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a)

Fig. 6.7 - S-R latch: a) logic symbol and interfagic circuit; b) layout.

There are two amounts of delay that are introductdthe cycle of the ASM. The first
one is the minimum duration statelor state3 while the second one is the duration of phase
@. When considering that this delay circuit is besugplied with 1.2 V, the durations of these
delays are approximately 12 ns and 18 ns, resgdgtiVhese timings are achieved by using a
MOSFET capacitor of approximately 100 fF and 160ffif each case, respectively. By
assigning this capacitoCei,) a given capacitance value, it is possible torobrihe amount of
the desired delay. The values that were presents@ a&djusted empirically, according to
simulations in Spectre, using th&ypical’ corner, while observing the performance and the
behavior of the ASM. The capacitGeny is @ MOSFET capacitor, with one of the two values
previously mentioned, which is laid out immediataxt to the left-hand side of the layout of
the rest of the delay circuit, which is depictedrig. 6.8. In this layoutCqelay iS not included.

Fig. 6.8 - Layout of the delay circuit, except tbe MOSFET capacitor that defines the
amount of delay.

The inverters used in the delay circuit have déférsizing from those used in the logic

gates. The former have longer channels in ordadtbsome more delay.
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6.3.3 Voltagedivider and itsrespective decoupling

As it was described in Section 5.3.2, it is neagssa guarantee that the switched MOS
capacitors, when connected to the PV cells, aregedato at least 95% of the input voltage
value {wosa> Ve and viosp™> Ve). This reference percentage is obtained by applyinto a

voltage divider with a ratio of the same value. ®torer, since this voltage is applied to the
comparator circuits, and it should be as stablpassible, the output of the voltage divider is

conveniently decoupled. The electric circuit arsl layout are shown in Fig. 6.9 a) and b),

respectively.
Vin
(1-x).Rya %
4 VB
X.Ryy 717 o
::a)

Fig. 6.9 - a) Schematic and b) layout of the vatdiyider that providegs (95% ofvi,).

In this circuit,x = 0.95. The total amount of resistance of the agst divider,Rq, is
limited to 1 MQ because increasing this resistor further wouldrestilt in a significant power
reduction, but would result in an unacceptabledagea. The physical resistance is obtained by
putting in series forty resistors, each of thenthvebout 25 R. These can be observed at the
left-hand side of Fig. 6.9 b). The decoupling cépaclocated at the right-hand side of Fig.
6.9 b), is made from the same structures as the thra¢ were used for the MOSFET switched-
capacitors. The main difference, in the case of thiodule, is that the two independent
capacitances were connected in parallel, so asate hwice the capacitance of a single

capacitor. Thus, the total amount of decouplingactpnce is about 4x2x2.35 pF = 18.8 pF.

The area of this simple structure occupies a lpegeof the layout of the phase generator,

with about 665qum”.

6.3.4 Comparator circuits

The comparators used in the ASM were adapted fid&8][ but have a power-down feature that
allows them to be switched-off, while its use id needed. The schematic of the comparator

circuit was shown in Fig. 5.20.

As this is a differential circuit, special care mime taken while laying it out. The

differential sections of the circuit, like thosevatving M;,—Mg and M,s—M,,4, were laid out by
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using the common centroid technique. By doing Be,matching between the two sides of the
differential pair is improved, allowing for the cuit to have a smaller offset voltage. In

addition, in the differential sections, dummy elertsewere used, in order for the boundary of
each element to be the same, once again, improvengratching between the two signal paths

in the comparator.

The sections of the circuit involvingls—Mg, Ms—M1,, Mg—M17, M21—My,, Miz—My, and
Migs—M;e were also laid out employing the common centr@dhhique, so as to ensure a

symmetry, as best as possible, between each ofthgEstors in these pairs.

The logic inverters that are used to generate tieub voltage and to negate the power-
down (d) input signal, are exactly the same as those pusiy explained. When thad signal

is HIGH, the amplifier is enabled to work, or dikah otherwise.

The total area of the layout of this circuit is ab@04pm? and it is shown in Fig. 6.10.

Fig. 6.10 - Layout of the comparator circuit.

Since the current drawn by the comparator can behigh during the comparison time,
a local decoupling capacitor is added betweervghand the ground nodes of this circuit. This
capacitance, once again, uses the basic strudttine MOSFET capacitors used for decoupling
other structures, with the capacitors connectgohnallel. The total decoupling capacitance for
each comparator is 2x2x2.35 pF = 9.4 pF. This dagas shown in Fig. 6.11: one half located
below the comparator circuit and the other halfated above it. Fig. 6.11 shows the whole
layout of the phase generator. The total layoua arethe MPPT phase generator, including

interconnections, is 0.0213 Mm
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Fig. 6.11 - Complete layout of the MPPT Fractiovigé phase controller circuit.
6.4 Local Supply

The local supply strategy, as explained in Sediidn allows for the system to be immune to the
load variations. This module is, basically, a seraleplica of the main SC doubler of Fig. 5.12,
having the switches and the switched-capacitomedcdown to 20% of the size of the main

circuit, as determined before. The layout of thizdoie can be observed next, in Fig. 6.12.

Fig. 6.12 - Layout of the local supply module.

In addition to the local supply SC circuit, it isgessary to use a decoupling capacitor to
stabilize the local power supply voltaggd]. It was decided that the value of this capacianc
should be at least 300 pF. Thus, the decouplingaitgmce uses sixty four elemental structures
like those of Fig. 6.3 b), with the individual cajtars connected in parallel, so as to have twice
the value of a single capacitor. As such, the tatalount of decoupling capacitance is
64x2x2.35 pF~ 301 pF. The total die area occupied by the Loeglp® and the associated
decoupling capacitance is 0.0839 fnm
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6.5 Start Up circuit

Next, in Fig. 6.13, the layout appearance of ttaetSip circuit is shown.

i

Fig. 6.13 - Layout of the start-up circuit.

The start-up circuit, whose schematic is shown ig. B.28, occupies an area of
0.0189 mrA. Similarly to the approach that was followed ire thocal Supply module, the
timing capacitor uses twenty elemental structuitesthose of Fig. 6.3 b). In this module, just
like for several other situations, the two indepartccapacitances were connected in parallel, to
have twice the value of a single capacitor. Thins,tbtal capacitance of this capacitor is about
20x2x2.35 pF~ 94 pF. This capacitor occupies most of the areahisf circuit, while the
remaining transistors and substrate connectionm@leut in the lower right-hand corner of the

area occupied by this module.

6.6 Voltage Limiter circuit
The layout of the Voltage Limiter circuit, presethia Section 5.6, is described next.

6.6.1 Voltage Reference Circuit

The layout concerning the VRC, which makes pathefcircuit depicted in Fig. 5.31, is shown
in Fig. 6.14.

Fig. 6.14 - Layout of the voltage reference circuit
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This layout corresponds to the circuit showiFig. 5.32a). The original circuit was lai
out in the 180m technology[161] and the present one uses teéehnology 0f130 nm. The
original sizing of the transistoris documented in [161]The layout of thepresent VRC

occupies an area of 1564~

6.6.2 Differential voltage amplifier

In Fig. 5.31 one element of the schematic is a differentidtage amplifier, which amplifies ¢

error voltage. In Fig. 6.15t is shown the layout of tt differential amplifier circuit

Fig. 615 - Layout of the differential amplifier circuit.

This layout corresponds to the circuit showrFig. 5.34 a).n this circui, there are also
some differential pairsas in the comparator circuit Fig. 5.2Q whose layout is shown Fig.
6.10. Thus, theommon centroid layout technique was ( once agairfor this amplifier, just

like before, for the comparai. The total occupied area is 5A0Y.

6.6.3 Completelayout of the Voltage Limiter circuit

The complete layout of the limiter circucorresponding to the entire circuit showrFig. 5.31,

with the identification othe individual modules, can be observeFig. 6.16

Fig. 616 - Layout of the complete voltage limiter circuit.
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This layout occupies a total area of 22488, in which 4278um* correspond to the
combined layout area of the differential amplifigs decoupling using MOS capacitors, the
compensation capacitor, transisMf andRp. An area of 1564m’ is assigned to the VRC,

and the remaining 253@m” are occupied by the resistive voltage divider.

6.7 Overall circuit and pin assignment

The total die area occupied by the circuit, accogntor the modules that have been described

so far, yet excluding the Voltage Limiter circug,summarized next, in TABLE 6.1.

TABLE 6.1 - Partials and total layout areas.

Module Area (mrf)

Main MOS capacitors 0.1697

Local Supply and respective decoupling  0.0839

Start-up 0.0189

Switches 0.0019

FractionalVoc phase generator 0.0213

Total 0.2957 + 5% (interconnections) = 0.31 mm

In order to better illustrate the relation of threas occupied by the various modules, Fig.
6.17 shows the percentage of the total area askigreach one of them.

Phase

. generator
Switches 79

Start-up
7%

Fig. 6.17 - Relative area occupied by each module.

The voltage limiter was not included in the totalue because, in the real situation, as it
will be seen in Section 7.2, there was no needs® this module. Moreover, the spatial
distribution of the modules was only with prototygi purposes, so the area used for
interconnections was also included, and an estimatf 5% of the sum of the area of the
individual modules was considered. As such, thal totcupied die area is 0.31 rnif the
concern was to have a final product, it would madese to place the modules tight together, so

as to have a smaller occupied area. From the tbahrea occupied by MOS capacitors, for the
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SC step-up circuits and for decoupling the locab@osupply voltage, is about 0.2536 A,
instead of MOS capacitors, MiM capacitors had besed, the area would have been about
eight times larger [17], i.e. 2.03 Mipwhich is quite significant.

The entire system layout and a die photograph efpiototype integrated circuit are
shown next in Fig. 6.18. The silicon die with th®tptype circuit was glued to a PCB and its
pads connected directly to the latter by using beinds, as it can also be observed.

Fig. 6.18 - Layout of the system and die photograph

A pad ring, which can be clearly identified in F&gl, is used to interface the prototype to
the outside world, as well as to protect it aga@isttro static discharge (ESD). Each input and
output has an assigned pin, as well as for auyibagnals for prototype testing purposes. Also,
there are multiple ground pins to keep this node ithore accessible as possible by the
individual modules. All of these requirements had iafluence in the distribution of the
modules, forcing them to be located in accordand@e physical pin. Fig. 6.19 shows the pin
assignment, as well as the pad ring that surrothelsystem.

Fig. 6.19 - Pad ring and pin assignment.

The functionality of each pin is explained in TABIGE.
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TABLE 6.2 - Designation and functionality of eadn.p

Pin designation

Functionality

VSS

Ground terminal

vdd_StUp Supplying terminal of the Start Up module

vdd_ph Supplying terminal of the Phase Controlledoie

vdd_Sw Power tying terminal of the set of switchad the switched MOS capacitory
vdd LS Output pin of the Local Supply module

vdd_lim Supplying terminal of the Voltage Limiterochule

vdd test Supplying terminal of the buffers that drive theapbs and reset signals to th

outside, for observation and measurement

vdd_test (dummy)

Auxiliary terminal for vdd_test, to distribute thgsipplying voltage over the
pad ring

vin Input voltage of the step-up voltage doubigy) (

vout Output voltage of the step-up voltage doublgy)

v_MPP Input for the voltage corresponding to thimam power point\{ypr)
Reset On Test pin to hold thesetsignal HIGH (in case of failure of this module)
Reset_Off Test pin to hold thiesetsignal LOW (in case of failure of this module)
Sel FVoc Input selection to enable the Fractidfiel MPPT phase generator
pd_lim_vdd Power-down feature for the limiter oéthdd_LS voltage

pd_lim_vout Power-down feature for the limiter bétvout voltage

phil_test Buffered output signal, corresponding to phaseadign

phi2_test Buffered output signal, corresponding to phaseadign

phi3_test Buffered output signal, corresponding to phaseasign

reset test Buffered output signal, correspondintpésesetsignal

In order to give a clearer idea of how these pierconnect to the system modules, the

following diagram is shown.

il il v
SC voltage 3
doubler
) ! Wl v sitp
1 Vss j j
Tl v LS
SC Local 3
Supply
J?* j E Vaa ph
. 3 4: Vpp_test
ResetOn E Start-Up
ResetOff il T g% reset
I% —l 4
[ A
L
Sel FVoc Phase Gen 3 3
oc Fractional Vo Output Buffer lf i 4
Vympp E
J? J7 E Vaa lim
!
pd lim vy |l Voltage limiter
pd lim v, E

!

Fig. 6.20 - Pin diagram for interconnection to finetotype PCB.

The input signalsResetOffand ResetOnonly exist for a precaution purpose at a

prototyping level, to provide a way to unstuck aityation that does not allow for the system to
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start, in case of failure of the Start Up modulbe3e signals are to be kept at logic 1 and 0,

respectively, for normal circuit operation.

Thevdd_tespins are used to power the test buffers that dheghase signals, as well as
the reset signal, to the output, in order for these sigrtalsbe conveniently observed and
measured by an oscilloscope or multimeter, aslita@iexplained in Section 7.2.2.

The pin Sel_F\4c serves to turn ON or OFF the phase generatoritiaiements the
Fractional Vbc MPPT method. If this module is to be disabled, A8M will be stopped in its
initial state (see Fig. 5.16), thus not dissipatamy power, because of the absence of dynamic
operation. With respect to comparators, these bélldisabled, by using their power-down
feature. The output phase signals are connectacgd of three buffers. These buffers drive the
phase signals to the switches of both the maint@d.ocal Supply SC voltage doublers. The

structure of this array of buffers is shown nexFig. 6.21.

Phase generator
Switches

,,,,,,,,,,,,,,,,,,,,,,,,

Fig. 6.21 - Array of buffers to drive the switchafsboth SC voltage doublers.

The main difference between these inverters, amdties already described, is their size.
These haveW/L)pmos = 3um / 0.12um and W/L)nwos = 1um / 0.12um. The reason for this
sizing stems from the need to conveniently supplgiok the charges for the total parasitic

capacitance of the switches of both doubler ciscuit

The layout of this structure, which was used amgles module, as of Fig. 6.20, is shown

in Fig. 6.22. The total area that it takes is ad@@um?.

Fig. 6.22 - Layout of the set of output buffers.
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The supplying strategy was to power each individuatlule by distributing the output
voltage generated by the Local Supply step-up atevdvyy LS, which has been formerly
designated agyq). This distribution is achieved at the board lewsi connecting/yq LS to the
supplying terminals of the other modules. By havamgindividual power supply terminal for
each module, it allows for a separate analysihefgower being dissipated, if desired. This
explains because there are terminals suchygasStUp,vyq_ph andvyy_lim, when in fact, all of

these are the already knowg.

Similarly, there was also the need to have a Oistieid ground, so to speak. Physically,
each module has a ground pigJ(close to it, so as not to concentrate the grdenchinal in

one pin alone.

6.8 Extracted layout simulation

During the layout procedure, it is necessary to mgnwith the designs rules, which are tested
by running the design rule check (DRC) tool ana dfs perform the layout versus schematic
(LVS) verification at the end of the layout of eatlodule. Moreover, if any problem should

subsist, and the layout does not fully match thegimal electric schematic, the designer can be

sure that the odds of having a working circuit gu&ctically non-existent.

With the system completely and correctly laid dwutying the DRC and LVS tests passed
with success, the next step is to check if indéedctrcuit, which is now at the physical level, is
functional according to what it is expected to Having such a structure, which is not ideal
anymore, the designer may wonder whether the phlysealization of the circuit will still
comply with the desired performance. Thus, a testle performed by running simulations just
as before, but now with the non-ideal charactessthat were added when building up the
physical structure, and that distinguishes it frtme original electrical simulations at the

schematic level.

The parasitics associated to the layout of thauitiare obtained using an extraction tool.
This software allows for extracting the resistanties capacitances or the combination of both,
which now make part of the actual electrical citcas a natural consequence of its physical
realization. The extraction of resistances leada tery large netlist and adding the parasitic
resistors would not cause a significant deviatidnttee behavior of the circuit, so only
capacitances were extracted, because the ovesairsyis already considerably large and a

simulation of it would be very time consuming.

As a result of the extraction, a new netlist isated, containing not only the devices that

already were part of the original modules, but alsw parasitic capacitances, that are added
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due to the extraction process. These capacitangst etween nodes and from tvarious
nodes to the substrate. In additionhaving the parasitic capacitances, pads used in the
padring arealso considered, and its netlist is also usedsdo have a match as best as pos:

to the actual physical system.

With all the necessary conditions gathered, a strarl of the extracted circuit w.
performed, just to cheif the system was able to s-up and to reach a working ste-state.
The input voltagesource was set tc V and the MPP voltage to O\d The load being supplie
(R) has the value of 5k A transient simulation was started and taken mi @ ms. The
resulting waveforms for the input voltagvi,), Local Supply output voltagevyq) and system

output voltage\,,.y), are shown next iFig. 6.23, as in the actusiimulator prograu.

m tech_tests hoost_MPPT_total_core config : Nov 26 12:54:39 2013 61 EE_
File Edit Frame Graph Axds Trace Marker foom Tools Help

SO BE FEBE = HNE X TPE [~]Label

Mow 28, 20132 Transient Fesponse m

BT viny BT fedd T ET ot
125

1.0

75

o .25 5 FE 1.2
tirre ims)

Fig. 6.23 -Transient evolutio of voltagesv,, vqq andv,,; during the extracted layo
simulation.

It can be seen that the input voltage, in the g-state, is aroun@®.5V, which is the
value of the MPP voltage. This shows that the ASMarrectly working, since the MPF
method is achieving the goal making the input voltage to equike MPP voltageThis voltage
is then increased by the step-converter. Tt simulation being showlasted for more than tw
days and four hourto complet, under a conseative profile, so as not tcose too much
information.

The results shown by the graphsFig. 6.23foresee that the system, after fabricat

will be likely to work as expecte
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6.9 Conclusions

The layout of the individual modules that make pairtthe energy harvesting system was
described in this chapter. Each of the modules riieglite part of the block diagram shown in

Fig. 5.1 had their layout shown, as well as théviddal constituting structures.

An approximate area value was presented for eaclulm@nd for the complete structure,

including the interconnections between modules. tbtad area is about 0.31 im

A padring was used, in order to protect the integtestructures from ESD when the

integrated prototype is to be manipulated for PG&eably and further testing.

The layout of the complete system had its capacjimrasitics extracted, enabling for the
simulation of the energy harvesting system atdlyedt level. This simulation indicated that the
system was able to start-up and to track the MRag® thus indicating that the ASM and the
MPPT method are working. This fact allows for havan good expectation about how this real

physical energy harvesting system will perform.sThill be desbribed next, in Chapter 7.
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Chapter 7

EXPERIMENTAL EVALUATION

OF THE PROTOTYPE

7.1 Experimental prototype

In order to experimentally evaluate the integrat@duit prototype, a printed circuit board
(PCB) was designed. This PCB allows to accesshallgins of the prototype IC and also
connects the prototype to external components andliay voltages. In addition to the
functionalities described in TABLE 6.2, there issalthe possibility to establish initial

conditions to the device under test (DUT), whichlistrated in Fig. 7.1.

v ‘lvll
Vs Ci N

""" So— Normally closed
= 81— Normally open

Fig. 7.1 - Establishment of initial conditions teetvoltage doubler system.

The switches identified a§ and S, are implemented in the PCB using commercially
available analog switches (74HCT4066D). When tls¢ sevitchesS, and S, are actuated, the
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voltage source (PV cells) is disconnected from itiput of the system, and any capacitors
present at the input and output pins are dischargedging these nodes to a 0 V condition.
When the test switches are not actuated, theyimesteir default position, allowing for the
system to work as expected.

The prototyped integrated circuit was glued to alsrRCB, which is designated as
“daughter board”. This allows for having more thare daughter board, each with a different
sample of the prototype system. These daughtedbaan be easily connected or disconnected
from the main PCB (the “mother board”), thus allogvito test multiple samples with minimum
inconvenience. The layout of this board is showrfrign 7.2 a) and the picture of a daughter
board with a sample attached to it, is shown in ¥ig b). The prototyped silicon die is glued to
the center of the board and the electrical conoestbetween the board and the die are made
using bonding wires. On top of the die and the bass there is a transparent plastic for

protection.

w f g
N
a)

Fig. 7.2 - Daughter board: a) PCB layout and bamthections; b) photograph of a fully
assembled unit.

The “mother board”, contains the circuitry to penficthe tests and measurements that are
required to assess the performance of the protptgpewell as the interconnections to the
daughter board, and is shown next in Fig. 7.3his figure, it is possible to observe a daughter

board at the center of the mother board.

Fig. 7.3 - Complete PCB (mother board), duringtdsts campaign.
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To conclude the presentation of the experimentatopype, Fig. 7.4 shows the whole
experimental workbench, in which it can be seenadlition to the prototype PCB, the
laboratorial equipment that was used to obtainréalts.

Fig. 7.4 - Experimental apparatus.

7.2 Experimental results

This section presents the tests and the resulisvira obtained from the laboratorial evaluation
of the prototype that has been designed and manuéac

7.21 Experimental evaluation of the Start Up circuit

The experimental setup for the test of the Startidpule is shown in Fig. 7.5.

RS Vin
—V\VN— -
v,
4kQ DUT ad ,
i Oscilloscope
Vsi Tektronix TDS2024
TT T
reset Vin Viaa reset [

Tektroni‘; PSZSE G

Fig. 7.5 - Experimental testing setup for the Stitmodule.

The DUT is the energy harvesting system, whicloisnected to/s, through a resistor of

4 kQ, so as to simulate the PV cells.

Since the transient current and energy used byitheit during start-up are very small
and difficult to measure, these values were eséichéity running electrical simulations of the
circuit, using Spectre. After start-up, the currérstwn by the circuit is negligible.
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The available input power depends on the valu¥spfwhich corresponds to the open
circuit voltage of the PV cells. Theesetsignal is buffered so that the capacitance of the
oscilloscope probe does not load the imesetnode. This buffer is supplied B iest

The first test replicates a high light intensityuation:Vs abruptly changes from 0 to 2 V.
Fig. 7.6 shows the start-up behaviour: firsthy,andvyy are shorted, and then, after tleset
signal ceases, both, and vyy follow their course. Thaeset pulse lasts for 6Qs and the
estimated required energy and average supply duofethe circuit, during this interval, are
384 pJ and @A, respectively.

Tek J @ 4cq Complete b Pos 40,0005 ACOUIRE
+

Vdd

S
Peak Detect

JL
N fwerage

hverages
2

——
I

e ey |
CH2 200y M 100us CH3 &~ Falmy
CH3 200mmy 13=dul-12 1431 <10Hz

Fig. 7.6 - Starting-up witNg =2 V. CH1:v;,, CH2:vy4q, CH3:reset

The next test corresponds to a low light intensityation:Vs is now 390 mV. As shown
in Fig. 7.7, the circuit successfully starts-upthrs test,\Vpp (s:iS reduced to 0.5 V, so that the
resetbuffer can correctly discriminate between logieels. Theresetpulse holds for 24Qs
and the estimated energy and average supply cudweimg thereset pulse are 5.3 pJ and

50 nA, respectively.

Tek P @ Acq Comnplete M Pos: 200,005
-+

reset
Peak Detect

l Vdd I
: / Average

hverages
oT

CH2 100mty b 50008 CH3 7 144m’
CHI 100y 13-dul-12 1437 < 10Hz

Fig. 7.7 - Starting-up witNs = 390 mV. CH1y;,, CH2:vy4q, CH3:reset
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In the last test, the rising of, is slowed down, by placing a 100 nF capacitor fibia
node to ground. The waveforms for this situatioejudingVs, which is 1.2 V, are depicted in
Fig. 7.8. The value 0¥pp s iS set to 1 V. Theesetpulse duration is 16@s. During the start-
up pulse interval, the estimated energy and avesagply current are 132 pJ and 863 nA,

respectively.

Tek M Trig'd t Pos: 200,005 ACOUIRE
+

Vs
R _..\ " ™ L S
s i T Peak Detect
Vdd
il I
} k l dvverage
Averages
+ T
Vin f
CHZ 200myEy M 100us CH3 .~ 440my

CH3 200mYBy CHA 200mWyEy 25—Jul-12 12:45 <10Hz

Fig. 7.8 - Starting-up witNs = 1.2 V. CH1v;,, CH2:vy4q, CH3:reset CH4: Vs, v, rising is
slowed down,when compared to the previous situation

In addition to the previous tests, the circuit s tested using two amorphous silicon
PV cells in series, with a total area of 14°cfthese cells are described in detail in Appendix B
The circuit was able to start-up the whole systena, very low illuminated environment, where

the measured irradiance was only 0.18 W/m

After this experimental evaluation of the Start kdpdule, it has been confirmed that the
circuit was able to correctly start-up the inddaght energy harvesting system, even for an input

as low as 390 mV. In this case, an estimated erarggly 5.3 pJ was used by the circuit.

7.2.2 Experimental evaluation of the DC-DC converter

The previous test showed that the indoor light gnérarvesting system is able to successfully
start-up. After the system starts up, it is posstol measure the input and output voltages and
the input and output currents, for different loaalues. Using these values it is possible to

calculate the efficiency of the DC-DC converter.
The experimental setup used for these measurerigestiswn next in Fig. 7.9.

Besides the oscilloscope and the voltage sourciehwirere used in the tests of the Start

Up circuit, the setup of Fig. 7.9 also includegecsion multimeter.
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Vout

100 nF |10 pF
Ry

Oscilloscope
Tektronix TDS2024
Multimeter
Agilent 34401A

Fig. 7.9 - Experimental setup.

v Vdd out
|

As shown in Fig. 7.1, the PCB allows for the settof initial conditions for the system
(Vin, Vag @andvy,) and provides a power supply voltad® s) to supply a set of buffers that are
used to observe the clock phases of the circuitlesetsignal. Just like for the setup in Fig.
7.5, these buffers are used so that oscilloscopleeptapacitance does not load the node under

observation.

In order to measure the power dissipation of thesBIController unit (which includes the
implementation of the MPPT method), the local pogepply voltage (4 o) IS cOnnected to
the phase controllervds i) through an external resistoR\) with a value of 10.49. By
measuring the voltage drop across this resistas, fiossible to indirectly measure the current

being delivered from the Local Supply to the Phasatroller.

The test board also includes a potentiometer, slimgdl byR; andR,, which creates the

vuep VOItage, from the open circuit voltage of the pRY cells.

In order to characterize the performance of theudiindependently from the PV cells,
these were initially replaced by a voltage sowgen series with a resistanc®g equal to
4 kQ. The voltageVs was varied between 0.4V and 1.5V, in order tange the maximum
available input power from 40W to 140uW, which is the range where the system was
designed to work. The voltage sourde was also connected to the FractioNak voltage
divider (R, andR,), which was adjusted to a factor of 0.5, in orbecreate theypp voltage. In
this case, the input source of the system consisisThévenin equivalent, and the MPP voltage
is equal toV42. In order to confirm that the system has its imacn efficiency for this set of
values, different combinations of values fé¢ and Rs were also tried. The value & was
changed to 500, 1 kQ, 2 kQ, 3 kQ, 4 kQ and 6 K and, for each case, the load resi&oand
the source voltagd/s were varied and the power efficiency was checkdukes€ tests are
summarized in TABLE 7.1, where the most relevandesaare shown together with the

measured efficiency for each case.
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TABLE 7.1 - Summary of the study to determine thé&re ofRs that yields the best efficiency.

Rs Range ofVs Range oR_ Best efficiency )
500Q 10V 14V 2K - 101Q 38.2%
1kQ 10V 14V 41Q - 10kQ 39.2%
2 kQ 10V 14V 612 - 10 kQ 59.3 %
3 kQ 10V 14V 100 - 121Q 63.4 %
4 kQ 04V 15V 910 - 191Q 70.3 %
6 kQ 10V 12V 221K - 26 kQ 545 %

The measurement results presented in TABLE 7.1 imonfhat, as expected, the
maximum efficiency of the DC-DC converter occursentiRs is equal to 4 ®. It should be
noted that the efficiency of the converter doesdsarease significantly whd® is close to the

ideal value.

Using the setup of Fig. 7.9, the average valugbefoltages and currents of the circuit
were measured with the multimeter for differentueal of input voltageMs) and load resistance
(R). From these measurements, the input power, oytpwer and power dissipated by the
phase controller were calculated. These valueskare/n next in Fig. 7.10, demonstrating that

the MPPT phase controller keeps the input powerceqipately constant, regardlessRyf
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Fig. 7.10 - a) Input, output and phase controlargr as a function d®_for Vs= 0.9 V
and b) as function ofs for R_ = 13 KQ.
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The MPPT allows for the input power of the systemnctosely track the maximum
available input power. It is important to note tlla¢ circuit operates correctly even for an
available input system power of 81W. In this situation, the local power supply vokaip
453 mV and the phase controller is dissipating édhB85uW, as depicted by Fig. 7.10 b), in

the lower left-hand corner of the plot.

The previous measurements were used to calculaeefficiency of the circuit,
(17 = Pout! Pin x 100%). This is shown next in Fig. 7.11 a) and b)
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Efficiency (%)
Efficiency (%)

Load ResistancgkQ) Input Power (uW)

a) b)
Fig. 7.11 - a) Efficiency, as a function &f, for Vs = 0.9V and b) as function &f for
R =131Q.

The maximum efficiency is 70.3%. It is importantrtote that this efficiency is achieved
for an available input power of only 481W. The efficiency of the system becomes lower, for
lower values of available input power, becausepiner dissipated by the comparators in the
phase controller is constant and does not scaletht clock frequency. This results in reduced
efficiency for low available input power levels. § kfficiency increases with the available input

power because the phase controller power incréasgshan the power delivered to the load.

As the available input power becomes larger, tlwallpower supply voltage increases,
causing the power of the phase controller to grastelr than the available input power. This is
due to the dependence of the equivalent paraspaatance of the phase controller on the

power supply voltage value, thus resulting in glglidecrease of the efficiency.

It should be noted that the maximum efficiency esamhen the load is 13X instead of
16 kQ. This is explained because, when the load resistemaller than the optimal value, the
power supply voltage is smaller, resulting in agldiy better efficiency. The electrical
simulation of the circuit of Fig. 5.12, using fGx its post-layout extracted netlist, and the same
values forR,, fc x andVs that were recorded for the experimental case|tegbin 77 = 69.71%,

which is very close to the experimentally measwade.

Some more parameters were measured, such as theluadl output voltages regarding
the main ¥, and the Local Supplyv{) modules, as well as their respective voltage
conversion ratios. The operating frequency is agroffarameter that was measured and whose
results are shown. Next, in Fig. 7.12, the valuethe average main and Local Supply output
voltages are shown, as well as the input voltaljef ghem as a function of the load resistance

and the input power, respectively. All of them wereasured using the digital multimeter.
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Fig. 7.12 - a) Local Supply output voltaggq, main output voltagevg,) and input voltage
(vin) as a function oR_ for Vs = 0.9V and b) as function &f for R_ = 13 KQ.

By looking at Fig. 7.12 a), it is possible to oh&ethat with the increase of the load
resistance, as the demand of output current getsriéense, the output voltage generated by the
main voltage converter has favorable conditiongtoease. Moreover, the input voltage does
not remain constant, but slightly increases itsi@al his also contributes to the increase of both
Vg @andvey. Through the analysis of Fig. 7.12 b), the swegpwer the input power comes from
the sweeping oveVs. Thus,v;, also increases and, consequently, bgtlandv,,, although the
ratio between each of these output voltages andning voltage is not constant along this
interval. The voltage conversion ratios for bote tocal Supply and the main voltage converter

doubler are shown next in Fig. 7.13.
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Fig. 7.13 - a) Voltage conversion ratios associ&tegdy and tov,,, as a function oR_, for
Vs= 0.9V and b) as function &, for R_ = 13 kQ.

As for Fig. 7.13, the maximum VCR value of 2 (ség 5.23) is approached. The output
VCR associated to voltageg, is generally higher than the one associated,fo This can be
explained by the fact that the Phase Controllesgors a less demanding load to the Local

Supply converter, than the output load resistafge for the main voltage doubler. As such,
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voltagevyy has better conditions to have a higher value thanThe situations where the VCR
exceeds the maximum value of 2, can be explaineduse this voltage has a large ripple (due
to the smaller internal decoupling capacitor) cagishe voltmeter to have an error in measuring
the average value ofq. This problem does not affect the measuremertiefriput and output
voltages ¥, andv,,) because these voltages are decoupled by extangar capacitors and

therefore do not have a large ripple value.

In Fig. 7.14 the clock frequency, as a functioritef same variables used for the cases
already presented, is also shown. In Fig. 7.14t &3, clear that with the increase of the load
resistance, there is also an increase in the apgriequency. The reason is that whign
increases, it absorbs less power. Since the MPRYig to maximize the power obtained from
the input, it will increase the clock frequencysuking in an increase of the power dissipated by
the MPPT controller itself. The end result is ardase in the efficiency of the system. It should
be noted that this corresponds to a case where thenore power available to be harvested
than the amount of power that the system requireerefore, a decrease in efficiency is not
important. As explained in Section 5.3.2, an inseem the operating frequency results in the

increase of the dynamic power dissipation.
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Fig. 7.14 - a) Operating frequendy ) as a function oR_ for Vs= 0.9V and b) as
function ofVsfor R. = 13 KQ.

In Fig. 7.14 b), with the increase of the input poyand consequently, the increase of the
output power, the operating frequency tends toeimee. However, because of the decrease in
efficiency from a certain point, the increase ir timput power does not translate into an

increase at the output, and so the operating fregyudecreases given those conditions.

7.2.3 Experimental evaluation of the MPPT controller

The behavior of the MPPT circuit, explained in 88t6.3.2, can be observed in Fig. 7.15. At
the rising edge of eithey or @, a capacitorMl; or M, of Fig. 5.12) is connected to the input
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node, drawing charge from it, and resulting in tfezrease of the input voltage. The ASM
remains instateluntil the input voltage is charged to hgp value by the PV cells. Only after

that, the ASM advances to the next states, in dodeomplete the cycle.

Tek Il Tria'd h Pos; 3.000,us MEASIIRE
+
¢1 \ ¢3
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|

Mean
613y
8, L

' CH2 200my M 1.00,us CHZ o SE0m
CH3 200mY  CHA 200my  §-May-12 11:43 177.001kHz

Fig. 7.15 - Behavior of the MPPT circuit. CH1: pbgs, CH2: phases CH3:vy4 voltage
and CH4 v, voltage.

Also, in Fig. 7.15, as it was stated in Section.& is clear that the durations of the
phase signalg andg are not the same, since the ASM must wait focth@itionv, > vypp to
be met, holding the signal active (see Fig. 5.16).

In Fig. 7.16 it is shown an enlarged waveform dsagmwhich, in addition to the phase

signals shown in Fig. 7.15, allows for seeing thHeage signalg betweeng@ and @,

corresponding to the sequence of states showrgirbHi6.

Tek JL Trig'd MPos: 1000ns  MEASURE

T :J'I.n’w--—'wwwﬂ.u_..
HE S0y M S00ns
CH3 200mVY 8-May-12 1153

Fig. 7.16 - Detail allowing to see the three phsigeals: CH1: phas@, CH2: phaseg,
CH3: phasep.

In this case, the duration state2(andstate4 is about 35 ns. As explained before, in

Section 5.3.2, this duration is sensitive to thepdying voltage value.
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The dynamic response of the MPPT algorithm wagdeby using a square wave signal
with two levels (0.5V and 1V), in place & This forces the system to adjust the clock

frequency in order for the input voltage,) to track thevyep voltage. This behavior is shown
next in Fig. 7.17.
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Fig. 7.17 - Input voltage tracking thgpp voltage. CH1vypp Voltage, CH2v;, voltage,
CH3: v, Voltage and CH4vyq voltage

From this graph, it is possible to conclude thatMPPT method can track the fractional

Voc voltage (which corresponds to the maximum avadafgbut power) in less than 100 ms.

7.24 Experimental resultsusingthe PV cells

In order to supply power to the circuit, a set @iaH PV cells, with a combined area of 14°cm
were manufactured using the procedure describéppendix B.

These cells were then connected together in ocdebtain two cells in series and seven
of these sets were connected in parallel. The gnapt and the electrical characteristic of these
PV cells, for a worst case irradiance of 0.10 W/ane shown next in Fig. 7.18.

T T T T T —10.0p
20.0pf | —=—Current Power
10.0p 15-0m
% . 00 00
3 < s
> %-I0.0H» {500 3
= S 20.0p g
- > -20.0pr
2 o {-10.0p &
a -30.0pf
-40.0p+"1 4-15.0p
= I -50.0p . . L L . 1.20.0u
) & 00 02 04 06 08 10 1.2
' /""—"- Voltage (V)
a) b)

Fig. 7.18 - a) Photograph of the a-Si:H PV celte (dreas of the main and pilot PV cells
are 14 crhand 2 crf, respectively) and b) electrical characteristfos finimum
illumination).
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Fig. 7.19 shows another photograph of the set ofcNs, along with a daughter board
and 1 F supercapacitor, in order to have an id¢laeofelative size of each of them.
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Fig. 7.19 - Photograph of PV cells, daughter b@ard a 1 F supercapacitor, so as to show
their relative size.

Due to a problem during the manufacturing procéskena-Si:H PV cells, which resulted
in a high series resistance, these PV cells haveeymerformance than the prototype evaluated
in Appendix B. As a result, the MPP voltage of #¥ cells is only about 0.5 of thésc
voltage, instead of about 0.71 to 0.78 [86]. Inmalrconditions, the value &fwould have to be
set to an experimentally determined value, whicluldde done using the procedure described

in Section 4.6.2.

The voltage sourc¥s and the resistdRs were disconnected from the circuit and the main
plus the pilot PV cells were connected to¥hendVocinputs of the test PCB, respectively.
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Fig. 7.20 - Voltage waveforms during start up forimadiance level of a) 0.32 Wfmand
b) 4.97 W/m. CH1:reset CH2:Vi,, CH3:v4g and CH4 Vo
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Fig. 7.20 shows the start-up behavior of the systeith an output 1QuF capacitor, from

a 0 V condition for two different light intensities

Fig. 7.20 a) shows that the system is capable efading correctly with a power supply
voltage of approximately 700 mV, dissipating onl¢3uW of power, for a very low irradiance
condition, which still allowed for the system taustup (0.32 W/m). In this figure, the narrow
spike that appears at the left-hand side isrdsetsignal, provided by the Start Up module,

which had its results presented back in Sectiorl7.2

The phase controller circuit is able to work witlee lower irradiance levels, although in
that case, almost all of the harvested energy iisgbesed to supply the energy harvesting
controller. Thus, almost no energy is deliverethmoutput storage capacitor. Nevertheless, this
characteristic allows for the system to react maremptly to illumination variations. The
lowest recorded irradiance, under which the phasgraller had started up and was showing

correct activity, was 0.18 W/mn

The conclusions about the results that were takemagbroader general conclusion about
the whole work carried out in this thesis, as vasllpossible future developments, are discussed

next, in Chapter 8.
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Chapter 8

CONCLUSIONS AND FUTURE

PERSPECTIVES

8.1 Summary and achievements

This research thesis presented the analysis, dpsigedures and experimental evaluation of a
CMOS energy harvesting system, using a switchedasy step-up converter, optimized to
work with amorphous silicon photovoltaic (a-Si:H P¥ells with an area of 14 é&nunder

indoor light conditions.

The circuit was manufactured in a 130 nm CMOS teldgy and occupies an area of
0.31 mm. The step-up converter uses switched MOSFET capacitith a charge reusing

scheme, in order to reduce the impact of the gardsittom plate parasitic capacitance loss.

The phase generator circuit includes the MPPT Ienaalt VVoc technique, in order to
maximize the power obtained from the PV cells. Expental results showed that the proposed
system is capable of starting-up from a 0V conditieven with an irradiance of only
0.32 W/nf. After starting-up, the system requires an irradéaof only 0.18 W/fto remain in

operation.

The ASM circuit can operate correctly using a logalver supply voltage of 453 mV,

dissipating 0.08pW. These values are, to the best of the authorewledge, the lowest
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reported in the literature. The maximum efficierdythe converter is 70.3% for an input power
of 48uW, which is comparable with reported values frorateyns operating at similar power
levels [8], [9].

A comparison of the presented system with previoustported state-of-the-art

publications is presented in TABLE 8.1.

TABLE 8.1 - Comparison with some state-of-the-arlications.

Reference [8] [12] [26] [153] This work
PV cell area (cf) N/A 42.5 16.5 N/A 14.0
Min. irradiance (W/rf) N/A 2.50% 3.17 N/A 0.18
Min. input power iW) 3300 10625” 180 5.0 8.7
Min. voltage supply (V) 5.000 2.500 2.800 1.000 534
Min. controller power |{W) N/A 50 135 24 0.085
Efficiency (%) 40.0 75.0 91.8 87.0 70.3
Technology Discrete| Discret¢  Discrete0.25um CMOS | 0.13um CMOS
Storage device Supercap Supergap Supercap Batter upercp
Converter Boost Boost ng;i_ Boost Boost
Converter based device Inductor COT$ Inductor Itmtuc SC

© _ After conversion from lux to W/mas specified in [26] and [76]
®) _ Calculated by scaling the value of (Min. irradia) by (PV cell area)
COTS — Commercial off-the-shelf

Besides the core issue, which was focused on thkeimentation of a physical prototype,
serving as a proof of concept, this research thasis focused on giving a general overview

about energy harvesting systems.

In Chapter 2, the various energy harvestable seuraee been presented, along side with
examples of existing systems reported in the lkiteea The purpose was to give the reader an
insight about the universe of the energy harvesieg for very low power systems. Although
summarized, the coverage intended to be as wigmssble about the topics that a designer
will certainly face, when designing a wireless senmwode, from concept to finish. The diversity
of scenarios and applications is very wide, andetlage many options that can be made in order

to build the system up.

The contents in Chapter 3 addressed the theme aeBhhologies, since this work is
focused on using light energy to get powered. lcoetance, this chapter gave an overview
about the various types of harvesters that canubemtly found. The selected energy source
over which the work has been developed is lighintpan indoor environments. However, the
system that has been designed and implementedis@amerate in outdoor environments, in

which light energy is much more abundant than imgloo
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The harvester that has been used, is a PV cellifgpdg built to be fit into this
prototype. The base material of this PV cell is gshous silicon. This technology has lower
manufacturing costs than crystalline silicon or amig cells, just to name a few other
technologies, which can be found in Chapter 3. Than important factor to take into account
if this concept is to be brought to the market.idafly, there is the need to have a bigger area
when using amorpous silicon cells, given that thefficiency is lower than for other
technologies. However, the area that was emplayéiis application was the minimum strictly
required to meet the needs under the most advitus¢ian experimentally measured in indoors.
The objective was to have the smallest harvestppssible, while ensuring the effectiveness of
the system. This is an important factor becausa algo means cost so, when looking at an
affordable solution, this will greatly increase thassibility of having a competitive commercial

product. The small size of the harvester, and hehtdge whole system, is a positive feature.

Moreover, the area of energy harvesting, by itsgifes an interesting contribution
towards the purpose of environmental sustainabibince there is no need to use energy
coming from the grid, neither the use of battetiespower the electronic applications. In
addition, the energy used to put the applicatiansvork is costless, and just waiting to be
harvested. Otherwise, this energy will not be tdrimito a useful resource, and its potential will

simply be wasted.

Also, Chapter 3 documents an approach that was imi@rder to use CMOS integrated
PV cells in the same die as the circuits that neéd¢debe powered. Unfortunately, one could
realize that this solution was not feasible, beeamen irradiated by light, the substrate would
have its voltage increased by the same amountahdibde has when directly biased. The
method that was used to repair this occurence ovasrtound the photodiode with a guard ring.
However, this caused the PV structure to be shartited, making it impossible to generate a
useful voltage. Only by placing the PV cells on eubstrate and the other circuits on another

substrate, would make it to work.

When designing an energy harvesting system, thecgpor sources, to be harvested is
the first option to make. Following it, there iettype of harvester to use. Then, according to
the requirements of the system to be powered, gerient power conditioning circuit (step-up
or step-down voltage converter) must be used, g0 astablish the bridge between the input
voltage, coming from the harvester, and the outmlitage, supplying the load. Thus, to
complete the overview, in Chapter 4, various tog@s for step-up converters have been
presented, encompassing both the use of inductotswaitched-capacitors. The latter was the
selected approach, because it is more favorabihavimg a complete solution integrated into a

silicon chip.
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8.2 Future perspectives

The whole system that has been designed and deeklop this research thesis is only
concerned about harvesting energy. As such, aalatpgrade to the system that was built is
the inclusion of a sensor and a transmitter cirdist it is normal in energy harvesting nodes,
these have the capability to communicate with otimedes or with communication
infrastructures. Thus, the next step could be toplua low-power, low data rate UWB
transmitter [165]. For a start, the informationtticauld be transmitted is the light intensity
received by the PV cell. This information is natiyravailable through the frequency value of
the phase generator signals that control the sestaf the DC-DC converter. A possibility of
usage that such a system could have, is in mongdtie level of the light intensity in an
“intelligent house” (domotics). This way, the enempuld be more rationally used, reducing
monetary costs and natural resources. This kindoatern is gaining more importance and

[100] is an example of a research work with thisdkdf objective in focus.

Regulations allow the unlicensed use of UWB systasidong as the power spectral
density (PSD) of the transmitted signals is kepdwe41.3 dBm/MHz [166] and contained into
certain frequency bands. This makes this type ghads especially appealing for wireless
sensors [167]. UWB pulses can be generated usilay tiees and digital gates, which can be
class B circuits and, therefore, UWB transmitteesidt to be very efficient [168]. The
transmitted pulse shape depends upon the pulseagi@igecircuit and on the antenna transfer
function [169] and, therefore, it is necessary d&et this into consideration, during circuit

design.

In addition to the previous topic, it has been foutonsideration, near the final stage of
the prototype testing, to make a re-design of trauit in order to implement the Hill Climbing

MPPT method. Consequently, the phase generatofdshewvorked around accordingly.

Another aspect that can be considered for a repddsithe use of transistors that can
undergo a higher voltage. The present project veasec out under the assumption that the
output voltage would be at a maximum of about 1.2¥% such, the concern was focused about
this voltage value and on the use of devices fiwr thltage rating. The technology that was
used provides the designer with transistors hakatiggs of 1.2 V and 3.3 V. Thus, instead of
using MOSFETs with a maximum rating of 1.2 V, asvids done, what can be done in the
future is to use devices that can undergo 3.3 \é ifibrease in the amount of harvested energy
IS very significant. As one knows, the energy ispartional to the square of the voltage at the
terminals of the output storage capacitor. Shohld voltage increase to 3.3V, instead of

having 1.2 V, this would mean that, for the sameacéance value, the stored energy could be
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increased by more than seven fold. Of course, tiyub supercapacitor would also have to be

rated to, at least, 3.3 V.

In Chapter 2, various energy sources have beeresskeht, as well as different types of
harvesters devoted to a corresponding energy so@oe interesting thing to do, while
pursuing the path that was opened up by the cuwerk, would be to research about different
types of phase generators, especially devotedpartecular type of energy source, or energy
harvester. Also, as it has been seen in SectioneAg€rgy harvesters have a MPP that can be
tracked. As such, it would also be very interestmglevelop energy harvesting systems with a
MPPT capability, which having a starting point lthea the present work, would track the MPP
of a given harvester, for the corresponding typerargy source. Thus, using the same voltage
converter as the one brought forward in this thesisl exploiting the potential of sources like

mechanical, thermal and so forth, is a possibititgonsider.
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Appendix A

LIGHT POWER MEASURING

DEVICE

A.1 Device overview

The assessment of the typical level of light in iadoor environment was achieved by
performing a set of measurements using a S1208osillight sensor [170], connected to a

measuring device, the Thorlabs PM100 Digital Poeter Console [171]. This equipment is
depicted next, in Fig. A.1.

A B acklight
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Fig. A.1 - Thorlabs PM100 digital power meter cdesand operating elements.
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This device allows for separate light power reasawter a set of wavelength widths. In
particular, the available wavelengths for the pmesmse were centered at 450 nm, 500 nm,
550 nm, 600 nm and 650 nm. From the point of vidwhe measuring device, as the light
measuring sensor does not respond equally to evavglength interval, a separate correcting
factor must be applied accordingly. This is alreddlien beforehand by the manufacturer,
which has a ROM-based table, built-in to the devigavhich the correcting factors are stored.
The user must only specify which wavelengths arddotaken into account, by storing the
desired list in the device. Afterwards, any of thegavelengths can be chosen, by selecting
which wavelength to use, pressing th® key (wavelength correction). By pressing this key
repeatedly, the device will cycle around the sawofking wavelengths (five, at the most). This

key is identified as “wavelength correction” anawsin in Fig. A.1 (extracted from [171]).
A.2 Using the band-passfilters

The previously mentioned wavelength values are ot to a set of optical band-pass filters,
which are to be placed in front of the sensor. 3dwsor is depicted next in Fig. A.2, where a set

of mechanical data is provided.
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Fig. A.2 - S120B silicon light sensor [170].
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SECTION A-A

Important information to have into consideratiothie aperture of the sensor, which has a
diameter ¢) of 9.5 mm. This means that the area of the sahsdmwill be shed by light has the

value of

2 2
A:n(ﬂj :n(@j = 07%cn?. (A.1)
2 2
When relating this illuminated area with the corti@mal area of 1 4 the resulting

measured power must be multiplied by 10000/0.7 4 X08.

What is actually measured, is the amount of lightver contained in each of the

bandwidths centered at the wavelengths previoudgtioned, having a bandwidth, for each
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case, of 40 nm. The physical appearence of eadltfess filter is as shown next in Fig. A.3.

The one shown here is the one centered at 450 7g], [lbut the mechanical features are the
same for the other available filters.

2 FULL WL HALF A X[ HIW): 40nim £8.0nm [NOMINAL)
PR e
| nm = POBOR 366
5 SURFACE/COATING GUALTY 50-5 SCRATCH-0IG THORLABS INC. {&reiis
i OPTIMUM OPERATING TEMPERATURE: 23°C MLE: BANDPASS FILTER
PR T I T —-
OF LIGHT TRANSMISSION 5| SCHOTT BORCFLOAT & SODA UME | A | C

PART O,
7021-E01 FB450-40

5 4 3 2 1

Fig. A.3 - Optical band-pass filter (centered ab 4n).

The filter must be placed in front of the sensatt #re readout will only be reliable if the
wavelength correction valud)(is the same as the one specified for the cerdeelength of the
filter in use. A detail to have into attention ketdirection of how the filter must be placed.

There is an arrow on its sidg){indicating the direction by which light must sgoit.

In addition to the wavelength correction factor,iathis already accounted for by the
manufacturer, as this is only concerned to the@etisere is another correcting factor regarding

the transmission of the band-pass filter in usee Tiansmission function for each of the
available filters is depicted in Fig. A.4.
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Fig. A.4 - Transmission functions for each of tteth-pass filters used.
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As it can be seen, none of the filters shows astragsion of 100% in the pass band. As
such, it is also possible to correct this featwyraditing the attenuation correction in the PM100
with a value that will, at least approximately, cahout this filter imperfection. It was
identified, by observing the graphs in Fig. A.4attthe average band-pass transmission of the
whole set of filters is about 80%. The correctiagtdr that must be inserted into the device will

be expressed in dB, and corresponds to the synualedf

a=10log; (T)=10log,, (0.8) = -097dB. (A.2)

Thus, the value to be stored into the device i¥ GB. This is done by setting the

attenuation correction factor in the PM100.

More detailed information about the PM100, its feas and procedures to set parameters
in the device, can be found in [171]. However, tinecedures described in this appendix can
help the user to effectively manipulate the meagudievice, as well as the accessories that were

presented, in most situations.
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Appendix B

DESCRIPTION OF THE

MANUFACTURED PV CELL

An amorphous silicon PV cell was selected becatse kind of PV cell is cheaper to
manufacture than for other PV cell technologies @&nd more sensitive in the green visible
range of the wavelength spectrum. This wavelengtpredominant in the light produced by
fluorescent light tubes, which are present in nwiites and in many indoor environments.

Thus, this type of PV cell has a natural vocatmnharvesting indoor lighting energy [21], [80].
B.1 Amorphoussilicon PV cell manufacturing procedure

An hydrogenated amorphous silicon (a-Si:H) PV wéth an area of 0.49 chwas deposited in

a glass\In@p\i\n\Al structure. The main properties of the stitwent layers are presented in
TABLE B.1.

TABLE B.1 - Main properties of the constituent lage

Layer Thicknessd Optical gap, Conductivity,o Thermal activation
[nm] Eor [€V] [(Q.cm)?] energy ofg; AE [eV]
InO, (TCO) 120 3.55 1.2x10 -0.010
a-SiC:H p-type 13 1.64 1.2x10 0.354
a-Si:H intrinsic 450 1.75 1.4x10 0.712
a-Si:H n-type 46 1.71 3.6xT0 0.304
Al 93 - 5.3x10 -
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InOx was deposited over soda-lime glass by radio fregué®lasma Enhanced Reactive
Thermal Evaporation (rf-PERTE) [173] at room tengtere. Then, the semiconductor layers
were deposited by Plasma Enhanced Chemical Vapoodite®n (PECVD) at 350 °C using gas
mixtures of BHg + H, + SiH, + CH, for the p-type layer, pure silane for the intrmkyer and
PH; + SiH, for the n-type layer [91]. Finally, an aluminumntact was deposited by thermal

evaporation.

B.2 Electrical characterization of the PV cell prototype

Fig. B.1 a) shows th&V) curve of the manufactured PV cell prototype, meed in dark
conditions, plotted in a semi-log scale and reducethe first quadrant (absolute values). The
lo/lo ratio for V|=1V is about 630. The equivalent series and mradkistances of the diode
are 6452 and 1.2IMQ, respectively. Fig. B.1 b) depicts the electrivaidel of the PV cell.

10° 107

10°F forward bias 4 10° Rs
_10%k 10° AA% %
<
£ 10° 10°
5 100} 16° (1) ¥ R,

reverse bias D
107 107
10° . . . . . 10°
0.0 0.2 0.4 0.6 0.8 1.0
Voltage (V)
a) b)

Fig. B.1 - a) PV cell(V) curve, measured in dark conditions (reverse tiaesponds to negative
voltage) and b) Electrical model of the PV cell.

Fig. B.2 depicts th&V) characteristics. These measurements were perfoimaarkness
and under a halogen Philips 13117 lamp illuminatiging different intensities, corresponding
to irradiations of 0.10 W/ 4.01 W/, 15.14 W/ and 470.22 W/ These irradiances were

determined with the same equipment and accesshdaewere described in Appendix A.

.
5.0x10 . , i . oo w
0.0 _— ,..&é |
/ -2.0x10° F ]
-5.0x10% - Ao ‘T
< 5
< 3 ) T40X10° J
= -1.0x10° 1 = . I
g 3 g  -6.0x10° .
5-1.5x10"[ / . g H
© -8.0x10° - J
-2.0x10° o o 1 M
v —e—Ilum 2 4| ]
-2.5x10°F ,w*’/'/ —a—|lum 3 -1.0x10 |
// —v—llum 4 , I
-3.0x10° =~ . . . -1.2x10 . . .
X 0.0 0.2 0.4 0.6 0.8 0.0 0.2 0.4 0.6 0.8
Voltage (V] Voltage (V)

Fig. B.2 - PV cell characteristic curves (measwaad SPICE model) under different
illumination intensities (left), zoomed for lowdlumination intensities (right).
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Concerning the PV cell SPICE modelling, it has beptimized for the active zone of the
I(V) curve (&' quadrant) and the values from TABLE B.2 are comsid valid only for
0 <V < Vo In order to have a more accurate modelling of dbk it is necessary to obtain
different SPICE model parameters for differentigittensities. In Fig. B.2, the curves resulting

from SPICE modelling, whose parameters are destiib@&@ABLE B.2, are also plotted.

TABLE B.2 - SPICE modelling parameters of the PW aad maximum electrical power
available for different illumination intensities\(Reell area = 0.49 cfi

: | Electrical model Max. Power| Voltage

Irradiance SPICE diode parameters components Point @MPP

W/m?

(W/rmr) IS(A) | N |ISR(A)| NR [R(Q)| Ry(Q) 11(A) MPP (1W) V('(\C,?P)
0.10 (lum 1) | 5x10 |2.83| 5x10° [2.83] 40 | 190000 2.60x10° 0.28 0.19
4.01 (Ilum 2) | 5x10 |3.00] 5x10° {3.00] 40 | 23000| 4.00xId 8.44 0.37
15.14 (llum 3)| 5x10° |2.80| 5x10° [2.80] 58 | 12000| 1.00x1t 26.05 0.44
470.22 (llum 4] 5x10° |2.46| 5x10° |2.46] 58 | 340 | 3.15x1® 687.20 0.46

The manufactured PV cell presents a high seriastaese when working as a diode in
dark conditions. This fact can be explained by ligh resistivity of the amorphous silicon
layer, since the series resistance drops to son'edeOhms when illuminated. On the other
hand, the parallel resistance showed a good valuik, taking into account the area of the

device, but fell down to 34Q under high intensity illumination.

R, is usually related with current leakage alongetiges of the cell or with point defects
in the junctions [174]. However, this would méaRein dark conditions to be low as well, which
does not occur. This fact may be related to noim@btlayer thicknesses or doping levels.
When carrier population rises, caused by samplenidation, space charge regions tend to
decrease significantly due to the weak rectifyih@gracteristic of the junction and thus, Re

measured under high illumination intensity decrsageastically.

B.3 Discussion

TABLE B.2 shows that under the lowest illuminatioandition (corresponding to about the

minimum expected irradiance, in a normal officeg #V cell can produce a MPP voltage of
only 0.19 V. Thus, it is necessary to use at leastPV cells in series to obtain a MPP voltage
of at least 0.4 V, allowing for the step-up doultecuit to produce an output voltage close to
0.8 V. The question about the number of PV cellsaonect in series to power the system is a
major design decision point. At low irradiance ciieais, both the current and voltage are
reduced. However, the voltage tends to decreaseilbmically with theirradiance whereas the

current decreases linearly, making sense to maginhie area per cell. On the other hand, for
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each additional unit placed in series, the t8tavalue of the cell will increase because of the
series resistance introduced by each cell, degyetie performance of the whole PV assembly.
Also, the area used to connect the cells in seviksiot be used for energy conversion. Thus,
the number of PV cells to place in series musttbetly the minimum necessary to supply the

step-up circuit with its required minimum voltagender the most adverse illumination

conditions considered in this work. Also, if molemh two PV cells in series are used, then
under larger irradiance conditions, the input \gdt®f the system might be too large and could
cause voltage stress in the circuit, potentialjuping its operating lifetime or even destroying

it. Therefore it was decided to use just two P\Isciel series to power the system.

Based also on TABLE B.2, if the PV cells are togymt least 1QuW of power, this
means that the required minimum area for the sell7i5 cri 0.59 cm, 0.19 cm or 0.007 crh
depending on the illumination level. Assuming therst case illumination for the system, the
area of the PV cell should be 17.5%ii was decided, for simplicity, to use an are&of 4 =
16 cnf. This area was used to implement the main PV egitsthe pilot PV cells with 14 ém
and 2 cm, respectively. This means that the available pdinem the main PV cells will be
8 UW under the expected worst case light irradiancheiVcomparing to other PV cell areas

referred in literature for similar purposes [7 g farea here proposed is much smaller.

The capacitance of such a PV cell can be estimatesiyming it to be a parallel plate
capacitor. Every elemental section of the PV aeeflich is depicted in Fig. 7.18 a), has an area
of 1 cnf. For the main PV cell, one has a series of twithe$e elements, and then, a parallel of
seven of these series. The pilot cell has only serées. The capacitance of each element is

given by

A
C=ésifo g (B.1)

wheree&s; = 11.9,& = 8.85 x 13° F/m, A= 1 cnf andd = 13 + 450 + 46 = 509 nm. Thus, each
element has a capacitance of 20.7 nF. A series@fof these elements has a capacitance of
10.35 nF, allowing the parallel structure to acrauetal of 72.45 nF.

This value is a mere approximation, since the jonet also contribute to the total
capacitance, and that contribution is related whk biasing being used. However, this
capacitance is much smaller than the one deterntijede metals and the semiconductor. The
latter, having a low conductance, in the ordercot 10™° (Q@m)*, behaves just like an
insulator, especially for relatively low frequergievhere the impedance due to the reactive

component of the capacitor greatly surpasses thecafesistance.
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Appendix C

COMPUTATION OF POWER IN
A CircuiT WITH A

SWITCHED—CAPACITOR

Let us consider the following circuit:

it
vy () R

Fig. C.1 - Simple circuit for the computation ofvper.

The instantaneous power in the resi®ois given by
p(t) = V(1) li(t) C.1)

and the average power is given by

— 1 1T
p_?-[] p(t)dt_?Lv(t)[ﬂ(t)dt. (C.2)
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This average power corresponds to the accumulatedas instantaneous power during

an amount of time, divided by that same amouninoé t

The instantaneous current, as a function of theehés in the circuit, is given by

v(t)

i) =
i) 3 (C.3)
Correspondingly, the instantaneous power is giwen b
V) 2
p(t) =—— =RLi“(1). (C.4)
R
As such, by performing the required substitutianme gets
— 1 aviM) ., 11 7, 17d_ 5 17,
P==| —dt==— t)dt== t)dt=R = t)dt. C5
T bR d=r g b= [RFoa=R £ [0 (C.5)
The definition of the root mean squarm¢§) value for the current is
. 1.
irms = ?L i2(t) dt . (C.6)

Similarly, for the voltage case, its1svalue is

Vims = ,/Ti LT v2(t)dt . (C.7)

Thus, this means that the average power can aleggdressed by

P= RLierSv (C.8)
or by
2
p = Yms (C.9)
R
It is interesting to note that
P = Vims Orms (C.10)

however, the average power is not equal to theymtoof the average voltage by the average

current, as it can be noted by

— 1 1. — 1
P¢?Lv(t)dtx?j0|(t)dta P¢T—2Lv(t)[ﬂ(t)dt. (C.11)

For the particular case where the voltage is cohstsuch asv(t) =Vpp, one can

determine the average power, which is given by
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p=l1( . =Yoo My dt=vyp 0
P=— [ pydt== [ Vop A(tdt==22 [li@)dt=Vpp . (C.12)

These derivations depend on the fact that voltagkecarrent are proportional between

themselves througR,, which is resistive. For reactive loads, one hillre a different situation.

To prove these conclusions, consider the followdimguit, which has been simulated in

Spectre:

£

— Q:CW)(’:IC:C¥

v (" c— |V R, Vi

Fig. C.2 - Switched-capacitor circuit simulatedSpectre.
The values considered in the simulation are inditat TABLE C.1.

TABLE C.1 - Values of the components of the cirafiFig. C.2.

f V, C R
10 MHz 1V 10 pF 100Q

Theoretically, the average power provided by thiégage source is given by

P, =V, O =V, cYx - 1x0x1022 L 5 =100pW . (C.13)
T 01x10"
The average power in the capacitor is given by
Pe =VoOe,=V,x0=1x0=0. (C.14)

Finally, the average power in the load resistaaagvien by

2
t 2t
2 - L
— T T T T
PRL:i VRLgr=_ 1 LVéLdt: L L e RC | gt=—1t L e RC |dt=
TOR ~ TxR TR, TR,
. (C.15)
2 _ar -
:; —Ee RC :—3 e RC -1 :3 1-e RC :SOP_W
TxR | 2 2T 2T

0
The data extracted from simulation are presented me TABLE C.2, in which the

computation of the power on the three circuit eletméswitches are excluded) is performed by

three different methods, by using the auxiliaryl$oprovided by the results browser of the

simulator. Only one of them is correct.
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TABLE C.2 - Results for the power computation, adaeg to three different methods.

Method Py P. Pri
averagei(t) x v(t)) 99.82uW 696.4 NW 49.2uW
rms((t) x v(t)) 3.906 mW 2.13 mW 494.4uW
rms((t)) x rmsf(t)) 3.906 mwW 2.807 mwW 49.2uW

According to the various possible computatiom méshahich are presented, the one that
shows coherence with the values obtained theolgtisathe one in the first line. Thus, given

the computation objectives, this is the one thatikhbe used.
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Appendix D

EVALUATION OF THE HILL

CLIMBING MPPT METHOD

D.1 Introduction

In order to show how the Hill Climbing MPPT methpdrforms, there are some simulation
results, that were taken about a system similahdéoone described in this thesis, but that was
designed earlier. Instead of a doubler step-up &wes; a tripler circuit was used. This appendix

makes a summarized overview of what this systesbaait and the results that were achived.
The circuit of the SC step-up tripler convertest®wn in Fig. D.1.

The Start Up module is like the one described ictiBe 5.5 and the Local Supply has a
very similar approach to the one that is shown thiatl has already been described in Section
5.4. However, for instance, the values of the swtkcapacitors are naturally different from the
ones presented in Chapter 5, given that the opiioiz procedure was not yet developed at this
time. The ratio that was used to scale the Locabumodule was also different from the one

already known. The circuit operates as follows:

The principle of operation of this circuit is thanse as the SC voltage tripler [109].

During phaseg, the MOS capacitors of the upper half-circuit §st A), M4 andM,,, are
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charged to the input voltage valug,X and after, during phasg, they are connected in series

with the input voltage source.

"dd>—‘
Vin reset ¢]
7 Phase > &
Vaa Start Up reset Controller [
e S
Step-up A
v ! »;45.{ VMOS 24 )'ﬁ% v
Amorphous | . T L 1
3 4
ﬁm ==

|
; |
Silicon Solar
# ¥ 3
Cell | L, Mia 1 |
A
| # I—T T—l & Cps : I

| pp—

|

| [ Cp1 ==
Vi >—] | — =
Local |Yu [T =~ T T T T T T T T T
ﬁ;% Supply | K S oy YMOS 28 e_/\_'»
7] ; I - Step-up B
#3 > | >{¢-‘ V\OS 1B # G_/\T L2l A | tep-up
|
| ;; M]B L |
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#3 T2
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Fig. D.1 - Step-up SC voltage tripler circuit.

If there were no losses, this would result in atpouvoltage ¥, three times larger than
the input voltage value. The clock frequency arel ¢hpacitance values are dependent on the
amount of power that must be transferred to thd.l@acording to a preliminary theoretical
analysis (which will not be presented), the MOS azdances that would yield the best
efficiency were determined to have 4.2 nF. As stlet dimensions of the transistors were set to
achieve this MOS capacitance value. With this vatlne corresponding operating frequency of
the system was determined to be about 1.5 MHz. theeretical efficiency of this circuit
(assuming that there were no parasitic losses)dvanlly depend on the values of the input and
output voltages [109]. Just like before, in orderdduce the area of the circuit, MOS capacitors
are used instead of MiM capacitors. Since, duringseg, the drain/source voltage increases,
the threshold voltage of a NMOS transistor als@gases due to the body effect, resulting in a
decrease of the capacitance of the transistor (M&p@acitor). This reduction can be significant

for transistoM,. Therefore, this device is a PMOS instead of anO8Mransistor.

The other issue of using MOS capacitors is theelgrarasitic capacitance associated to
the bottom plate nodes (drain/source nodes). lerotal reduce the amount of charge lost in
these parasitic capacitances, the circuit is sghittwo halves. The top half (A) is composed by
M1 andM,, and the bottom half (B) is composed Mys andM,g. The bottom half works in
the same way as the top half, with phggenterchanged with phasg. The charge reusing

technique was already adopted here so, duringtanmadiate phasey), the bottom nodes of
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both MOS capacitors of the upper and lower halftgts are connected together, thus
transferring half of the charge in one parasitipazdtance to the other, before the bottom plate
nodes are shorted to ground. This reduces by halfamount of charge that is lost in the

parasitic capacitance nodes, just as explainedhapter 5 - Section 5.2.1.

The clock phases are generated by the phase dentituit that will be described next.
The output voltage of the circuit depends on tHeesaf the load resistanc® (. During start-
up the output voltage will be 0 V because the layggput capacitorG,) will be discharged.
This means that the output voltage cannot be usqubwer the phase generator; therefore a
smaller SC voltage step-up circuit, controlled bg same clock, is used to create a local power
supply voltage\y). This circuit is a replica of the step-up cirsuiA + B), scaled to 3% of their
area, as this ratio yielded the best results, adaogrto simulations that were performed in

Spectre. This local power is decoupled internaihwlOS capacitors.

D.2 MPPT regulation using the Hill Climbing method

The amount of power transferred from the PV celthe circuit depends on the impedance
presented by the step-up converter to the PV ZgJl @n increase itZ;, leads to an increase in
the PV cell output voltage and a decrease in thpubdPV cell output current. The impedance
should be adjusted in order to maximize the powering from the PV cell. This means that, if
the PV voltage is lower than the MPP voltage, ttienPV voltage should increase. Otherwise,
it should decrease. Since there is only a smalluatof power available for the system, it is
difficult to use hardware to compute the power byf@rming a multiplication between voltage
and current. Therefore a different approach shbalébllowed. The power delivered to the load
depends on the output voltage and on the loadtaesis value. Assuming that the load
resistance value is constant (or only has slighiatians), the variation of the power can be
determined by measuring the variation of the outfmitage. This means that the MPP can be
found by maximizing the output voltage. In realitiyis method maximizes the power delivered
to the load and not the power coming from the PN/[&8]. However, this is preferable because
the final objective should always be to maximize éfficiency of the system composed by the
PV cell and the step-up converter and not simplgxnact the maximum power from the cell at

the expense of delivering less power to the load.

The Hill Climbing MPPT circuit works by comparingd variation of the output voltage
between two consecutive clock cycles. However,esthe output voltage is typically connected
to a large capacitor, the amount of voltage vamativould be extremely small and very difficult
to detect. In order to solve this problem, the lquawer supply voltagevfy) is monitored

instead. Note, that if the load resistor decreabés results in a decrease of the output voltage
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which, in turn, leads to a decrease in the voltz#gbe PV cell, finally resulting in a decrease in

vyqq that the MPPT circuit can detect.

The MPPT circuit is based on the one used in [b8]iacan be observed in Fig. D.2.
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Fig. D.2 - MPPT Control Module circuit.

This circuit compares the value \gf; at the end of phasg (Vyq_ney With the value of/yq
at the end of phas@ (Vag oi- If Vag new™ Vg oid the charge pump remains in the same state,
increasing (or decreasing) thig-o voltage. This will increase or decrease the cliveluency,
which in turn will decrease (or increas&). If Vg new< Vad_oid the circuit will toggle the way it
was changing, (if it was decreasing, it should now increase wicd-versa. The comparator
circuit is as the one described in [163] (FigureB2p. 914).

D.3 Phase generation and contr ol

The three clock phases necessary for the operatitire SC step-up circuit are generated by an
Asynchronous State Machine (ASM). This circuit épitted in Fig. D.3.

staﬁlD D a D a Vo]

@ _ reset>—{ MPPT |
@, @, ¢ >—{ Control |~

staﬁ3:1 ) > > ¢ >— Module

1) state2>—

Qs
QR

reset Dﬁ

Fig. D.3 - Schematic of the phase generator.

state3
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The operation of this circuit is similar to the odescribed in [19], but with the
improvement of explicitly preventing the phase signfrom overlapping, as seen by the logic
sub-circuits that provide the phase signals. Tinuit has four states that are determined by the
output of four latches. These states corresponthdoclock phasesa, @, @, and againg,
respectively. In order to change from one statéht next, theSet signal of the latch is
activated, thus changing the output of the latdmfiO to 1. This, in turn, activates tReset
signal of the previous latch, causing its outputckange from 1 to 0 completing the state
change. A start-up circuit (described in [17]) getes aresetsignal that guarantees that the
first state is statel and that the capacitor atwhe voltage is pre-charged to speed-up the
MPPT algorithm. The frequency of operation is dedirby the delay circuits inserted between
the output of each latch and tBetinput of the subsequent latch. The variable deleguit is
shown in Fig. D.4. The amount of delay of the Jalgadelay circuits is controlled by the

voltagewco created in the MPP Control Module, depicted in Bi.

Vdd
H —
M, [ M |
— — M.
M, | L
— Clelay »!
o N }7 M( - delay s
7 Ms |7 »—‘
M7] — delayou
— ok A
M| &
4{
N f— —
i H
m {>C ‘}7 M()

Fig. D.4 - Variable delay circuit.

The variable delay circuit only delays the risimge of the input clock. When this input
clock islow, transistor M chargesCqeiay instantly tovgyg, turning off Mg and turning on M This
will result in a low level to appear at the outpéithe circuit, after the four inverters. When the
clock changes tdiigh, transistor M is turned on, allowing the drain current from; kb
gradually discharg€geiny After a certain time, the voltage @yeay Will be low enough to turn
Mg on and this will result in a HIGH level to app@arthe output of the circuit. During this time,
transistor M is turned off to guarantee that there is no curfiemm vyy through transistors M
and M,. This is necessary to limit the power dissipatwdrthe delay circuit. The input voltage
Weco controls the drain current of the PMOS transidtar This current is added to the drain
current of M and mirrored through Mand M [175]. Thus, an increase in thwco voltage

results in a decrease in the mirrored current altidhately, in an increase in the delay value.
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D.4 Simulation results

The step-up converter was designed to work witingles amorphous PV cell, the same as in
[19], with an area of about 1 émsupplying a maximum power of 178V and an MPP
voltage of 403 mV, in a standard 0% CMOS technology withry = 0.38 V andVsp = —
0.33 V.

In order to verify the MPPT behavior of the cirguhie value of the currett in the PV
cell model, shown in Fig. 2.19 a), was changed fitsmmaximum value (100%) to a lower
value (17.5% or 19%, according to the test) to faeuthe change of illumination conditions.
The value of the output capacitor of the circwt)(was only 10 nF due to simulation time
restrictions. This results in a larger ripple ire thutput voltage. The behavior of the circuit,

when the illumination changes from 100% to 17.58shown in Fig. D.5.

1.2

butput vc;ltage(vuu.s
Local supply voltagév,y

Input voltage(v;,,) [l
—— VCO control voltagévy,co)

08Ff-———————k%x-———

0.6H|— — /==l SN o g — o = = =

Input, Local Supply, Output and VVCO control volta(é)

time (us)

Fig. D.5 - Evolution of#y, Vg4, Vour @aNdWyco, during start-up and transient operation
(ilumination of 100% and 17.5%, changing at 1&).

This simulation shows that, under low illuminatidhe MPPT circuit is still capable of
operating with a PV voltage as low as 0.28 V, r@sglin a local power supply voltage of only
0.57 V. This corresponds to the lowest illuminatifiom which the circuit was capable of
operating. The circuit is capable of starting-uphmd9% of maximum illumination and a load

resistance of 1@®, as shown in Fig. D.6.

Also, the circuit is capable of withstanding a o the output resistor from Dkto
100Q, under maximum illumination, as shown in Fig. D.. these tested situations, the

changes of illumination, or resistance, togkslto be completed.

The average relevant parameters of the conventeuitifor the different illuminations,
were calculated from the previous simulations, gisihe time interval where the system

behavior was stable (steady-state). These regeltsummarized and presented in TABLE D.1.
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TABLE D.1 - Steady-stategsformance othe step-up circuit.

Intensity

(max. PV | Pou Pin Vout Vin Vaid fork U
power) W) | (W) | (V) ) V) | MHz) | (%)
100%

(1775uW) 1266 | 1712| 1.13| 0.43 1.16 1.756 73.9
19% 42.2 148 0.21| 0.28 | 0.88 0.423 28.6

(167 pwW) ) ) ) ) ) )
17.5%

(141W) 31.6 126 0.18| 0.28 0.57 0.380 25.0

Next, in Fig. D.8 one canobservethe efficiency and power values of the circuit

different values of thioad resistan(, obtained through electrical simulations in Spe

This graph shows that when load resistance is 73D, the maximum efficiency of tF
circuit is 74.13%, for a power delivered to thedoaf 126¢uW and a solar cell power

1712uW. In this situationy;, converged to 401 mV.
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Fig. D.8 - Efficiency, circuit (input) power anddd (output) power, as a function of the
load resistance.

D.5 Conclusions

A step-up micro-power converter for solar energyvésting applications was presented. The
circuit uses a SC voltage tripler architecture tagled by an MPPT circuit implementing a Hill
Climbing algorithm. This circuit was designed i8.43um CMOS technology in order to work
with a a-Si PV cell. The circuit uses a local powepply voltage, created using a scaled-down
SC voltage tripler (controlled by the same MPPTuit) to make the circuit more robust to load
and illumination variations. The SC circuits useoabination of PMOS and NMOS transistors,
instead of MiM capacitors, to reduce the occupieehaA charge reuse scheme is used to
compensate for the loss of charge due to the lpegasitic capacitances associated to the
bottom plate nodes of the MOS capacitors. Simutatsults showed that the circuit can deliver
a power of 126@W to the load using 1712V of power from the PV cell, corresponding to an
efficiency as high as 73.91%, with a @ koad. The simulations also show that the circslit i

capable of starting-up with only 19% of the maximillomination level.
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