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Resumo

As redes de satélite de baixa altitude (LEO), podem optimizar as redes sem fios terres-

tres, para fornecer serviços de banda larga aos terminais móveis (MT), numa escala glo-

bal. Neste enquadramento, os sistemas de telecomunicações h́ıbridos com componente de

satélite e LTE, como o LightSquared, prometem oferecer serviços de alto débito ub́ıquos.

Neste trabalho é realizada uma análise ao desempenho de um protocolo de acesso

aleatório, que aplica Hybrid Network-assisted Diversity Multiple Access (H-NDMA) a

uma rede de satélites LEO, sendo denominado de Satellite Random NDMA (SR-NDMA).

Para além disto, o desempenho do sistema é avaliado considerando para a transmissão

ascendente, uma arquitectura Single Carrier-Frequency Domain Equalization (SC-FDE) e

também um receptor Multipacket Recepetion (MPR).

Na primeira parte deste trabalho é implementado um simulador SR-NDMA para medir

o desempenho do sistema, com base em taxas de débito, consumo de energia, atrasos e

requisitos de qualidade de serviço (QoS). Para tal, são realizados vários testes com um

gerador de tráfego aleatório, baseado numa distribuição de Poisson, com o intuito de va-

lidar o modelo anaĺıtico existente. Também são feitos testes com um módulo de geração

de tráfego de tempo real, e é verificado se os requisitos de QoS são cumpridos.

Palavras Chave: QoS, Simulador SR-NDMA, Satélite LEO, SC-FDE, MPR, Acesso

Aleatório
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Abstract

Low Earth Orbit (LEO) satellite networks can improve terrestrial wireless networks to

allow global broadband services for Mobile Terminals (MT), regardless of the users’ loca-

tion. In this context, hybrid telecommunication systems combining satellites with Long

Term Evolution (LTE) networks, like the LightSquared technology, are intended to pro-

vide ubiquitous high-speed services.

This dissertation analyses the performance of a random access protocol that uses Hy-

brid Network-assisted Diversity Multiple Access (H-NDMA), for a LEO satellite system

network, named by Satellite Random NDMA (SR-NDMA). The protocol also considers

a Single Carrier-Frequency Domain Equalization (SC-FDE) scheme for the uplink trans-

mission and a Multipacket Reception (MPR) receiver. In this scenario, the transmission

of data packets between MTs and the Base Station (BS) is made through random access

and schedule access slots, organized into super-frames with the duration of a Round Trip

Time (RTT).

A SR-NDMA simulator is implemented to measure the system performance in mat-

ters of throughput, energy consumption, system delay and also the protocol capacity to

meet Quality of Service (QoS) requirements. A set of simulations tests were made with a

random Poisson process traffic generation to validate the analytical model. The capacity

to fulfil the QoS requirements of a real-time traffic class was also tested.

Keywords: QoS, SR-NDMA Simualtor, LEO Satellite, SC-FDE, MPR, Random

Access
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Chapter 1

Introduction

The Introduction chapter gives a first presentation of this work, with the motivation

behind the dissertation subject, the main objectives and contributions, followed by the

description of the work structure.

1.1 Motivation

Since the time that the satellite communications systems were primarily considered for

naval and aeronautical purposes, to nowadays, that there was a continuous evolution which

led to the integration of satellite systems in terrestrial telecommunications services. This

integration can allow the telecommunication networks to provide wireless networks in a

simpler, faster and more reliable way everywhere, at any time. As an example of this

applicability, it is possible to guarantee the communication during natural disasters and

emergencies when the terrestrial infrastructure is down.

With the constant urge to have better wireless broadband internet in Mobile Terminals

(MTs) with guarantees of Quality of Service (QoS) and full connectivity, it is of interest to

have the integration of terrestrial and satellite communication networks. In this context,

hybrid telecommunication systems combining satellites with Long Term Evolution (LTE)

networks, like the LightSquared technology, are envisioned to provide ubiquitous high-

speed services.

The main obstacles in the integration of both networks, are related to the higher

satellite propagation delays and the higher transmission requirements, inherent to the

1
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distance of the satellite to the MT. On the other hand, the MTs must have low cost and

be efficient in terms of energy consumption.

1.2 Objectives and Contributions

The objectives for this thesis are the development of a Satellite Random Network-assisted

Diversity Multiple Access (SR-NDMA) protocol system [VGaB+13] simulator with multi-

media traffic generator modules and the subsequent performance analysis.

Initially, a scenario composed by a Low Earth Orbit (LEO) satellite network is consid-

ered, based on the Iridium satellite constellation, using Single Carrier-Frequency Domain

Equalization (SC-FDE) scheme for the uplink transmission and Multipacket Reception

(MPR). In this scenario, the transmission of data packets between MTs and the Base

Station (BS) is made through random access and schedule access slots, organized in super-

frames with the duration of a Round Trip Time (RTT).

A random exponential traffic generator (an approximation of the Poisson load gener-

ator) is used to validate the SR-NDMA Medium Access Control (MAC) analytical model.

The performance analysis is based on throughput, energy consumption, delay and jitter

measurements.

In the second part of this thesis, the SR-NDMA simulator performance is used to

evaluate if the QoS requirements of a real-time traffic class are satisfied. For this, an

audio traffic class generator module is applied, composed by random time intervals of call

arrivals/on hold and speech patterns. Also, it is created a module to generate the codec

ON and OFF periods, to allow the packet injection into the waiting queue.

This work contributed to provide:

• a simulation testing environment for the SR-NDMA protocol with several config-

urable parameters.

• models for real-time traffic, which can not be analytically translated due to the

complexity of the mathematical models associated.
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1.3 Dissertation Structure

This dissertation is briefly described as follows: Chapter 2 refers the current state of the

art with an overview on the satellite networks and the used multiple access schemes, error

control mechanisms, MAC protocols, collision resolution methods and finalizing with a

brief overview about QoS.

Chapter 3 presents the SR-NDMA protocol description, an explanation about the

traffic generation considered for the simulator and the measurements of the system per-

formance.

The SR-NDMA simulator development and the support of QoS data sources is pre-

sented in Chapter 4. The respective results from the simulator are analysed in Chapter 5.

Finally, in Chapter 6, final conclusions of all the development and a plan for future

works are given.
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Chapter 2

Related Work

This chapter comprehends the state of the art study regarding: the satellite system con-

sidered for this thesis, schemes for multiple access, several MAC protocols, the interaction

between different types of layers and Quality of Service aspects.

2.1 Satellite Constellations

A satellite system can have two types of constellations: Geostationary Orbit (GSO) or

Non-Geostationary Orbit (NGSO).

The geostationary terminology is applied when satellites present a circular motion

around Earth, approximately, in twenty-four hours. This means that the motion is syn-

chronized with the planet movement. With an altitude of 35786 km from the equator line,

each GSO satellite can cover about one-third of the Earth’s surface, so the full coverage

(not considering the Polar Regions) is achieved with a small constellation. The altitude

of the satellite also has disadvantages for this kind of constellation, since it takes large

antennas and a high transmit power to mitigate signal degradation. It is also necessary to

consider the propagation delay of about 250 ms, which is not suitable for real-time traffic

[HL01].

Regarding the NGSO satellite systems, they present a satellite asynchronous move-

ment in relation to the Earth rotation, combined with two zones of distinct orbits: LEO

which is located at an altitude between 500 to 2000 km from the Earth’s surface, and

Medium Earth Orbit (MEO) from 8000 to 12000 km [BWZ00]. NGSO satellites have, in

5
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relation to the GSO, lower power requirements, and less propagation delay due to its alti-

tude. Although the altitude makes it also necessary to have more satellites in the satellite

network; some examples of current LEO satellite networks operating have 12, 24 and 66

(or more) satellites for global coverage (covering the polar regions contrarily to the GSO

satellite networks) [Ipp08].

2.1.1 LEO Satellite Systems

LEO satellites can be used in certain sceneries which require low delay and low bit error

characteristics [NBSL11]. Due to its low altitude, the LEO satellites must be served by a

big number of earth stations to maintain transmission, that can be in some cases about

200 or more, and considering as well the risk of ”shadowing” of the signal by vegetation,

terrain and buildings [Man95].

There are three types of systems that are differentiated in matters of main applications

offered by the satellite. The first type is named Little LEO and is for low bit rate data

applications, given by, for example, the ORBCOMM system [Maz99]. This system provides

electronic mail and paging to mobile devices. The second system (Big LEO) is used for

mobile telephony applications, like providing narrow-band mobile voice services. Iridium

and Globalstar are examples of this kind of system. Finally, Broadband LEO offers high

bit rate data, which provides primarily fixed, broadband connections comparable to urban

wireline service [Uni02].

2.1.2 Iridium Satellite System

Motorola’s Iridium system was chosen to be the base of research for this thesis. It was con-

ceived in 1987, based on a constellation proposed by Adams and Rider [AR87], intending

to be the first private global wireless communication system to provide a wide diversity of

services such as voice, data, fax and paging. In May 1998, the system was completely de-

ployed as a constellations of 66 cross-linked (plus seven in-orbit spares), divided in groups

of 11 satellites per plane, with a spacing of 32 degrees of latitude.

Due to satellite movement or the mobility of the user, it is necessary to transmit the

signal to another satellite or a gateway on ground. So the Iridium system uses Inter-
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Satellite Links (ISL) to route traffic, while the regional gateways will handle call setup

procedures and interface IRIDIUM with the existing public switched telephone network

(PSTN). Iridium provides a network where the satellites communicate with other satellites

that are near and in adjacent orbits. This kind of operation allows a simple call to roam

over several satellites, coming back to the ground when downlinked at an Iridium gate-

way, and patched into a PSTN for subsequent transmission to destination. Each satellite

has on Earth’s surface 48 spot beams, with 402 Km of diameter apiece, to decrease the

probability of existing dropped calls or missed connections.

Communication between satellites and handsets is done in the Iridium system using

L-band spectrum, between 1616 and 1626.5 MHz. But other frequency bands can be con-

sidered. Ultra High Frequency (UHF) and Very High Frequency (VHF) ranges (137 to

401 MHz) are commonly used by small LEO systems to provide low data rate transmis-

sions, but none of them is appropriated for multimedia transmission. Higher data rates

are available in the Ku (10 to 18 GHz), which are used to provide data communications

to the subscriber, and Ka bands (18 to 31 GHz) to support communication between the

satellite and the ground stations and between satellites [PRFT99].

The most important band frequencies, in relation to this thesis, which focuses the

communication between the satellite and the user terminals, are the L band (1610 to

1626.5 MHz) and S band (2483.5 to 2500 MHz), which are generally used by LEO systems

for telephone and Short Message Service (SMS) [BWZ00].

2.2 Multiple Access Schemes in Satellite Systems

In a multiple accessed channel, two or more users may nominally share the channel. The

satellite system can provide broadcast capability at any given time to all earth stations

within its transmission coverage area [Ret80]. There are several techniques that could

support this capability. The most common are Code Division Multiple Access (CDMA),

Frequency Domain Multiple Access (FDMA) and Time Division Multiple Access (TDMA).

In more recent years, the pre-4G Third Generation Partnership Project (3GPP) LTE

system has adopted two additional solutions: Orthogonal Frequency Division Multiplexing

(OFDM) and SC-FDE.
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2.2.1 Code Division Multiple Access

CDMA allows each terminal to transmit continuously and together on the same frequency

spectrum given by the satellite. To distinguish a terminal in a simultaneous transmission,

each one has its own pseudo-random code word which is approximately orthogonal to

everyone else. The receiver must know all code words in advance, in order to perform

a time operation correlation to detect the specific code word of a desired terminal. The

operation is made without any awareness of a terminal in relation to others [Rap01]. This

is referred to the Direct Sequence CDMA (DS-CDMA) modulation, which is used in almost

all 3G mobile cellular systems as their prime multiple access air-link architecture [AG11].

CDMA can offer several advantages by its approach of including every transmission

in a unique signal. A set of CDMA networks can share the same frequency band, by

the fact that the undetected signal behaves as Gaussian noise to all receivers without

knowledge of the code sequence, giving them also protection and privacy. Because only

a small portion of the signal energy is present in a given frequency band segment at any

time, the CDMA can provide jamming resistance created by the presence of undesirable

signals in the frequency band, and reducing the effects of multipath fading [Ipp08].

But the power of multiple terminals at a receiver can give performance issues to

a CDMA network. The power determines the noise floor after decorrelation. If each

terminal power is not controlled, the receiver will get different levels of power. This is

known as the near-far problem. The near-far problem occurs when a stronger received

signal imposes a higher noise level in the demodulaters for weaker signals, decreasing the

probability of a successful transmission. In order to resolve the near-far problem, in each

base station is implemented a power control operation. The satellite samples the radio

signal strength indicator (RSSI) of each terminal linked to him, and then sends a power

change command to the higher power terminals. This operation can only reduce or raise

interferences caused by the terminals inside the same cell [Rap01].

2.2.2 Frequency Domain Multiple Access

FDMA divides the frequency spectrum in channels, where each channel can allocate a

single terminal and is possible to transmit simultaneously and continuously in multiple
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channels. The allocation can be made on demand to terminals that have announced their

intention to request a channel. When a terminal is transmitting or receiving (a channel has

one frequency to uplink and another to downlink), the frequency band cannot be shared

to another terminals. If a channel is not in use, then it turns to an idle state and it is

impossible to be used by other terminals [Rap01].

Also the FDMA presents some limitations in large bandwidth scenarios, due to equal-

ization complexity. FDMA was improved by two additional approaches: OFDM and

SC-FDE.

2.2.2.1 Orthogonal Frequency Division Multiplexing

The OFDM technique is an evolution of Frequency Division Multiplexing (FDM), where

several sub-carriers are transmitted in parallel and each one occupies a very narrow band-

width. The transmission of the sub-carriers is modulated with Quadrature Amplitude

Modulation (QAM) or Phase Shift Keying (PSK) at a lower transmission rate than the

original signal. This allows a much more efficient struggle against multipath fading [PA02].

In figure 2.1, Inverse Fast Fourier Transform (IFFT) is applied on blocks of M data

symbols at the transmitter side to generate the multiple sub-carriers. After this, it is

inserted a cyclic prefix (CPI) to carry the repetition of the last symbol, in order to avoid

InterSymbol Interference (ISI) with the previous block and make the received block look

periodic, simulating a circular convolution and allowing an efficient FFT operation.

Figure 2.1: OFDM signal processing [FABSE02].

The sub-carriers are extracted in the receiver by applying a Fast Fourier Transform (FFT)

on the received blocks. The cyclic prefix inserted previously in the block is also discarded.

OFDM signal is composed by the sum of several slowly modulated sub-carriers, re-

sulting in a high peak-to-average power ratio (PAPR). The problem of these high peaks

is most severe at the transmitter output. The transmission power of the amplifier must

be reduced in some dB’s, in order to maintain the linearity over the range of signal enve-
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lope peaks that should be reproduced. But this solution also as a disadvantage, because

the increased power back-off will raise the cost of the power amplifier and also the power

consumption [FABSE02].

OFDM is used, for example, in the Institute of Electrical and Electronics Engineers

(IEEE) 802.11 and 802.16 standards, and in the LTE and LTE Advanced [BS04].

2.2.2.2 Single Carrier - Frequency Domain Equalization

SC-FDE is an alternative to OFDM, where it is applied frequency domain equalization

to a single carrier. This technique has some of the OFDM advantages as well, such as

performance, efficiency and low signal processing complexity. The usage of a single carrier

in SC-FDE decreases the PAPR. Therefore, the power amplifier of an SC transmitter does

not need a big linear range to support a given average power, which represents a lower

complexity of the power amplifiers. Also results in more efficient power consumption due

to the reduced power back-off.

In figure 2.2, it is possible to see that the main difference of OFDM and SC-FDE is

the placement of the IFFT block from the transmitter to the receiver side. This allows the

conversion of Frequency Domain Equalization (FDE) signals into time domain symbols

[FABSE02].

Figure 2.2: SC-FDE signal processing [FABSE02].

It is possible the coexistence of both systems, like for instances, in 3GPP LTE, SC-FDE is

used in the uplink, and OFDM used in the downlink, avoiding IFFT operation complexity

on the transmitter side, improving the terminal battery resources [BS04].

2.2.3 Time Division Multiple Access

In TDMA, the radio spectrum is divided into time slots, and only one terminal can transmit

or receive in a time slot. The data packets are transmitted in bursts, thus the transmis-

sion of any terminal is non-continuous. This allows a much simpler handoff process to the
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terminal, since they can listen for other base stations during idle time slots [Ipp08].

However, the TDMA requires a high synchronization overhead to guarantee synchro-

nization between terminals and the correspondent data bursts. Also, it is usually necessary

to have adaptive equalization to mitigate the effects of multipath propagation caused by

very high transmission rates.

The TDMA was used in the Second Generation cellular systems like the Global System

for Mobile Communications (GSM), but continues to be used mixed with other approaches

(e.g. TDD OFDMA).

2.3 Error Correction Schemes

In a wireless communication channel transmission errors may occur due to several factors,

like for instance, multipath fading. In order to detect and correct these errors, techniques

such as Forward Error Correction (FEC) and Diversity Techniques are used.

2.3.1 Forward Error Correction

FEC techniques include redundant information inside each data block sent, which allows

the receiver to know if the data block is successfully received, and in case of failure, what

was the error. This technique differs from error-detecting codes, since they include only

the necessary redundant information for the receiver to know that an error exists, but

without knowing what the error is [AS02].

Turbo codes and Low Density Parity Check (LDPC) are the last generation of FEC

techniques. They were created to resolve the issues of compatibility with FEC frame

structures in some systems and to improve the coding gain [CF07]. FEC is commonly

used in satellite communications since it provides the most powerful performance, and

almost achieves the Shannon’s theoretical limit. In 1948, Claude Shannon showed that

for a given channel capacity there is a maximum data rate which allows data transmission

with a small error probability. If the rate is higher than the channel capacity, there is no

reliable FEC scheme [Sha48].
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2.3.2 Diversity Techniques

To improve the performance in deep fade channels, it is necessary to ensure that the

message signal passes through multiple signal paths. The combination of multiple versions

of the original signal makes a new improved signal capable of mitigating the fading effects

and channel interferences.

There are several ways to obtain diversity: over time, over frequency and over spatial

domain. In time diversity, when a MT sends a data symbol with errors, the BS requests

more retransmissions in different periods of time. Examples of this approach are the

Automatic Repeat reQuest (ARQ) and Hybrid-ARQ schemes.

Frequency diversity uses several frequency channels to transmit the replicas of a data

symbol. Since it tries to transmit data symbols more frequently, issues like ISI can appear.

The frequency diversity deals with this problem in three different ways: Single-carrier

systems with equalization, direct-sequence spread spectrum and OFDM.

In space diversity, the transmission signal is sent through different propagations paths.

The Multiple Input Multiple Output (MIMO) technique uses multiple antennas in the

transmitter and in the receiver to improve the performance of a wireless transmission

[TV09].

2.3.3 Automatic Repeat reQuest Schemes

ARQ protocols are reliable data transfer protocols that are based in retransmissions. The

receiver passes the information to the sender of what has been received with and without

errors in order for the sender to retransmit what was not received correctly. The exchange

of information between the receiver and the sender is performed by control messages

[LCM84].

To allow error detection at the receiver, the sender must send additional bits (error

detection code) beyond the original data. If an error is detected, the receiver discards the

erroneously received data and requests a retransmission of the same data. This process is

repeated over and over, until the data and the additional bits are successfully received.
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2.3.4 Hybrid-ARQ Error Control Schemes

Hybrid-ARQ is a scheme where the FEC subsystem is combined into an ARQ system.

When this combination is done in a proper way, the disadvantages of both schemes can be

overcome. The FEC scheme allows the correction of frequent error patterns, decreasing the

number of retransmissions and increasing the system throughput. Also, the combination of

FEC and ARQ schemes gives the advantage when an uncommon error pattern is detected.

In this case, the receiver requests a retransmission rather than passing the erroneous

decoded code word to the end user [LCM84].

In resume, the Hybrid-ARQ has higher reliability and throughput than separate FEC

and ARQ schemes respectively. With all these advantages, Hybrid-ARQ was chosen to be

used in 3GPP LTE program [SBT11].

The Hybrid-ARQ schemes can be divided in two categories: Type-I Hybrid-ARQ and

Type-II Hybrid-ARQ [LCM84], and will be approached on the following sub-sections.

2.3.4.1 Type-I Hybrid-ARQ

In type-I Hybrid-ARQ, a FEC coder is used at the sender and a FEC decoder is used

at the receiver to detect errors in transmissions. The message and the error detecting

parity bit are encoded using a FEC code in the sender. In the receiver side, the error

correction parity bits are used to correct channel errors. The result of the FEC decoder is

an estimation of the original message, plus the error detection parity bits, which is tested

by the error detection decoder to determine if the message should be accepted or rejected.

This protocol can increase the system efficiency in certain scenarios, like for instance,

when the message is long or when the channel signal strength is low. By adding extra FEC

parity bits, the unsuccessful transmissions probability decreases. It is possible to have a

coding gain if a compensation between the reduction of transmissions and the increase of

message length is made.

In opposition, when the channel signal strength is high, the type-I protocol does not

improve the efficiency, since the strong signal allows an error free message delivery and

the FEC parity bits are wasted. So, in this case, it is more advisable to use plain ARQ

protocols due to the difference of both protocols in matters of efficiency [CC84].
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2.3.4.2 Type-II Hybrid-ARQ

Type-II Hybrid-ARQ was planned to operate with the efficiency of plain ARQ in good

quality signal and obtain the improvement of type-I Hybrid-ARQ in poor quality signal.

In this protocol, the message is encoded and sent with error detection bits. The FEC

parity bits are now sent in separate transmissions. When the first transmission is received

error free, there is no need to send the FEC parity bits [CC84]. If in the first transmission

the receiver detects an error, it saves the message and requests a retransmission. The

sender retransmits the FEC error detection parity bits, which are then used by the receiver

to correct the errors in the stored message.

So, the type-II Hybrid-ARQ protocol allows the system to adapt to changing channel

conditions by implementing incremental redundancy [Wic95].

2.3.5 Multiple Input Multiple Output Scheme

Since the MIMO technique has become a standard for WiMax and 3GPP LTE [SBT11],

it is important to give a brief description about the approach.

In MIMO scheme, the total transmission power can be divided among multiple spatial

paths. This puts the capacity of the MIMO system closer to the linear regime to each

spatial path, and therefore, increase the aggregated spectral efficiency.

To implement a MIMO communication system space-time codes are used with multiple

transmitters to provide spatial as well as temporal redundancy in the data received by an

array of antennas. Space-time codes can be used in two different ways: coding adjustments

and fixed codes.

In the first way, the receiver informs the transmitter about the propagation channel

information, so the transmitter can adjust its coding. This brings advantages in terms of

capacity, but it can be difficult to apply in dynamic environments.

On the other way, fixed codes of various rates are used to share transmitted power

equally among all spatial channels, offering good performance over all channels.

MIMO systems have advantages in relation to Single-Input Single-Output (SISO).

MIMO presents less sensitivity to fading due to the existence of multiple spatial paths and

needs less power.
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2.4 Medium Access Control Protocols in Satellite Commu-

nications

A Medium Access Control (MAC) protocol defines rules for stations to access to the

shared medium and for the communication with each other in an orderly and efficient

manner [GL00]. Not all MAC protocols are suitable for satellite communications, due to

the specific requirements, for instance, handling high propagation delay. A large range

of protocols that are applied in Local Area Networks (LANs) and Wide Area Networks

(WANs) cannot be used for this purpose [Pey99].

MAC protocols can be classified as distributed or centralized. The distributed MAC

protocols are capable of listening the physical medium to detect any ongoing transmis-

sions, also known as carrier sensing, and minimize the probability of occurring a collision

using collision avoidance algorithms.

The centralized MAC protocols move all the arbitration and complexity to the BS.

So, the BS decides which and when a MT can access the medium. This allows a higher

throughputs and energy efficiency.

The centralized category is divided into Guaranteed, Hybrid and Random Access.

The Hybrid access also is divided in Random Reservation Access and Demand Assign-

ment [GL00]. In this thesis, it is important to give a more detailed explanation about the

Random Access and Demand Assignment protocols, since they are used for the transmis-

sion and retransmission process, respectively.

2.4.1 Random Access Protocols

With Random Access protocols, each MT makes its own decision regarding when to access

the channel. Since the protocols are contention-oriented and very susceptible to collision

occurrences, there is no guarantee of a successful transmission.

The absence of control brings advantages to the random access because it is simple

to implement and robust to varying demand. As a disadvantage of this type of protocols,

the occurrence of collisions leads to a wasteful of the system capacity, which is relatively

limited. Therefore, for bursty traffic, it is not appropriate to accommodate real-time ap-
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plications or guarantee QoS [Pey99].

A list of protocols that use random access is presented in [Pey99]: Pure Aloha, Slotted

Aloha and Selective-Reject Aloha.

In Pure Aloha, the ready stations transmit their packets in a non-synchronous way.

When one or several packets collide, each station is aware of this occurrence and retrans-

mits the packet after a random delay. This random delay has the purpose of providing

stability to the protocol. Due to a high probability of packet collision, the Pure Aloha

protocol presents a maximum throughput of 18%.

Slotted Aloha improves the original Aloha protocol, by imposing the synchronization

of every packet transmission in a defined length of time slots. Thus, the number of packet

collisions is reduced and the throughput can achieve up to a maximum of 37%.

In Pure Aloha, although the collision between packets is partial, the packet is totally

destroyed. The Selective-Reject Aloha avoids the total destruction of the packet, by di-

viding the packet into sub-packets and giving to each one, their own header. Therefore,

when a new collision occurs, only the sub-packets involved are retransmitted. In terms

of efficiency, the Selective-Reject Aloha is better than the original Pure Aloha, but the

insertion of the sub-packet headers limits the throughput to a maximum of 30% [Pey99].

2.4.2 Demand Assignment Protocols

Demand Assignment Multiple Access (DAMA) techniques permit a set of MTs to effi-

ciently share satellite resources on a demand basis, using a FDMA or TDMA architectures

to allocate capacity [Fel96]. A MT that receives a slot allocation in a particular frame

may use it to send one or more frames. Depending on the fraction of capacity used for the

signaling information, the efficiency may be above of 70%. The reservation on demand

can be implicit or explicit [Pey99].

The implicit reservation is made through reservation of slots in subsequent frames. If

a MT transmits a packet in a determined slot, that slot is associated to the correspondent

MT and all the others are aware of this reservation. An example of this implicit reserva-

tion is the Reservation Aloha (R-Aloha) [Lar78]. Although the protocol can remove the

set-up time to reserve a slot, there are disadvantages. It is not possible to prevent a MT
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from successfully capturing all the slots in a frame for an indefinite time period [Ret80].

In explicit reservation, a single reservation slot is assigned to each MT in every frame.

The reservation is made by a control subframe that consists of a sequence of bits and

comes in each frame. This is also used to announce upcoming transmissions [Pey99].

Request-TDMA (R-TDMA)[CD01] is a good example of explicit reservation. The

scheme uses a fixed-assignment technique for making reservations and allows the total,

available channel capacity to be shared among all stations that are busy [Ret80].

2.5 Physical Layer Solutions

MAC protocols are traditionally used to solve collisions; however, they cannot handle all

the possible cases. In [HKL97][ZR94] was observed that signal capture mechanisms can

decode a packet that has a higher power, in comparison with all the other packets involved

in a certain collision. This can be made by the Physical layer.

In the Physical layer, data is converted into symbols for transmission, and performed

the reverse process for the reception. Also, it gathers the received data into frames which

are passed to upper layers [BNNK08].

A Physical layer solution, to issues involving packet collisions is called MPR.

2.5.1 Multipacket Reception

MPR is defined as the ability of receiving and decoding more than one packet involved

in collisions from concurrent transmitters [LSW12]. This characteristic allows a less re-

strained transmission of the packets in relation to the conventional MAC protocols, where

only one packet is received at a given time [BCA12].

According to [LSW12], the MPR techniques in a wireless random network can be

classified based on the Transmitter perspective, Trans-Receiver perspective and Receiver

perspective, as shown in figure 2.3.

The Receiver perspective, in particular the Multi-User Detection (MUD), is the most

relevant to the subject of this thesis, since it is present in the implemented receiver.

MUD techniques can be divided into optimal and sub-optimal. In the optimal tech-

niques, the receiver is able to decode multiple users in parallel with great gains, but is
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extremely complex to implement and computationally exhaustive [And05]. Therefore, the

complexity associated with these techniques led to the investigation of low-complexity

solutions as sub-optimal linear multi-user receivers [LV89].
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Figure 2.3: Classification of techniques applied for MPR [LSW12].

Sub-optimal MUD techniques are divided into linear and non-linear. The most known

linear MUD techniques are the Decorrelated detectors and the Minimum Mean Square Er-

ror (MMSE) [LV90][XSR90]. They have the advantage of producing an optimal value for

the near-far resistance performance metric. However, the high complexity is a disadvan-

tage in comparison with the non-linear MUD techniques.

Non-linear MUD techniques use interference estimators and remove the interference

from the received signal before the detection [LSW12]. The most known non-linear MUD

is the Multi-stage Interference Cancellation (IC), which is divided in Successively Interfer-

ence Cancellation (SIC) [WGLA09] and in Parallel Interference Cancellation (PIC) ways

[BCW96]. Non-linear MUDs have a low complexity, but in terms of performance, the

non-linear are worse than the linear MUDs.

2.5.2 PHY-MAC Cross-Layer

Cross-layer is the interaction between protocols from different layers of the Open Systems

Interconnection (OSI) protocol stack, which share a common state. It is assumed that

it is important to share information on lower layers in order to improve the performance
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on higher layers in terms of wireless communications, despite the OSI reference model

specifies that layers do not share information between them except through the interface.

This interaction gives advantages, since all layers are affected by wireless link charac-

teristics, thus, the union among protocols at different layers allows adaptability to changing

channel conditions [BNNK08].

There are several research works covering the design of to the cross-layer between

the Physical and the MAC layers. In 2007, [GLASW07] published as study of a cross-

layer MAC algorithm for Wireless Local Area Network (WLANs) considering an error free

transmission, using single antenna terminals and multiple antenna access points. A year

later, [HLZ08] unites the MPR protocol with MAC and proposes an adaptive resource al-

location algorithm for MIMO WLAN. More recently, in [RP12] is studied a cross-layered

PHY-MAC algorithm with MIMO and over a jittery channel, revealing a high Signal to

Noise Ratio (SNR) and a low bit error rate.

Network-assisted Diversity Multiple Access (NDMA) research work is approached in

the next sub-section, which is the base of this thesis project.

2.5.2.1 Network-assisted Diversity Multiple Access

NDMA [TZB00] is an approach to the collision resolution problem to recover packets from

multiple collisions. Diversity combining and signal separation techniques are used in order

to recover and retransmit the collided packets. In the NDMA scheme, in case of a collision

between P users occur in a given time slot, the same P users repeat their transmission

for a total of P times, so that P copies of the collided packets are received. The signal

received from the collision is stored in memory, so that it can be combined with future

retransmissions, allowing the extraction of collided packets information.

The protocol has the advantage of not imposing penalties to the throughput efficiency

for multiplexing variable-bit-rate data sources, since the number of collided users is equal

to the number of required slots.

Over the years some research work has been made to improve the NDMA protocol.

The initial NDMA was designed for flat fading channels, which are not very appropriated

for wireless communications. Because of this fact, in [ZT02] was created a new approach
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for a frequency selective channel environment using multiuser receivers and CDMA sys-

tems. User Identification (ID) signature sequences were considered, with the purpose of

making easier the collision detection and resolution process when multipath effects are

present. Despite of achieving a good throughput performance with this technique, ID se-

quences also give disadvantages because they grow linearly instead of logarithmically with

the number of users, introducing a considerable overhead process. Zhang et al [ZST99]

present a method to resolve packet collision problem without the need of an orthogonal

ID sequence. The method is called blind signal separation and is less computationally de-

manding in relation to the initial NDMA scheme, due to its proportionality to the number

of colliding packets.

To improve the multiuser detection in NDMA protocols, it was presented a new re-

source allocation mechanism. This mechanism, developed in [SRGM07], adjusts the prob-

ability of false alarm of each user controlling the average number of active time-slots per

user, which allows the regulation of the typical delay degradation of a fixed resource allo-

cation scheme, ensuring different levels of QoS.

Madueno and Vidal [MV05] studied the usage of the NDMA protocol for broadcasting

in ad-hoc networking with and without combining retransmissions. A new protocol was

defined which does not require feedback from the receiver part.

2.5.2.2 Hybrid-ARQ NDMA

Hybrid-ARQ NDMA (H-NDMA) is the combination of an H-ARQ technique with NDMA,

proposed in [GaPB+11]. The H-NDMA access mechanism forces the MTs to transmit a

quantity of packet copies greater than the number of collided MTs. The BS defines the

time slots, which are used by MTs to send data frames. Several MTs could use a given

channel, and the maximum number J that is doing it, is controlled by the BS. The BS

has also the duty of detecting collisions and to inform the MTs that they occur through

a broadcast downlink channel. After the involved MTs receive the collision information

signal, they resend their packets.

In H-NDMA, the uplink slots are allocated in an organized way, in a sequence of

epochs, and using an SC-FDE scheme for uplink proposes. The BS transmits a synchro-
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nization signal (SYNC) to alert the MTs with new packets to transmit. Each epoch is

defined by the number P of MTs that transmit data, and it was assumed that this number

fits 1 ≤ P ≤ J. When a collision occurs between P MTs, the base station requests P -1

retransmissions. Additional retransmissions are made if the error persists. Before each

additional retransmission, an acknowledgment signal is sent by the BS to MTs, defining

the ones that must retransmit at the next slot. The epoch ends when all packets are

successfully received, or when the number of retransmissions is equal to the maximum

allowed.

The H-NDMA presents advantages in terms of network capacity and packet delay,

when compared with the classic NDMA and Hybrid-ARQ protocols. Incresead scalability

was another characteristic shown by this new protocol.

2.5.2.3 Satellite NDMA

H-NDMA was proposed to enhance NDMA’s error resilience capability, but is unsuitable

for satellite networks due to the multiple control packets required to control additional

retransmissions and acknowledgments. These introduce a delay and jitter incompatible

with several kinds of QoS requirements [GaBD+12].

The Satellite-NDMA (S-NDMA) protocol, proposed in [GaBD+12], is very similar to

the H-NDMA protocol by the fact that it also uses a combination of H-ARQ and NDMA

protocols. The packet transmission process of the S-NDMA scheme can be seen in figure

2.4.

Individual packets are firstly scheduled to P+n0 slots in an initial super-frame for P

transmitting MTs, where n0 ≥ 0 defines a number of redundant retransmissions used to

improve error resilience. In case of unsuccessful transmission, additional groups of slots

may be scheduled in future super-frames, reducing the number of round trip times required

to achieve a successful reception.

In comparison with the H-NDMA, the S-NDMA is more suitable for satellite networks,

since it was especially designed to provide QoS guarantees for scenarios with a high RTT.
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Figure 2.4: S-NDMA scheme signal [GaBD+12].

2.6 Quality of Service

When a connection is accepted into a network, certain conditions such as delay, delay

variation (jitter), packet error rate (PER) or throughput, may be guaranteed by the system

[AUB99]. This is called QoS, but the concrete definition is not entirely clear, since it does

not exist a standard nomenclature.

In 2001, a general model for QoS is proposed in [Har01] with three levels: intrinsic,

perceived and assessed [Har01].

Intrinsic QoS level considers all service features related to the Network Performance

(NP), like network efficiency or resources. This guarantees the functions needed to the

communication and is the key for quality perceived and accessed by the end-users.

The perceived QoS level is based in the experience of the customer on a specific service.

It is influenced by the customer’s requirements and opinions, as also what is offered and

achieved by who is providing the service. Since customer expectations cannot be translated

into a technical language, it is necessary to define in advance a Service Level Agreement

(SLA), some parameters of quality and assessment criteria desired by the customer and

corresponding to the ambitions of the service providers.

The assessed QoS level is related with the perceived QoS by the customer and their

requirements, where the customer decides if he continues to use the service or not. The
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facts of this decision are based in the perceived quality of the service, the associated costs

and also the capacity of the service provider to resolve the customer complaints [SCJ11].

2.6.1 QoS Architectures for IP Networks

A main principle for the QoS architectures is to sustain end-to-end service models across

a wide diversity of internet platforms. As an example of this architectures, the Internet

Engineering Task Force (IETF) has conceived two architectures specifically to support

guaranteed QoS for streaming multimedia.

First it created the Integrated Services architecture, where the main characteristic is

to reserve bandwidth in advance to groups of users, supporting a multicast environment.

It used the Resource Reservation Protocol (RSVP) based on a spanning trees supported

by data structures in the router’s memories, to route traffic for multiple senders to mul-

tiple receivers, also allowing singular receivers to transit between channels to eliminate

congestion.

But there are some important downsides in the integrated service architecture like

the reservation of resources to a large scale scenario and the vulnerability of the network

to a possible loss of the per-flow state, that is internally stored in the routers. So IETF

created another architecture called Differentiated Services based on the classification of

the traffic. The treatment given to the packets is determined by the traffic class and the

per hop behavior established. A packet can have a different requirement of delay or jitter

associated to a specific service, like for instance, regular or premium, and so it can have a

priority in the forwarding to another router [TW10].

2.6.2 Class of Service

The class of Service (CoS), also known as QoS class, relates the parameters of quality of

service with types of traffic, network features and service applications. There are basically

two main levels to describe the CoS: application and network.

The traffic classes are classified at the application level. There are four classification

categories: non-elastic non-interactive (for video on demand or live television) and inter-

active (to voice over Internet Protocol, video teleconference and online gaming), elastic
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non-interactive (like file download and sending e-mail) and interactive (web browsing and

grid computing). The separation between non-elastic and elastic classification is based on

the amount (fixed or dynamic) of bandwidth required by the application.

At the network level, there are several definitions for the most important classes,

based on a set of applications and QoS parameters. It will be shortly described the

definitions proposed by four organizations. The International Telecommunication Union-

Telecommunication (ITU-T) proposed five service classes with different applications and

a set of values for IP Packet Delay Variation (IPDV), IP Packet Error Ratio (IPER),

IP Packet Loss Ratio (IPLR), and finally, IP packet Transfer Delay (IPTD), which are

presented in table 2.1. These values are constraints for the traffic transported between the

user network interfaces [SCJ11].

CoS Applications (examples) IPTD IPDV IPLR IPER

Class 0 Real-time, jitter, high interaction 100 ms 50 ms 1x10-3 1x10-4

Class 1 Real-time, jitter, interactive 400 ms 50 ms 1x10-3 1x10-4

Class 2 Transaction data, highly interactive 100 ms Undefined 1x10-3 1x10-4

Class 3 Transaction data, interactive 400 ms Undefined 1x10-3 1x10-4

Class 4 Low loss only (video streaming) 1 s Undefined 1x10-3 1x10-4

Table 2.1: ITU-T Classes of Service, examples of their application, and QoS parameters’
values. [SCJ11].

2.6.2.1 QoS Traffic Classes

The Universal Mobile Telecommunication System (UMTS), managed by 3GPP, has es-

tablished four QoS traffic classes. The Conversational class assures the time constraints

required for real-time voice conversation and for video conferencing. This kind of traffic

presents stringent transfer delay and transfer delay variation, a guaranteed bit rate and

a restricted possibility of buffering (only with small size buffers). The Streaming class,

unlike the previous class, allows buffering without buffer size restrictions, constrained

transfer delay and transfer delay variation. It is used for audio/video streaming applica-

tions. The Interactive class does not have a limit to the transfer delay and the bit rate is
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not guaranteed, but presents a low bit error rate. Web browsing and telnet applications

are supported by this class. The Background class has the same characteristics of the

Interactive, but does not request a response pattern for the destination at a given time,

like for example, the email application.

Finally, IEEE has defined eight traffic types for the LAN networks in the 802.1d stan-

dard and four access categories in the wireless networks in the 802.11e standard. For the

LAN network, each traffic type is differentiated by the user priorities. It only supports

QoS requirements on the voice and video traffic, such as jitter and delay, supported by

a priority mechanism. The services in the wireless network are classified as background,

best effort, video and voice [SCJ11].

In the context of this thesis, it will be considered the Conversational class as defined

by 3GPP , and the respective QoS constraints.

2.6.3 Real-Time Conversational Class

The Conversational class is designed to handle bi-directional real-time traffic between

groups of human end-users. Examples that use real-time Conversational class are the

voice over IP (VoIP) and video conferencing tools.

This class has the most demanding delay requirements in relation to the other three

QoS classes. The Conversational class presents the strongest and most stringent QoS

requirements.

For voice applications, the audio transfer delay requirements are directly linked to the

interactivity of the end users. One-way end-to-end delay is advised to be limited to 150

ms and in the radio link the maximum delay should be less than 20 ms. Also it must be

considered that the human ear is highly intolerant to short-term delay variation (jitter),

and so it should be as low as 1 ms.

Video telephony implies full-duplex communication and requires that the audio and

video appear synchronized, in order to match lip movements with the words being heard

by the end user. The video telephony application is intend to have a maximum delay of

50 ms in the link radio and 400 ms end-to-end delay for images communication. Since

the human eye is tolerant to some loss of information, it is acceptable a certain degree of
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packet loss, depending on the video coder that is applied and the level of error protection

used [AMCV06].

2.6.3.1 Audio Traffic

VoIP, IP-telephony or broadband telephony are terms that describe the same thing, namely

transmission of the human voice over a data network, using the Internet Protocol.

As oppose to the ordinary PSTN, where every call has a dedicated connection between

callers, in the VoIP calls the capacity is shared with themselves and with other kind of

data as well [GL08].

VoIP presents several benefits such as, reduced communication cost, the usage of the

integrated IP infrastructure and the participation in a multimedia application. Also, the

advantages of packet-switched networks apply, like for instance, high network utilization

while keeping the quality of circuit-switched networks. To minimize bandwidth consump-

tion, VoIP carries voice data using speech data compression and/or header compression

[DSM04].

The VoIP communication is basically made by three parts: data streams, call control

and codecs.

Data Streams

VoIP usually sends data streams through Real-time Transportation Protocol/Used Data-

gram Protocol (RTP/UDP). RTP is an Internet standard protocol created to transport

real-time data such as audio and video over an Internet. It consists in a data part which

supports timing reconstruction, security, loss detection and content identification for real-

time applications, and a control part that gives QoS feedback, identification and synchro-

nization between different types of media streams [GL08].

UDP provides a way for applications to send encapsulated IP datagrams without es-

tablishing a connection [TW10]. Since the connection-oriented protocols introduce delay

due to the retransmissions and congestion control, it is preferable to use UDP despite

some data packet loss that can occur.
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Call Control

Call control is made by a separate protocol such as H.323 standard by ITU-T, Session

Initial Protocol (SIP) or Voice Activation Detection (VAD). VAD is used to monitor the

RTP streams in a conversation while H.323 and SIP handle the initiation and termination

of the session. A briefly explanation about the H.323 and SIP protocols is given in the

annex A and in the annex B, respectively.

The VAD primary function is to provide an indication of speech presence in order

to facilitate speech processing as well as possibly provide delimiters for the beginning

and end of a speech segment. It is an important enabling technology for a variety of

speech-based applications including speech recognition, speech encoding, and hands-free

telephony [LB05]. The VAD algorithm begins by extracting some measured quantities

from the input signal and compares it with thresholds values, given by the characteristics

from the noise and speech signals. The values that exceed the thresholds are considered

as voice-active [TO00].

VAD is able to increase the number of users and power consumption in portable equip-

ment. Unfortunately, a VAD is far from efficient, especially when it is operating in adverse

acoustic conditions, like for instance, when a conversation takes place in noisy environ-

ments [BCRS02].

Codecs

Codecs are used to compress and encode voice data for bandwidth optimization purposes.

There are several levels of encoding with increasing benefits on voice quality and delay

[GL08]. Two classes of voice streams can be generated by different codecs: constant bit

rate (CBR) traffic streams and variable bit rate (VBR) traffic streams. VBR can be pro-

duced by codecs using silence compression and generating active (On) and inactive (Off)

periods alternately. The second group is used in the VoIP application, namely the ITU-T

Conjugate-Structure Algebraic (G.729 Annex B) coder [DSM04].

The G.729 B algorithm operates on 16-bit linear Pulse-Code Modulation signals at a

bit rate of 8-kb/s. The speech signal is analyzed for speech frames of 10 ms corresponding

to 80 samples, at a sampling rate of 8000 samples per second. The difference to the origi-
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nal standard is that G.729 Annex B includes a silence compression method which allows

using the VAD module [NGN+07]. Table 2.2 presents some examples of standard codecs,

with the correspondent bit rate and coding delay.

Standard Codec Bit Rate (kbit/s) Coding Delay (ms)

G.711 64 0.125

G.726 16-40 2

G.729 A 8 15

G.729 B 8 10

G.723.1 5.3-6.4 30

Table 2.2: Standard codecs. [SCJ11].



Chapter 3

SR-NDMA Protocol Description

and QoS

3.1 System Characterization

This thesis considers the uplink transmission between a group of MTs and a singular

satellite from the LEO satellite system, working as a BS. MTs are low resource battery

operated devices, capable of sending data packets and using SC-FDE to the uplink trans-

mission. On the other side, a satellite is a high resource device that runs a multi-packet

detection algorithm with H-ARQ error control in real-time. It also uses a receiver with

MPR to resolve collisions and employs OFDM in the downlink transmission.

The SR-NDMA protocol establishes for the uplink channel, a continuous sequence of

time slots, limited by the maximum bandwidth (Bmax slots) per Round Trip Time (RTT).

A set of time slots composes a super-frame. Slots can be Random Access (RA) or Schedule

Access (SA). The number of RA and SA time slots defined in a super-frame are established

by the satellite, which sends this information in a downlink control channel to the MTs.

The MT’s data packets are initially transmitted synchronously in the RA slots. The RA

slots are allocated in groups of n0 slots, each carrying a copy of the packet, in order to

increase the total packet energy and redundancy available at the receiver. If the data

packet is not successfully transmitted during the RA slots, it will be retransmitted in the

SA slots of a new super-frame. The SA slots are also allocated in groups of nl slots, for

29
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the lth retransmission of a packet.

The sequence of super-frames in which a data packet is transmitted and retransmit-

ted, is called an epoch. The maximum duration of an epoch is limited by the number of

allowed retransmissions, R. In the end of the Rth retransmission, the data packets that

could not be received are dumped from the queue.

3.1.1 Medium Access Control Protocol

A maximum number of MTs are accepted to form a group and share a set of time slots to

send their data packets. The maximum number of MTs is defined by the MPR capability

of the receiver. For the following sections, it will be considered a maximum of J MTs per

group, and the same time duration for all data packets.

3.1.1.1 Random Access Mode

The satellite starts by allocating the RA slots, according to bandwidth and QoS require-

ments, for the initial transmission of the MAC data packets. The RA slots are grouped in

sets of n0 slots to each packet, carrying their n0 redundant copies. The number of different

packets transmitted in the RA mode is N, given a total of N*n0 RA allocated slots per

super-frame. Figure 3.1 represents an example of two packets sent by each MT, where in

each slot is sent a copy of the correspondent packet.

Figure 3.1: RA packet transmission.

Also is considered a period T equal to the highest RTT in a given MT set. The total

usage of the N RA group slots depends on the number of packets in the MT’s queue, so

the number of MTs that transmit in each is RA slot is a random variable P, which satisfy

P ≤ J.
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In order to maintain the energy and bandwidth efficiency, the n0 value must be care-

fully planned. Also the maximum throughput of the system, limited by (N ∗J)/T , should

be higher than the total load, λJ, where λ denotes the average packet generation rate per

MT, to guarantee stability.

3.1.1.2 Scheduled Access Mode

After the initial transmission, the satellite gets to know that P MTs transmitted in the

initial RA slots of an epoch. This allows the satellite to choose the values from n0 to nR,

in which the data transmission is optimized.

In case of unsuccessful transmission in the initial RA slots, or generalizing, after the

RA slots of the super-frame l, the SA mode schedules the necessary SA slots, limited to

what is left of the Bmax slots of the super-frame, to retransmit the data packets in the l+1

super-frame.

The number of retransmissions is limited by R, so the maximum length of an epoch

is R plus the initial transmission. If the data packets are successfully received before the

Rth retransmission, the epoch ends as well. After the Rth retransmission, the remaining

data packets are dropped.

In the SA mode, the total number of slots allocated to a data packet in the lth super-

frame of an epoch, is given by n(P) =

[
n0, n1

(P), ..., nR
(P)

]
.

Due to the high RTT value for a satellite network, and in the presence of delay

requirements to guarantee QoS for the traffic class that is being used, the R value cannot

be too high. So, R should be below bτmax/Tc, where τmax is the maximum delay value,

and bargumentc represents the floor function, which returns the maximum integer below

or equal to the function argument.

The throughput can also be limited by the availability of enough SA slots to transport

all traffic. A super-frame has Bmax − (N ∗ n0) time slots to allocate SA slots.

3.1.2 Multipacket Reception Receiver Structure

In this thesis it is considered the use of the linear multipacket receiver running the MMSE

detector for SC-FDE systems proposed in [GaDB+11]. An analytical expression for the
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PER was obtained in [GaDB+11] and is briefly described in this section.

Nodes contend for the channel at each epoch and as expected collisions might occur.

A data block, of N symbols, transmitted by a user p, can be expressed, on the time

domain, as {sn,p;n = 0, ..., N − 1}, and its correspondent on the frequency domain as

{Sk,p; k = 0, ..., N − 1}. At the receiver, at the frequency domain, the received signal from

multiple MT’s for a given transmission r is

Y
(r)
k =

P∑
p=1

Sk,pH
(r)
k,p +N

(r)
k , (3.1)

where H
(r)
k,p is the channel response for the pth MT at the rth transmission. N

(r)
k is the

channel noise for the rth transmission. The total number of slots allocated to an epoch

until the l + 1th super-frame for P MT’s is given by ζ
(P )
l =

l∑
i=0

n
(P )
i . Considering that

P MTs transmit ζ
(P )
l times and 0 ≤ l ≤ R, then the received ζ

(P )
l transmissions are

characterized as follows

Yk = HT
k Sk + Nk (3.2)

=


H

(1)
k,1 . . . H

(1)
k,P
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H
(ζ

(P )
l )

k,1 . . . H
(ζ

(P )
l )

k,P


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Sk,P

+
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N

(1)
k

...

N
(ζ
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k


For a given MT p, the estimated signal at the frequency domain is

S̃k,p =

[
F

(1)
k,p ... F

(ζ
(P )
l )

k,p

]
Yk = FT

k,pYk . (3.3)

Fk,p corresponds to the feedforward coefficients of the proposed system, and these are

chosen to minimize the mean square error 2σ2
Ek,p

for a MT p. Considering that Γp =

[Γp,1 = 0, . . . ,Γp,p = 1, . . . ,Γp,P = 0]T , 2σ2
Ek,p

is evaluated as follows

2σ2
Ek,p

= E
[
|S̃k,p − Sk,p|2

]
=

(
FT
k,pH

T
k − Γp

)
E
[
SkS

H
k

] (
FT
k,pH

T
k − Γp

)H
+FT

k,pE
[
NkN

H
k

]
F∗k,p . (3.4)
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Regarding E
[
|Sk,p|2

]
= 2σ2

S and E
[∣∣∣N (r)

k

∣∣∣2] = 2σ2
N , the optimal Fk,p is obtained by

applying the method of Lagrange multipliers to (3.4), which results1

Fk,p =

(
HH
k Hk +

2σ2
N

2σ2
S

I
ζ
(P )
l

)−1

HH
k Γp

(
1− 1

2Nσ2
S

)
. (3.5)

From (3.4) and (3.5) results

σ2
p =

1

N2

N−1∑
k=0

E
[∣∣∣S̃k,p − Sk,p∣∣∣2] . (3.6)

The structure from the receiver is represented in figure 3.2.

Figure 3.2: Receiver structure [PBD+13].

For a QPSK constellation and being Q(x) the well known Gaussian error function,

the Bit Error Rate (BER) of a given user p is

BERp ' Q
(

1

σp

)
. (3.7)

For an uncoded system with independent and isolated errors, the PER for a fixed packet

size of M bits is

PERp ' 1− (1−BERp)M . (3.8)

1It should be noted that σ2
s and σ2

N denote the variance of the real and imaginary parts of Sk,p and

N
(r)
k respectively.
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3.1.3 Analytical Average PER

Vieira et al [VGaB+13] considered an average PER for the packet transmission during the

scheduled access phase. The behaviour associated to a packet transmission is defined by a

hidden discrete-time Markov Chain, which is a sequence of events based on probabilities,

where the current state of a system is independent of the previous states [LPW09]. The

Markov Chain has a random state vector denoted by

Ψ(p,R) = {ψ(p,R)
k , k = 0...R}, (3.9)

which defines the number of MTs whose packets were successfully received and stopped

transmitting at the end of the retransmission super-frame k = 0, ..., R.

Considering only the retransmission super-frames up to l ≤ R, the state space of Ψ(p,l)

is denoted by the set Ω
(l)
p . It contains all the vector elements K(l) (with dimension l + 1)

that satisfy
l∑

k=0

K
(l)
k = p. (3.10)

Each state defines the set of transmission sequences where K
(l)
0 MTs stopped transmitting

after the initial RA slots until K
(l)
l MTs transmitted in the last l retransmission.

The average PER at the (l + 1)th super-frame with p MTs, PERp(Ψ
(p,l)), and is also

used to calculate the expected number of packets received with errors during an epoch

until the lth retransmission super-frame,

E
[
err

(
Ψ(p,l) = K(l)

)]
= K

(l)
l PERp

(
Ψ(p,l)

)
. (3.11)

So, the packet error probability for an epoch Ω
(l)
p , considering that packet failures are

independent, is

Perr

(
Ω(l)
p

)
=

∑
K(l)∈Ω

(l)
p

1

p
× Pr

{
Ψ(p,l) = K(l)

}
E
[
err

(
Ψ(p,l) = K(l)

)]
. (3.12)

For more detail on the PER calculation, consult [VGaB+13].

Since the average PER is applied to a statical scenario, it cannot be used directly
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in the simulator because each transmission depends on random factors. So, every time a

transmission occurs, the PER value is calculated for that specific scenario using equation

3.8.

3.2 Traffic Generation

This thesis considers two different traffic generators that will be applied in the simulator.

The first one is used to validate the analytical performance model of the SR-NDMA

protocol. The second one models real-time traffic usually produced by a VoIP application.

3.2.1 Exponential Traffic Generation

Vieira et al [VGaB+13] assumed that each of the J MTs generates new packets according

to an homogeneous Poisson process with rate λ, where the λ parameter is the average

number of arrivals per unit time and each event is independent. The time between arrivals

for a Poisson process can be determined using a exponential process, that is described as

follows.

If the random variable X denotes the number of events which happen in a time unit,

then

P (X = k) =
λk

k!
e−λ. (3.13)

Considering a Y random variable which is exponentially distributed with density function

λe-λx , so

P (Y ≤ t) =

∫ t

0
λe−λxdx = 1− e−λx, (3.14)

P (Y > t) = 1− P (Y ≤ t)) = e−λx. (3.15)

The number of arrivals in a time interval T is defined by λT . So, the probability that

exactly k events will occur in time interval T is

(λT )k

k!
e−λT . (3.16)

The event Y > T means that the first arrival takes more than T units of time, which

means that there are 0 arrivals in the first T units of time. Taking k = 0 in equation 3.15,
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the result is

P (Y > T ) = e−λT , (3.17)

which makes the approximation between the Poisson and exponential distributions.

The total load injected into the system is controlled by a load factor (ρ) from 0 to

100%, given by

ρ = (
λJ

RTT
) ∗ T. (3.18)

Since the RTT value is equal to T interval, the λ value applied to random exponential

generation for each MT is

λ =
ρ

J
. (3.19)

3.2.2 Audio Traffic Generation

There are four main time periods to be considered for a typical real-time audio call mod-

elling, which are represented in figure 3.3. The inter-arrival period gives the time between

different call arrivals.

Figure 3.3: Real-time audio call model.

The call duration, which is the time that is reserved to hold a call, is defined by the

call holding time with ON and OFF periods. In the ON period, the speech pattern is

transmitted. It is composed with periods of talkspurts associated to continuous segments

of speech and periods of silence with the absence of tone.

Dang et al [DSM04] proposed the use of a Generalized Pareto Distribution (GPD) for

modeling the generation of inter-arrival time and call holding periods. The comulative
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distribution function of the GPD is

F(ξ,µ,σ)(x) ) =

1− (1 + ξ(x−µ)
σ )

− 1
ξ for ξ 6= 0,

1− exp(−x−µ
σ ) for ξ = 0.

(3.20)

where ξ is shape, µ is location and σ is the scale parameter. The random GPD variable is

given by

X = µ+
σU−ξ − 1

ξ
∼ GPD(µ, σ, ξ 6= 0) (3.21)

or

X = µ− σln(U) ∼ GPD(µ, σ, ξ 6= 0) (3.22)

for a uniformly distributed variable U ∼ unif(0,1) [Hor13].

A model was proposed by [GL08] for the silence periods with GPD and the talkspurts

periods with Log-normal distribution. The Log-normal distribution presents the following

probability density function

fx(x;µ, σ) =
1

xσ
√

2π
e−

(ln(x)−µ)2

2σ2 , x > 0 (3.23)

where µ is the mean value and σ is the standard deviation. The random Log-normal

variable is given by

X = eµ+σZ (3.24)

where Z is a normally distributed random variable with mean value 0 and variance 1

[CR12].

For the G.729 annex B codec modelling, the random GPD for both of ON and OFF

periods is modelled in [DSM04].

[GL08] and [DSM04] provide statistical values for the time intervals considered for the

audio application model presented in figure 3.1, and for the chosen codec. This values are

reproduced in table 3.1.
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Main statistics

Type Random Variable µ [seconds] σ

Inter-arrival GPD 21,18 448,43

Call holding GPD 116,74 68789

Talkspurts Log-normal 1,83 4,14

Silence GPD 1,96 9,36

Codec ON GPD 2,37 18,32

Codec OFF GPD 1,56 5,19

Table 3.1: Main statistics values assumed for the VoIP call generation [GL08][DSM04].

These values defined considering for an audio sampling rate of 8 kHz and 50 packets sent

in a second, which means that every packet carries 20 ms of audio, corresponding to 160

sample points. As referred in [VGaB+13], for the LEO orbits considered, one RTT has

a duration of 23.8 ms for the farthest MT. If a data packet is generated at every 20 ms

during the talkspurts period, then the generation pattern corresponds to 26.9 time slots,

which results in an average rate of 1.2 packets per RTT.

3.3 System Performance

The SR-NDMA simulator considers several performance features approached in the [VGaB+13]

analytical model. In this subsection, it will be demonstrated how that performance fea-

tures were measured inside the proposed simulator.

3.3.1 Throughput

The throughput is calculated with the total amount of packets sent with success by the

J MTs in the transmission or retransmission processes, during a determined RTT cycle

interval (TRTT ) in slots. So, the throughput is measured by

S =

J∑
i=1

Tmax∑
k=Tmin

xi,k

TRTT ∗RTT
(3.25)
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where Tmin and Tmax are the minimum and maximum limit of TRTT , and xi,k is the total

amount of successful packets sent by a station i in RTT cycle k.

3.3.2 Packet Loss Ratio and Saturation Level

The throughput parameter can be used to calculate the packet loss ratio (ε) associated to

packets that were dumped

ε = 1− S

ρJ
, (3.26)

and the saturation level (Ls) caused by total load injected into the system for a given N

value

Ls =
(SJ ) ∗RTT

N
. (3.27)

3.3.3 Injected Load

Each MT injects the generated load in every RTT cycle (λi,k). The total load injected

into the system is given by

LT =

J∑
i=1

Tmax∑
k=Tmin

λi,k

TRTT ∗RTT
.

(3.28)

3.3.4 Energy Per Useful Packet

Energy per useful packet (EPUP) is the medium energy used to transmit successfully a

packet and it depends on the total number of packet copies (Cpi,k) sent by the MT during

a simulation

EPUP = (Energy spent/Number of packets sent) * (1/success rate) =

=

(
J∑
i=1

Tmax∑
k=Tmin

Cpi,k)× 10

Eb
N0
10

J∑
i=1

Tmax∑
k=Tmin

Spi,k

× LT
J∑
i=1

Tmax∑
k=Tmin

Spi,k

, (3.29)

where Spi,k is the total amount of successful received packets in RTT cycle k by MT pi.

It is assumed that the data packets are retransmitted until they are successfully received.
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3.3.5 Delay

The transmission packet delay of the SR-NDMA simulator is measured considering the

number of slots between the packet generation and the successful reception, including the

time in queue.

For a determined TRTT interval, the delay is given by the average value of the subtrac-

tion between the transmission time and the generation time of every successful packet. The

delay is also measured for the packets that were dumped by unsuccessful retransmissions.

The intervals that contribute to the delay are represented in figure 3.4.

Figure 3.4: Possible time slots for delay.

3.3.6 Jitter

Considering that τT is the sum of every successful packet delay in a given TRTT interval,

the jitter can be measured by

σj ≈
√

[(τT )2]avg − [(τT )avg]2. (3.30)



Chapter 4

SR-NDMA Simulator

This chapter presents a description of the SR-NDMA protocol simulator, emphasizing

the used data structures, the interaction between modules, scheduling priorities, traffic

generation and the application of a real-time traffic class.

The chapter is divided into two parts. The first part refers to the initial conception of

the simulator to perform the operation of the MAC protocol. In the second part, a real-

time traffic class is added to the simulator and its capability of satisfying QoS requirements

is tested.

4.1 Simulator Implementation

The SR-NDMA simulator uses several modules to perform the MAC protocol, includ-

ing the traffic generation. First it is presented the overall architecture of the simulator,

followed by a detailed explanation of each module that composes the simulator.

4.1.1 General Simulator Model

The general scheme of the proposed Simulator will be presented in this subsection, as

well as the interaction between the modules. The simulator illustrated in figure 4.1, is a

black box, which receives a initial input configuration provided by the user and a file with

values of nP ; returns a set of information logs; and internally performs an event sequencer

(packet generation, packet transmission), which uses physical layer models to define what

occurs in each step.

41
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User Initial 
Configuration

Simulation 
Logs

Event Sequencer

Packet 
Generation

Packet 
Transmission

Physical Layer 
Modules

Simulator

Figure 4.1: Simulator block diagram.

The simulator is composed by MT data structures; packet data structures; queue data

structures; and information logs. The MT and packet data structures are used to keep

current states of each entity. A queue data structure is used to store the several packet

data structures. The transmission events related to the entire simulation are saved in the

information logs, to be analysed later.

It has a main process, designated as simulator, which controls the advance of the

simulation time (number of RTT cycles), and the access to the data structures in respect to

the sequence of events. Each user has a waiting queue, which is managed by the simulator

from a packet generator process, configurable for several types of packet generation. The

transmission process manages the time slots (RA and SA) and models the behaviour of

the physical channel.

4.1.1.1 Simulator System Dynamics

The user starts by defining a set of system variables, such as, the number of RTT cycles,

the N packets that are sent in the RA slots, the number of MTs and the Eb/N0 value at

the satellite for each MT. It is also defined a file with the values of nP , which specify the

number of packet copies transmitted in each retransmission stage when P MTs transmit

during the first transmission, for 1 ≤ P ≤ J . Figure 4.2 presents the several functions

made by the simulator.

In the beginning of a simulation the MTs are registered in the MT data structure.

For each MT at each RTT, data packets are generated and injected into a waiting queue.
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Event 

Sequencer

Figure 4.2: Simulator use case diagram.

At this point, the transmission process begins by removing packets from the head of the

waiting queue and insert them in the RA slots. A random variable RND with an uniform

distribution in the interval [0,1] is used to simulate reception errors: if RND is lower than

the PER value for the scenario, the transmission fails and SA slots are allocated in the

next RTT.

When a packet is removed from the system, the information inside the packet is saved

in a log file, which is used by the statistical module. This module creates the output of the

simulator, calculating the system performance metric. The execution flow of the processes

presented in the simulator is shown in figure 4.3.

Figure 4.3: Simulator sequence diagram.
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4.1.2 Initial Specifications

The SR-NDMA simulator is based on the main assumptions presented in the [VGaB+13]

research work. A LEO satellite constellation is modelled, with circular orbits at an altitude

of 781 Km (like in Iridium), and a RTT of 23.8 ms for the farthest MT.

The severely time dispersive channel presented in [GaBD+12] was considered, with rich

multipath propagation and uncorrelated Rayleigh fading for each path and MT (similar

results were obtained for other fading models). To cope with channel correlation for

different retransmissions, the Shifted Packet technique from [DMB+09] was considered,

where each transmitted block has a different cyclic shift. MTs transmit uncoded data

blocks with Ns = 256 symbols selected from a QPSK constellation with Gray mapping

with an 814,9 µs transmission time, which is spread with a factor of 128. Therefore the

RTT is defined as T = 32 slots, making Bmax = 32 slots.

The Simulator also provides the possibility to configure other system parameters such

as: the maximum R retransmissions, the Eb/N0 value, the maximum number of J MTs

and the the size of Qmax. Also it is possible to create several groups (G) of J MTs for

scenarios with more than T = 32 time slots. For this thesis, and based in the [VGaB+13]

specifications, is considered a constrain of PERmax ≤ 1% for R = 2, Eb/N0 between -4

and 12 dB’s and a MT set composed by J = 5 MTs, which corresponds to a smoothed

conversational class with relax delay constraints. Contrarily to [VGaB+13], the Qmax is

not bounded.

4.1.3 Data Structures

The simulator considers an uplink transmission of a group of MTs to a satellite. Data

packets from the MTs are placed in a queue, waiting for an available time slot for trans-

mission. There are three main entities in this process: MT, packet and queue.

The MT data structure contains information about:

• Identity - For each MT is assigned a number for identification purposes.

• Group - The group number to which the MT was entered (not applicable for the

current T scenario).
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• Sequence number - Registers the number of the last packet generated.

• Last time - Registers the time of the last packet generated.

• Inter-Arrival - Receives the inter-arrival period of the present call.

• On Hold - Receives the on hold period of the present call.

• Speech - If the current state is talkspurt or silence.

• Speech Duration - The duration of the current speech period.

• Next Time Arrival - The inter-arrival period of the next call.

• Next Time Hold - on hold period of the next call.

• Current Time - Keeps track of the current time slot.

Some of this fields are not use for exponential load, namely: the inter-arrival, on hold,

speech, speech duration, next time arrival, next time hold and current time.

For each MT, a MT data structure is created, which is then combined into an array

of structures of the type MT. The array is updated during the entire simulation, with the

information of the last packet sequence number and the time of generation for each MT.

When a MT injects data packets to the system, it is necessary to save important

aspects related with time, packet copies and the retransmission process. The packet

structure adopted has the following fields:

• Info MT - Receives the identification of the respective MT.

• Packet Number - The packet’s sequence number.

• Generation Time - The time when the packet is created.

• Number Retransmissions - Counter retransmission number.

• Success Probability - Is generated a random success probability to the packet

to be compared with the result of Equation 3.8.

• PER - A matrix with every PERp generated for each transmission.
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• Total Slots - Number of copies transmitted during the last super-frame.

• Number Copies Used - The amount of copies that were sent.

• Time In Queue - The time when the packet enters in the waiting queue.

• Time Out Queue - When the packet is removed from the waiting queue.

• Time Release - When the packet is successfully transmitted or when is dropped.

Two packet queue types were created to store the data packets. When the new

packets are injected into the system, they are stored in the waiting queue, and they are

only released when a RA time slot is available. The second queue type stores the packets

of unsuccessful transmissions or retransmissions, which can be sent in future SA time

slots. Figure 4.4 represents an example of the interaction between data structures in the

simulator.

Figure 4.4: Interaction between data structures.

In this case, two MTs structures are registered in the MT array. When a packet is

generated, it receives the identity of the respective MT and it is inserted in the Packet

Waiting Queue.

4.1.4 Random Traffic Generation

The data packet generation is implemented defining a generator function for the inter-

packet times, which may cross several RTTs.
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Figure 4.5 represents the data packet generation process. The simulation starts with

the calculation of an initial interval Ts0, before the creation of the first data packet.

Figure 4.5: Packet generation sequence.

Subsequently, it is calculated a random number considering the distribution of the inter-

packet time of a given source. If the next packet arrival time slot is still in the current

super-frame duration, the process continues until it passes the end of the super-frame,

which happens with Ts2, for the example of figure 4.5. The last time value is stored in

the MT structure, to be used in the next random generation process. The total generation

process ends when the maximum duration that was stipulated to the simulation is reached.

The first traffic generation object implemented was a Poisson traffic generator. This

generation is made based on a random exponential variable with a mean parameter of

1/λ, where λ is the load of a MT. Since the generation of any packet is an independent

event, a random exponential variable gives the time between arrivals.

4.1.5 Time Slots and Packet Copies Combination

The simulation time is determined with the number of RTT cycles set by the user. The

RTT time slots for transmission and retransmission of redundant packet copies, can also

be initially configurable.

The distribution of RA and SA slots in a super-frame is influenced by the nP matrix.

Vieira et al [VGaB+13] showed that for a Poisson load there exists a nP
?

matrix that

minimizes the EPUP for a given load, a level of Eb/N0 and for a determined number of P

MTs. The first element of that matrix (n0) defines the number of RA slots used by each

packet for a given RTT.

The total number of RA slots in a super-frame is defined by Nn0, being the first

slots allocated in the simulator as RA. The total number of SA slots available for the

retransmission process, is given by Nmax − Nn0. The concrete usage of the SA slots, is
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defined by the (nl) value for the respective l retransmission and depend on the number of

packets that are retransmitted.

4.1.6 Packet Error Rate Calculation

The PER for a giving scenario is calculated using a module which simulates the SC-FDE

with Iterative Block Decision-Feedback Equalizer (IB-DFE) uplink receiver. This module

receives as parameters the Eb/N0, a Hk matrix with the channel response to P MTs trans-

mitting concurrently and a xi matrix representing the slots where the MTs transmitted

until the current super-frame during the transmission epoch.

An example of a possible xi matrix is shown in figure 4.6, where 5 MTs transmit

considering R = 2 and a combination of nP = [5, 2, 1] copies (i.e. 5 copies to be used in

the RA slots, 2 copies for the first retransmission in the SA slots, and 1 copy for the last

retransmission in the SA slots). Each MT transmit concurrently 5 copies of their corre-

spondent data packets in the RA slots. A unique RND value is generated and compared

to the PER, leading to independent failure possibilities for the MTs transmitting. In the

next super-frame, for the other four (2,3,4 and 5) MTs, 2 SA slots are scheduled to allocate

more copies for the retransmission process. The process continues until it reaches the last

retransmission allowed, or until all packets are successfully received.

The PER module calculates a value for each MT that transmits a packet in the current

super-frame. Each time a packet is transmitted, the PER function is called to calculate a

new PER value with the specifications of that retransmission, using the Equation 3.8.

1    1    1    1    1
1    1    1    1    1
1    1    1    1    1
1    1    1    1    1
1    1    1    1    1

n0

Number of copies

xi = 

(1)
P MTs

(2) (3) (4) (5)

Next Super-frame 1    1    1    1    1
1    1    1    1    1
1    1    1    1    1
1    1    1    1    1
1    1    1    1    1

0    1    1    1    1
0    1    1    1    1

n1

xi = 

(1) (2) (3) (4) (5)

(1) Success

1    1    1    1    1
1    1    1    1    1
1    1    1    1    1
1    1    1    1    1
1    1    1    1    1

0    1    1    1    1
0    1    1    1    1

0    0    0    1    1

n1

n2

(1) (2) (3) (4) (5)

(2) Success
(3) Success

Next Super-frame

xi = 

n0 n0

Figure 4.6: xi matrix for P=5 MTs.

4.1.7 Scheduling Priorities

Data packets can be sent in RA slots or SA slots. New packets are firstly transmitted

in RA slots. No packet differentiation is assumed in the system, so the next packet to
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transmit in the RA slot is always in the head of the waiting queue. So, the packets that

were introduced in the previous RTT can be transmitted immediately if the waiting queue

has no more packets waiting for transmission.

For SA slots, it is established a priority in terms of the number of performed retrans-

missions. First the packets that have the highest number of retransmissions are searched

in the unsuccessful transmission queue. If some SA slots are available, the search is made

for second highest number of retransmissions, and so on, until all pending packets are

retransmitted or no SA slots are available. This allows a reduction in the delay for the

packets with more retransmissions.

The diagram in figure 4.7 represents the packet allocation process in the SA slots,

where l denotes the number of times that the packet was retransmitted. This value is

decremented until it reaches zero, which causes the process to be completed.

Figure 4.7: Packet retransmission process.

4.1.8 Packet Removal and Stored Information

A data packet is removed from the simulator queues when it is transmitted or when it is

dropped due to successive unsuccessful retransmissions. The simulator has an information

log which is filled in the moment of removal, with all fields of the data packet structure.

The information log also keeps track of the data packets that are injected into the system.

When the simulation process is terminated, the information log is used to calculate the

performance metrics of the system, including, throughput, energy consumption, delay, and

jitter.
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4.2 Real-Time Audio Modeling

A new audio traffic generator was created, which that is composed by two modules to

generate random data packets and to simulate the codec ON/OFF periods. The audio

generation uses the full MT data structure, since it is necessary to guarantee that the MT

saves the last interval when the call state has commuted to a new one and to maintain

the information between RTTs.

4.2.1 Audio Random Traffic Generation

As was explained in subsection 3.2.2, the VoIP traffic generation considers periods of time

for call settings and for speech pattern. Packets are only generated in talkspurts periods,

since the codec suppresses the silence packets and sends a signal for the user to recognize

that the call is still running. Figure 4.8 represents the entire process of random packet

generation developed for the simulator.

Figure 4.8: VoIP packet generation process.

The process begins by creating the packet data structures to allocate the information

of the new generated packets. If a call already exists, the inter-arrival time and the on hold

time are consulted from the MT structure to compare with the current time; otherwise

new times are generated for the next period. It is also verified the last state of the speech

pattern, to decide the new state.

If the previous state was silence, the new generated period will be a talkspurts, and
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for the duration of that period or while it is not achieved the RTT limit, data packets are

generated with a rate of 27 time slots per RTT.

4.2.2 Codec Implementation

The codec has two modes of operation: ON and OFF. In the ON mode, the data packets

from the talkspurt speech of a conversation are injected into the waiting queue. Data

packets generated during the OFF period are not queued.

The generation process transit between ON mode and OFF mode alternately. First is

generated an ON period that is followed by an OFF period. The process is repeated until

the time reaches the limit of RTT cycles considered for that simulation. The generated

interval values are stored in a two line array for each state, which is the output from the

codec module. This matrix delimits the ON and OFF periods. An example of a possible

codec matrix is shown in figure 4.9.

The first ON interval consists in the initial slot and the generated time of the random

GPD distribution with the parameters established for the ON state. Then, the generated

value is used to be the first value of the OFF interval with the respective random OFF

generation.

Figure 4.9: Codec ON/OFF matrix.

4.2.3 Integration of Audio Modules

Given the average data rate of 1.2 packets / super-frame of the audio generator presented

in the subsection 3.2.2, the N value is defined as N = 2.

Relatively to the previous simulations presented in 4.1.1, for the audio simulations is

selected the audio codec module instead of the Poisson generator. The codec is integrated

in the beginning of the simulation process, thus creating the codec matrix to be used in
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the simulation. For scenarios that support audio and data traffic generation, both codecs

can coexist in the same simulation.

The values presented in the table 3.1 of the 3.2.2 subsection are converted into time

slots to be applied in the random GPD and Log-normal functions.

When data packets are injected into the waiting queue, they are verified according

to the ON mode. An iterative search is made between the states and to the end of the

matrix to find the adequate interval for the data packet time. The new simulator sequence

diagram is represented in figure 4.10.

Figure 4.10: Final sequence diagram.



Chapter 5

Performance Analysis

In chapter 4, it was presented the simulator structure and the modulation of a real-time

traffic class implementation. A set of simulations tests were executed in the MATLAB®

environment to compare the protocol performance for simulated results and the analytical

model. The capacity to fulfil the QoS requirements of a real-time traffic class was also

tested.

This chapter is composed by into two parts: the validation of the simulator imple-

mented and the study of its performance with audio real-time traffic.

5.1 Validation of the SR-NDMA Simulation Model

The main objective of this section is to validate the simulator reproducing a set of test

scenarios that can be modelled by the analytical performance model in [VGaB+13]. No-

tice however that while [VGaB+13] considers a finite queue, the simulator considers a

unbounded queue. The set of simulations were made using fixed values of Eb/N0 = 0 dB

and 12 dB, n0 = 7 (for 0 dB) and n0 = 3 (for 12 dB) redundant copies and a duration of

1000 RTT cycles. It is defined the nP
?

matrix with the values that satisfy the QoS require-

ments and minimize the energy consumption, calculated in [VGaB+13] and reproduced

in Annex C.3 for the correspondent P and Eb/N0 values. The mean PER values of the

analytical model of the Annex C.3 are also used to define the PERs for the correspondent

transmission/retransmission scenario.

In the tests, we varied the number of packets sent in the first transmission by N =

53
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[1, 2, 4, 8] and the load factor by ρ = [0.05, 0.1, 0.15, ..., 0.95, 1]. The results of these simu-

lations are shown and analysed in the next subsections.

5.1.1 Load and Saturation Level

The first verification made to the simulator is if the load injected into the system by a

MT is well regulated by the ρ. The ρ is directly applied into the random exponential

traffic generation as showed in equation 3.19. Since the maximum number of J is 5, the

maximum load permitted per MT is obtained considering the total load saturation limits

(λJ = 1), which is 0.2 packets/slot for J=5. Figure 5.1 illustrates the total load of a MT

being controlled by several values of ρ.
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Figure 5.1: The MT total amount of load for a determined ρ.

The Ls, presented in equation 3.27, provides the information about the percentage of

RA slots that is being used by the system. Figure 5.2 depicts the saturation level, where

it is clear that this level is directly related to N, which defines the number of new packets

that can be sent per RTT. With a lower N, the system saturation is achieved earlier than

with N = 4 or N = 8. This is shown in figure 5.2, where the saturation begins with 15%

for N = 1 and with 30% for N = 2. The best performance is achieved with N = 8, where

the Ls is 80% for the full capacity.

It is also possible to verify the effects produced for a low energy level. For a higher

N value, considering 0 dB, the amount of SA slots available is reduced. This produces
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a bottleneck effect for lower Eb/N0 values (0 dB), caused by the increased number of

retransmissions in SA slots. On the contrary, higher Eb/N0 values (12 dB) use less SA

slots, and are more capable of handling high loads.
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Figure 5.2: Ls for: 5.2(a) 0 dB; 5.2(b) 12 dB.

5.1.2 Throughput and Packet Loss Ratio

Figure 5.3 presents the average rate of successful packet delivered into the system for

several levels of total load, calculated using the theoretical analytical model and the sim-

ulation results.
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Figure 5.3: System throughput for: 5.3(a) 0 dB; 5.3(b) 12 dB.
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For the 12 dB scenario, the throughput curves of both approaches are much similar for all

the N values considered, which show that the simulator is properly modelling the band-

width and correctly sending data from all MTs.

The throughput for each N is linked with the saturation level, since it becomes con-

stant when the systems saturates (Ls reaches 1). It only does not reach saturation for

N = 8 with Eb/N0 = 12 dB.

In relation to the 0 dB scenario, the described bottleneck effect of the subsection 5.1.1,

is verified for the N = 8 simulation curve. For the maximum load value, the difference of

both curves is approximately 20%.

Figure 5.4 illustrates the packet loss ratio behaviour of both approaches. The packet

loss ratio is calculated using the throughput, as described in subsection 3.3.2. Again,

the curves of the theoretical protocol and the simulator are much similar. Naturally, the

packet loss ratio is higher for low N values, because the system can not handle the amount

of load that is injected by the MTs. The best performance is achieved with N = 8 and

Eb/N0 = 12 dB, where almost every packet in the waiting queue is transmitted.
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Figure 5.4: Packet loss rate for: 5.4(a) 0 dB; 5.4(b) 12 dB.

5.1.3 Delay and Jitter

The transmission packet delay is severely affected by lower N values, since the number

of packets transmitted can not keep up with the amount of load that is injected into the
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system, which causes the congestion of the waiting queue. This is also represented by the

saturation level, that gives the information about when the system is going to choke.

Figure 5.5 illustrates the mean average delay of both approaches, until it is reached

the saturation point.
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Figure 5.5: Mean transmission packet delay comparison for: 5.5(a) 0 dB; 5.5(b) 12 dB.

The difference in the queue sizes also introduce a most relevant difference: the analyt-

ical model defines a queue size of 25 packets, which imposes a delay limit for the system.

In contrast to that, the simulator has no limit for the waiting queue, and that is the reason

why figure 5.5 only shows the delay behaviour until the maximum throughput is achieved

- above that value, it tends to infinity. The analytical model also does not accounts the

queueing delay while waiting for a free SA slot, which is responsible for the higher devia-

tion between the analytical and simulation delay values for 0 dB compared to 12 dB.

The system jitter is approximated by the standard deviation of the packet transmis-

sion delay in this dissertation, which is depicted in figure 5.6. Eb/N0 = 0 dB scenario.

It can be seen that the analytical model provides a good approximation for the mea-

sured simulation values. The jitter is influenced by the same factors as delay: it decreases

for higher N values. For the maximum total load and with Eb/N0 = 12, the lowest jitter

is achieved for N = 8 with a value of approximately 40 slots or 29.8 ms.

The bottleneck causes a severe effect in the N = 8 curve, for the Eb/N0 = 0 dB

scenario.
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Figure 5.6: Jitter comparison for: 5.6(a) 0 dB; 5.6(b) 12 dB.

5.1.4 System EPUP

The energy consumptions for the simulated scenarios of 0 dB and 12 dB is presented in

figure 5.8. The following results are based only in the assumption made in subsection

3.3.4. It is clear that EPUP is significantly lower for Eb/N0 = 0 dB, although it supports

lower loads.
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Figure 5.7: EPUP comparison for: 5.7(a) 0 dB; 5.7(b) 12 dB.
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5.2 SR-NDMA with Audio Traffic Simulation Performance

For the audio simulations a fixed N = 2 was considered because the audio generation

pattern is fixed. As described in subsection 3.2.2, the generation pattern is 1.2 packets

(26.9 time slots for each packet) per RTT. To support this, the N = 2 value is adequate for

T = 32 slots. In order to look for the system configuration that optimizes energy efficiency,

nP was varied, and the following settings were tested: Eb/N0 = [−4,−3,−2, ..., 11, 12] dB.

In order to find the optimal n0 we started from the optimal values for Poisson traffic,

and verified if they also apply for this traffic class, by performing the simulations with

several nP matrices with small variations of the values around the Poisson optimal values,

i.e. [n?0 - 1, n?0, n?0 + 1] copies. Although it is added/subtracted a packet copy to n?0,

the total number of packet copies established by the analytical model was respected, and

also n0 ≥ n1 ≥ n2. So it is removed/added a copy to n1 or to n2, according to referred

requirements.

Due to the random nature of the talkspurts/silence, inter-arrival/on hold and codec

ON/OFF periods, the load rate varies in time, producing a set of performance results that

may be influenced by the duration of the test, if it is too short. The audio simulations

were performed with TRTT=[500, 1000] RTT time slots, to verify if the chosen duration

for the simulation interferes with the results.

5.2.1 Statistical Analysis

A simulation is composed by several iterations related to the given user settings. It is

performed a simulation for each Eb/N0 value, considering the possible [n?0 - 1, n?0, n?0 + 1]

values.

For the following measurements analysis, it is considered the TRTT duration (this can

be parametrized) to acquire the information provided in the log files. It is performed a

separation between received packets and dumped packets, for counting purposes. Then

is calculated from each packet: the duration between the packet generation time and the

moment when it is received (with success) or when it is dumped and the total number of

copies for the successful received packets. At last, the equations presented in subsection
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3.3 are used with the retrieved data to produce the performance metrics.

5.2.2 Throughput and energy efficiency

Since the total amount of load of each simulation has a random nature, the throughput

analysis is made in relation to the respective total load. Figure 5.8 illustrates the suc-

cess rate (S/λJ) for each level of Eb/N0, using the considered packet combinations. It is

possible to see that the addition or the subtraction of one to n?0 (with the subsequent ad-

justments for n?1 and n?2), affects the relation of the total injected load and the throughput

for lower Eb/N0 values. An higher n?0 allows an higher throughput.
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Figure 5.8: Success Rate for: 5.8(a) 500 RTT cycles; 5.8(b) 1000 RTT cycles.

With Eb/N0 ≥ 3 dB, the full transmission success is almost achieved for all configurations.

It is also possible to verify exists several fluctuations and irregularities exist in the

variation of the curves with Eb/N0. This can be explained by the non-linear variation

of nP
?

configuration with Eb/N0 (less copies are sent when the energy is increased) with

a specific energy, which may produce a higher or lower PER level in comparison for the

previously configuration.

Figure 5.9 depicts the system’s EPUP for several Eb/N0 values in relation to the

n?0. For lower levels of energy, the three curves are almost overlapped. When it reaches

the maximum success rate, the addition of a packet copy is relevant in some results, the

difference for the n?0 can be about 10 dB/packet.
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Figure 5.9: EPUP results for: 5.9(a) 500 RTT cycles; 5.9(b) 1000 RTT cycles.

5.2.3 Mean Delay and Jitter

For the SR-NDMA simulator, the QoS analysis was focused in the mean delay and jitter

measurements of the system, which should be compared to the limit values defined in

subsection 2.6.3, for the audio real-time QoS.

The maximum delay specified for the system is 150 ms (approximately 200 time slots).

In figure 5.10, for both maximum RTT cycles, the three n0 curves are below this limit.
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Figure 5.10: Average Delay results for: 5.10(a) 500 RTT cycles; 5.10(b) 1000 RTT cycles.

This guarantees that the chosen N value was appropriate to handle the audio pattern
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generation, because the system does not enter into saturation.

Similar to what has been observed for the success rate variations, the total load

injected into the system and the configuration shifting also causes fluctuations in the mean

packet delay. This is more flagrant when a packet copy is subtracted, since the probability

of requiring an additional retransmission increases, leading to an higher delay and jitter.

Figure 5.11 shows the jitter performance associated to the packet delay. The maximum

advised value for the jitter is 1 ms (approximately 2 time slots). It is possible to see

that even with the additional packet copy, the jitter requirement was not fulfilled. This is

caused by the fact that most packets are sent in different stages (transmission and possible

retransmissions), and not in a single one. Its effects can be alliviated by introducing a

dejittering buffer at the receiver, which compensates the measured jitter.
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Figure 5.11: Jitter results for: 5.11(a) 500 RTT cycles; 5.11(b) 1000 RTT cycles.

This is an important factor, since it can deteriorate the conversation, with packets

arriving in advance or later, regarding the correct data packet sequence.

5.2.4 Simulation PER Comparison

Figure 5.12 shows the comparison between the average global PERs of the audio simulation

and the Poisson load used in the validation of the simulator. It is shown the average PERs

of the three transmission stages defined for this thesis: the initial transmission using RA

slots; the first retransmission; and the second retransmission. The simulation PERs are
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obtained from each PER generated to a data packet during the epoch duration.

Although both PERs are from different traffic simulations, they present a similar

behaviour for each simulation stage for various Eb/N0. For the last retransmission, the

probability of success in the reception of a packet is almost assured.
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Figure 5.12: Comparison of the theoretical and simulated average PER results for:
5.12(a) 500 RTT cycles; 5.12(b) 1000 RTT cycles.

5.3 Overall Analysis

In the validation section, the results obtained by the simulator are very close to the

results of the SR-NDMA protocol. The throughput and packet loss rate curves are almost

perfectly overlapped with the protocol curves. For the delay and jitter simulation, the

results have a similar behaviour to the protocol, although with some discrepancies that

was caused by the non-definition of a limit to the waiting queue. In general, the simulator

obeys to the requirements and the specifications of the protocol, assuming for that, the

optimal combination of packet copies and Eb/N0 values for a given number of MTs and

load.

The inclusion of the audio real-time traffic class brought some challenges to the system

configuration. In order to cope with the varying load, the value of N, which controls the

number of packet that are taken from the waiting queue at every new transmission, should

be properly defined to support the average load, but also the occasional bursts that may
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appear It can also be seen that the two different TRTT values did not influenced the

simulations outcome.

With the results from the EPUP, mean delay and jitter, it is possible to verify that

the nP
?

copies balances the energy consumption for higher levels of Eb/N0, with the delay

and jitter curves.

In general, the SR-NDMA simulator audio performance guarantees a high rate of

success in relation to the packet reception, within the advised maximum limit for the

delay, although, the jitter requirement was not achieved. Is also important to note that

the huge delay value in a satellite network makes almost impossible to achieve the jitter

goal, except when all packets are received after a unique transmission. However, this leads

to an higher EPUP.



Chapter 6

Conclusions

This thesis analyses the performance of the SR-NDMA protocol, including its capability

of providing QoS guarantees for real-time multimedia traffic, on satellite networks.

A simulator was implemented using the MATLAB® environment. A detailed expla-

nation about the simulator modelling was presented in section 4.1. Several simulation tests

were performed with a Poisson generation process traffic to validate the existing analytical

model. The similarity between the analytical model and the simulation results for the two

chosen energy levels proved their correctness. Also, it is shown that the optimizations

performed for the SR-NDMA protocol can actually balance the throughput, delay, jitter

and energy consumption.

A real-time traffic generation module was developed to analyse the SR-NDMA per-

formance in response the real-time QoS requirements.

Simulation tests were performed by varying the optimal packet combination copies,

referred by the SR-NDMA protocol. In section 5.2 is presented several measurements and

a comparison between delay/jitter results and the respective QoS limits. Only the jitter

requirements was not achieved, due to the very long propagation time, which would force

the transmission of all packet copies in a single burst.

6.1 Future Work

The implemented SR-NDMA simulator presents a good launching base for other applica-

tions. This is assured by the parametrization of several system features. It is also possible

65
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to add different modules to the simulator. The coexistence of more than one type of mod-

ule is also assured.

As future work, it would be interest to analyse scenarios with RTT > 32 slots (for

example 64) and with several groups of MTs. This is already possible with the current

simulator.

The addition of a graphical interface would turn the simulator more user-friendly, with

several combinations of traffic generation and codecs to choose.



Appendix

67





Appendix A

H.323

H.323 is as an architectural solution for Internet telephony. Several protocols are specified

for speech coding, call setup, signalling, data transport, and other areas. In Figure A.1,

it is possible to see the general model. On the left side there is a zone composed by a

gatekeeper that controls the endpoints in a LAN network. The H.323 protocols are applied

in the Internet area, where several communications devices called terminals are connected.

In the middle is a gateway that connects the Internet to the telephone network.

Figure A.1: H.323 General Model [TW10].

The H.323 approach leads to very well defined set of protocols for each layer, giving

interoperability to a system. However, it is a complex and rigid standard which can be

difficult to adapt to future applications [TW10].
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Appendix B

SIP

The SIP protocol details how to set up Internet telephone calls, video conferences, and

other multimedia connections. It just handles setup, management, and termination of

sessions. A SIP protocol can establish ordinary telephone calls, multiparty sessions where

everyone can hear and speak, and multicast sessions.

SIP protocol is a text-based protocol modeled on HyperText Transfer Protocol (HTTP).

It uses messages in ASCII text to start a session. The text consists on a method name

with additional lines containing headers, which some are taken from Multipurpose Internet

Mail Extensions (MIME) to allow interworking with existing Internet applications. The

entire process of initiation and termination of a session can be seen in Figure B.1.

Figure B.1: SIP General Model [TW10].

SIP is an application-layer protocol that can run over UDP or TCP, as required. To

initiate a session, the caller can create a TCP connection with the callee and send an

INVITE message over it or send the INVITE message in a UDP packet.
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It has the advantage of being a lightweight module that interworks well with other

Internet protocols. Also, 3GPP has redefined the SIP protocol, which is currently used as

the main protocol for several 3G and 4G network services. [TMM+07].



Appendix C

Analytical nP
?

and PER

P Eb/N0 n0 n1 n2 PER (n0) PER (n1) PER (n2)

1 12 1 1 1 0,3452 1,6e-05 1,0e-15

2 12 1 1 1 0,9999 0,0930 4,1e-07

3 12 2 1 1 0,9994 0,0269 1,6e-07

4 12 3 1 1 0,9624 0,0109 8,1e-09

5 12 3 1 1 0,9973 0,7939 0,0039

1 11 1 1 1 0,5957 0,0002 2,5e-12

2 11 1 1 1 0,9999 0,1722 2,0e-05

3 11 2 1 1 0,9995 0,0692 1,1e-06

4 11 3 1 1 0,9668 0,0289 4,3e-07

5 11 4 1 1 0,8146 0,0096 3,8e-08

1 10 1 1 1 0,8204 0,0027 4,2e-09

2 10 1 1 1 0,9999 0,3533 0,0003

3 10 2 1 1 0,9996 0,1294 2,1e-05

4 10 3 1 1 0,9710 0,0533 2,7e-06

5 10 4 1 1 0,8328 0,0246 8,2e-07

Table C.1: Theoretical data results (a) [VGaB+13].
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P Eb/N0 n0 n1 n2 PER (n0) PER (n1) PER (n2)

1 9 1 1 1 0,9456 0,0099 1,3e-07

2 9 1 1 1 0,9999 0,4858 0,0015

3 9 2 1 1 0,9997 0,2322 0,0002

4 9 3 1 1 0,9761 0,1054 4,3e-05

5 9 4 1 1 0,8537 0,0473 8,7e-06

1 8 1 1 1 0,9802 0,0306 5,2e-06

2 8 2 1 1 0,6953 0,0109 1,2e-06

3 8 2 1 1 0,9998 0,3671 0,0018

4 8 3 1 1 0,9809 0,1961 0,0003

5 8 4 1 1 0,8757 0,0951 0,0001

1 7 1 1 1 0,9982 0,1384 0,0003

2 7 2 1 1 0,8387 0,0405 3,1e-05

3 7 3 1 1 0,5297 0,0111 3,0e-06

4 7 3 1 1 0,9854 0,3031 0,0028

5 7 4 1 1 0,8962 0,1562 0,0006

1 6 2 1 1 0,3279 0,0050 1,46e-06

2 6 2 1 1 0,9356 0,1211 0,0005

3 6 3 1 1 0,6909 0,0429 0,0001

4 6 4 1 1 0,4608 0,0154 1,7e-05

5 6 5 1 1 0,2899 0,0053 3,2e-06

1 5 2 1 1 0,6438 0,0417 0,0002

2 5 3 1 1 0,2719 0,0062 7,3e-06

3 5 4 1 1 0,1478 0,0015 8,2e-07

4 5 4 1 1 0,6056 0,0477 0,0003

5 5 5 1 1 0,4092 0,0197 5,4e-05

Table C.2: Theoretical data results (b) [VGaB+13].
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P Eb/N0 n0 n1 n2 PER (n0) PER (n1) PER (n2)

1 4 3 1 1 0,1637 0,0027 4,3e-06

2 4 3 1 1 0,4789 0,0309 0,0002

3 4 4 1 1 0,2996 0,0110 4,2e-05

4 4 5 1 1 0,1776 0,0037 7,8e-06

5 4 5 2 1 0,5435 0,0075 1,1e-05

1 3 3 2 1 0,4059 0,0042 6,0e-06

2 3 4 1 1 0,1994 0,0061 2,8e-05

3 3 4 2 1 0,4701 0,0080 2,3e-05

4 3 5 2 1 0,3202 0,0028 3,7e-06

5 3 6 1 1 0,2212 0,0093 6,3e-05

1 2 4 2 1 0,2072 0,0021 4,2e-06

2 2 4 2 1 0,4032 0,0092 3,9e-05

3 2 4 2 2 0,6709 0,0369 8,2e-05

4 2 5 2 1 0,5063 0,0191 0,0002

5 2 5 2 2 0,7671 0,0794 0,0004

1 1 4 2 2 0,5047 0,0278 0,0001

2 1 4 2 2 0,6357 0,0497 0,0003

3 1 5 2 2 0,4544 0,0224 9,3e-05

4 1 5 2 2 0,6790 0,0697 0,0007

5 1 6 2 2 0,5195 0,0362 0,0002

1 0 5 2 2 0,4594 0,0364 0,0004

2 0 6 2 2 0,2355 0,0081 3,7e-05

3 0 6 2 2 0,3371 0,0181 0,0001

4 0 7 2 2 0,2387 0,0086 4,3e-05

5 0 7 3 2 0,3706 0,0091 3,1e-05

Table C.3: Theoretical data results (c) [VGaB+13].
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P Eb/N0 n0 n1 n2 PER (n0) PER (n1) PER (n2)

1 -1 6 3 3 0,4491 0,0223 9,4e-05

2 -1 6 3 3 0,4492 0,0231 0,0001

3 -1 6 3 3 0,5643 0,0387 0,0002

4 -1 7 3 3 0,4275 0,0203 8,9e-05

5 -1 7 3 3 0,5647 0,0442 0,0003

1 -2 8 3 3 0,3241 0,0171 0,0001

2 -2 8 3 3 0,2903 0,0127 8,3e-05

3 -2 8 3 3 0,3356 0,0185 0,0001

4 -2 8 4 3 0,4028 0,0150 7,6e-05

5 -2 9 3 3 0,3187 0,0172 0,0001

1 -3 9 4 4 0,4211 0,0274 0,0002

2 -3 9 4 4 0,3846 0,0221 0,0001

3 -3 9 4 4 0,3804 0,0209 0,0001

4 -3 9 4 4 0,4438 0,0307 0,0002

5 -3 10 4 4 0,3436 0,0172 0,0001

1 -4 11 5 5 0,4778 0,0343 0,0003

2 -4 11 5 5 0,3615 0,0191 0,0001

3 -4 10 5 5 0,4829 0,0379 0,0004

4 -4 11 5 5 0,3652 0,0201 0,0001

5 -4 11 5 5 0,4098 0,0247 0,0002

Table C.4: Theoretical data results (d) [VGaB+13].
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