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ABSTRACT

This work considers the problem of modelling aneéasting mortality.

In the context of the Lee-Carter model, where therall temporal pattern of
mortality is well described by a time-varying inderoderated by age-specific effects,
the study proposes a sequential testing procedalié w the presence of a structural
change in the index of mortality, which allows tlaentification of the appropriate
model used in forecasting future mortality patterfssting procedures proposed are
applied to Portugal, and other eighteen develomeohtcies, using data for the period
1950-2007. Structural changes in the overall tiraed are found in Portugal, as well as
in other developed countries, occurring mainly ialenmortality. The impacts of a
neglected structural change in the overall tempogabviour of mortality are illustrated
for the case of male Portuguese population.

In order to better understand male and female rityrgatterns in Portugal,
several descriptive measures and visualization nigqales are used and various
extensions of the Lee-Carter model are appliedn@ing rhythms of decline over ages
and time are found. The possibility of a cohorteeffin male mortality is also
suggested.

Finally, cohort specific influences in male Portaga mortality patterns are
studied using log-linear additive age-period-colmadels, as well as models allowing
for age interaction with period and cohort effedibe evidence is favourable to the
existence of cohort effects influencing male popafapatterns, with some generations
experiencing stabilizing or even poor mortality dwions than preceding and

subsequent cohorts.

Keywords: Age-period-cohort model, cohort effects, Lee-Gameodel, mortality

forecasting, structural change, unit root.
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RESUMO

Este trabalho considera o problema da modelizagiiewtsao da mortalidade.

No contexto do modelo de Lee-Carter, em que a temaé&emporal global da
mortalidade é bem descrita por um indice que \aritongo do tempo, moderado por
efeitos especificos por idade, o estudo propde naredimento sequencial de teste que
é véalido na presenca de uma alteracao estruturidice de mortalidade, permitindo a
identificacdo do modelo mais apropriado para péevido comportamento futuro da
mortalidade. O procedimento de teste proposto i€aaja a Portugal, e a mais dezoito
paises desenvolvidos, utilizando dados para ogeri650-2007. Alteracbes estruturais
na tendéncia de declinio da mortalidade sao eramagrem Portugal e em quase todos
0S outros paises considerados no estudo, ocorrgndapalmente na mortalidade
masculina. Os impactos de negligenciar uma alteragsrutural na tendéncia da
mortalidade séo ilustrados para o caso da populagdoulina portuguesa.

A fim de compreender melhor os padrées de mdedé de homens e
mulheres em Portugal, sdo usadas varias medidesties e técnicas de visualizacao,
bem como, desenvolvimentos recentes ao modelo deCheer. Séo evidentes
alteracdes nas taxas de declinio da mortalidadersm do tempo e por idades, bem
como, uma forte possibilidade de um efeito geradioa mortalidade masculina.

Finalmente, é estudada a influéncia de efeitosotete no comportamento da
mortalidade masculina em Portugal através da atifim de modelos log-lineares idade-
periodo-coorte, considerando também interacdeseigadodo e idade-coorte. A
evidéncia empirica é favoravel a existéncia detafeile geracdo que influenciam o
padrdo de mortalidade masculina, em que algumasteso@xperimentam uma
estabilizacdo ou mesmo deterioracdo das condighesodalidade comparativamente a

coortes anteriores e subsequentes.

Palavras-chave:Alteragcéo estrutural, efeitos de coorte, modefiesié-periodo-

coorte; modelo de Lee-Carter, previsdo da mortdéideaiz unitaria.
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1. INTRODUCTION

Mortality in Portugal, following the trend in otheteveloped countries, has
changed tremendously over the twentieth and fiesade of the twenty-first centuries.
During this period, with the exception of the irdhza epidemic crisis in 1918, one saw
a general decline in the level of mortality, a datia reduction in infant mortality, the
increase of survival at more advanced ages, anthagginary gains in the life
expectancy of the population. Over the last 60g/dde expectancy at birth in Portugal
increased more than 20 years.

Although positive for the individual as well as fitre society as a whole, in the
actual social and demographic context, these aehiemts and the perspective of
further longevity gains pose a challenge to pusdictor health care provision, to public
retirement system and to private life annuitiesifess, among many others. As such,
the analysis and monitoring of the mortality patseras well as modelling and
forecasting future mortality patterns are of funéatal importance.

The major problem for age-specific modelling andeéasting mortality is the
high dimensionality of the data, especially if $engges and calendar years are used. In
order to deal with the dimensionality problem,sitnecessary to use models allowing a
more parsimonious representation of the data.

The Lee-Carter methodology (Lee and Carter, 1982ytitutes a landmark in
the evolution of mortality stochastic modelling.v8mal methodological developments
have been proposed to improve the accuracy of demamong which the choice of
an optimal fitting period (Booth, Maindonald and i8Bm2002), adding an age-specific
enhancement factor (Renshaw and Haberman, 2003)logabilinear Poisson
specification (Brounhs, Denuit and Vermunt, 200&)d the introduction of an age-
cohort term in the log-bilinear model (Renshaw aHdberman, 2006). These
methodological developments motivated the presemkweither in what concerns the
research on a possible structural change in thpdeahmortality pattern as in exploring
other specific patterns in overall mortality in Rgal, in our knowledge not yet, such as
cohort effects. The present work was also inspaedhe classical log-linear additive



age-period-cohort model, largely used in health gmdemiological studies, as well as
on recent research concerning the intrinsic ideatiion problem of this type of models.

The purpose of this thesis is to further explorertaldy patterns in Portugal,
over the period 1950 — 2007, investigate the pdggilof a structural break in the
overall temporal trend of mortality, identify difeent rhythms of decline of age-specific
rates, detect and model the eventual presence hafriceffects in mortality patterns.
These contributions are important in establishimgenaccurate models on which to
base future forecasts.

The thesis consists of three papers organized rionological order. The first
paper addresses the structural change in timengnyiortality index and proposes a
sequential testing procedure to test for structetelnge and unit-roots prior to the
identification step in the Box-Jenkins time-semesthodology. The second paper, using
descriptive measures and visualization technigagplores the mortality patterns of
male and female populations. Different empiricaldels are considered for the whole
1950 — 2007 period and for several sub-periodsh wlite objective of obtaining
consistency with the main mortality patterns thatevfound. The third paper considers
age-period-cohort models, exploring different mogjecifications, as well as measures
to evaluate the goodness of fit of the various nsydd concludes for the evidence of
cohort influences in male mortality.

The main contributions of this work are as followge expect to demonstrate
how the Lee-Carter model might be improved by teeetbpments in the theory of unit
roots and structural changes in order to provideebenortality and longevity forecasts.
Also, we expect to contribute to a more accuratewkadge of mortality patterns in
Portugal, specially the influence of cohort effectooderated by age, which should be
considered in mortality modelling and forecasting.

A more detailed description of each paper follows.



1.1. Forecasting Mortality in the Event of a Structural Change

The paper considers the problem of forecastingéutaortality patterns in the event of
a structural change in the context of the Lee-Cam@del (1992), a pioneering
contribution for stochastic mortality forecastingtimods and that, as well as some of its
extensions, is widely used by demographers andaaetuto model and forecast
mortality. A core assumption of the Lee-Carter niadethat the evolution of age-
specific death rates is driven by a common time4war index, which represents the
improvements over time of the general level of mldst. This mortality index is then
forecast to obtain future mortality patterns.

Several recent studies have documented changée ipace of decline of the
general level of mortality (Booth, et al., 2002;nRkaw and Haberman, 2003; Booth,
Hydman, Tickle, and Jong, 2006; Shang, Hydman amdtid 2010), providing
evidence of changing trends in the mortality decfirate. The eventual presence of a
structural break in the general level of mortaltyses a methodological problem to
modelling the mortality index, since the standamacpdures to check the stationarity of
a time series are not valid and may induce theareber to select a sub-optimal model
for the index of mortality and consequently obtdimsed forecasts. The paper
demonstrates how recent advances in statisticahgefor structural changes can be
used to arrive at a properly specified model foe theneral level of mortality.
Specifically, the results of tests for a changé¢him trend of the mortality index and for
the presence of a unit-root are used to identifgragpriate forecasting models. The
testing methodology proposed also allows, in theecaf the presence of a structural
change, to identify the date when the change oedurfhe paper also shows the
importance of considering structural changes whaking predictions, illustrating, for
the case of Portuguese male mortality, the impaciortality and life expectancy
forecasts of accounting for such structural changes

It concludes that there is significant evidence psupng the presence of a
structural change in the evolution of male moryaliwhich is associated with a more
accentuated decline in the overall mortality rateeicent years for almost every country
considered. In contrast, evidence of structurahgka in female mortality is found only

for a few countries. It is interesting to note thathe case of the European countries



these structural changes have all taken placearséicond half of the sample, that is,
after the mid-1970s. These findings are in linehwthanges documented in other
studies.

The main contribution is the definition of a sequerntesting procedure, which
is valid in the presence of a structural changel, aha change is present, allows
determining the date when it occurred, contributitog the identification of the
appropriate model used to forecasting.

A succinct summary of each section of the papdovid.

After a brief introduction, which states the prohland explains the contribution
intended by the researchers, the paper introduoescliassical Lee-Carter method,
proposed by Ronald Lee and Lawrence Carter in 1888, the Poisson regression
extension proposed by Brouhns, Denuit and VermR@00Z%), that is followed in the
empirical application.

Lee and Carter (1992) propose a demographic modelescribing the temporal
evolution of age-specific death rates as a funatiba single time-varying index. The
model is estimated and the resulting time-varyiagameter is then forecast using Box-
Jenkins time-series methods. Forecasts for thespgeific death rates are obtained
using the estimated effects and the forecastseofithe-varying index. To estimate the
demographic model for a given matrix of death régsige and calendar year, Lee and
Carter (1992) propose a least squares solutiorg usisingular value decomposition,
assuming errors with zero mean and constant varidfmlowing several critics on the
homoskedastic nature of the errors, Brounhs €2802) propose an alternative model
that keeps the functional form of the Lee-Carterdeidout replaces the least-squares
approach with a Poisson regression for the numbedeaths, and a maximum
likelihood interactive estimation process.

The main steps of the Box-Jenkins methodology usechodel the mortality
index time-series are also briefly reviewed. Intipaftar, the first step in obtaining an
appropriate ARIMA model for the mortality index ngithe Box-Jenkins methodology.
It consists of determining if some transformatidrtlee series, such as differencing or
de-trending, is necessary to induce stationarifiprieeidentifying and estimating the
forecasting model. Different transformations chogeninduce stationarity generate

different point forecasts and different probabilityervals.



In the third section, the paper discusses the oaptins of the presence of a
structural change in the trend of the mortalityexdand a sequential testing approach to
cope with this possibility when forecasting the tabty index, based on the papers of
Harvey, Leybourne, and Taylor (2009) and Harrisyvdg, Leybourne, and Taylor
(2009), is proposed.

The importance of testing for a structural changethat any neglected or
wrongly placed structural change in a time-ser@auaing in the estimation phase may
result in forecasts with a tendency to deviate fitbmn future realizations of the series,
resulting in potentially large forecast errors. Hwear, the approach to test for and
estimate a model with a structural change is higihdpendent on the stationarity
proprieties of the time-series process.

In the presence of a structural change in the tretashdard procedures to detect
the presence of a unit-root and the need to fife#¢rédnce the data, such as the analysis
of the empirical autocorrelation functions and stendard Dickey-Fuller unit root tests,
are not valid, having the tendency to wrongly ssg@eunit-root when the series is, in
fact, stationary around a broken trend. Modified-voot tests valid in the presence of a
structural change, when the change date is not Rnawd must be estimated were
proposed by Zivot and Andrews (2002) and Perron Radriguez (2003). However,
when no change is actually present, several prabl@nise, such as a spurious change
date or erroneously find a structural change whenetis none due to the presence of a
unit root.

A sequential testing procedure is proposed to déal this dilemma. In a first
step, since it is not possible to know beforehanthere is a unit-root or not in the
mortality index, we test for the presence of adtmal change in the trend. To do that
we apply the test for a structural change in teadrproposed by Harvey, et al. (2009)
that is valid regardless of whether the seriegffierdnce-stationary or trend-stationary.
Secondly, as in Harris, et al. (2009), the restilthcs structural change test is used to
decide on the appropriate unit-root test to uséh wr without allowing for a structural
change. Thirdly, if according to the Harvey et @009) test (1) the hypothesis of a
structural change is rejected, one should use atdnehit root procedures (ADF-GLS
test not allowing for a break); (2) the hypothesis structural change is not rejected,
one should use the Harris et al. (2009) unit rest &llowing for a break (ADF — GLS



test allowing for a break). Fourth, according te tlesults of the appropriate unit-root
test, in the case where in the first step a strattthange was detected, the date when
the change occurred is estimate using first-diffees if a unit root is found or using
levels otherwise. At last, based on the conclusadribe previous steps, the appropriate
ARIMA model is fitted to the mortality index andrécasts obtained.

In the fourth section, the paper illustrates thqusatial testing methodology
proposed by an application to post-1950 mortaligjadfor a set of 18 developed
countries: Austria, Belgium, Canada, Denmark, BEmgland Wales, Finland, France,
Ireland, Italy, Japan, Netherlands, Norway, Pottupain, Switzerland, Sweden,
United States of America, and West Germany.

Fitting the Poisson Lee-Carter to male and femaleufations in each country,
the estimated mortality indices confirm the downivarend in mortality over time
observed in all countries, and their visual insjpecsuggest that the rate of decline after
the mid-1970s, especially for male mortality, miglave become more accentuated in a
number of countries. Such visual inspection, howewgay suggest a spurious break if a
unit-root in present in the time-series.

The results of the first step of the sequentiatingsapproach to identify the
correct forecasting model in the potential presenfea structural change show
significant evidence of a structural change inttead slope of male mortality indices in
all countries, except Finland and Spain. The simats quite different for females,
where the evidence is favourable to a structuraingk in the trend slope only in
Austria, Ireland, Italy, Japan and Sweden. Evideate unit-root is found in all
countries, except Denmark for males and Japan amedé&h for females, which implies
that the mortality indices are stationarity in ffidsfferences, that is, the model should be
fitted to the first-differences of the mortalitydices, except for males from Denmark
and females from Japan and Sweden. The authorghaiten the case of the European
countries these structural changes have all talae pn the second half of the sample,
that is, after the mid-1970s.

The authors consider the male Portuguese mortedise to illustrate how the
results of the proposed sequential tests methogob@mn be used to arrive at an
appropriate forecasting model, as well as the impéathe results of the unit-root and

structural change tests obtained previously in $eohmortality and life expectancy



forecasts considering models estimated with diffeisgpecifications of the structural
change and unit-root.

According to the results of the sequential testpgroach the mortality index
for the Portuguese males presents a structuralgehan 1996 and first-differences
should be applied to induce stationarity. The appate model is then an ARIMA
(0,1,1) model allowing for a structural change #9&. Using this model we obtain
forecasts of the mortality index for the period 302050 and the corresponding 95%
confidence bands. The confidence bands widen awerds a direct consequence of the
unit-root non stationary model.

The impact of allowing for a structural change ime tmortality index is
illustrated by comparison of the above model witreé other models estimated with
different specifications of the structural changel éhe unit-root: (1) ARIMA (0,1,0)
with drift or random walk with drift model, (2) th@eRIMA (1,1,0) not allowing for a
break, and (3) the ARMA (1,0) allowing for a braakl973.

The random walk with drift model, which is the mbdest often used to fit the
mortality index and that was found to be optimatha original work of Lee and Carter
(1992), does not fit well to the male Portuguesetatity index. The ARIMA (1,1,0) is
the model without a structural change that beitethé estimated mortality index. By
construction using this model the forecasted rdteezline in mortality is basically
given by the average rate of decline during the levlestimation period, therefore the
more accentuated rate of decline in mortality sifmeeend of 28 century until the end
of the estimation sample is not translated into ftitare projections. Comparatively
with the optimal model, the projected decline inrtality is much less using this model
and its confidence bands are wider as a consequérnice poorer fit. The ARMA (1,0)
model allowing for a break in 1973 correspondstttend-stationary model that better
fit the mortality index. The forecasted declinemiortality is also not as great as in the
optimal forecasting model, and the confidence baadsexpected, do not grow as the
forecasting horizon grows, since this model assusteggonarity around a broken trend.
Thus, for longer horizons, this model will produfteecast intervals with the least
amplitude, but obviously underestimating future entminty, given the results of the

sequential testing procedure that led to the optioracasting model.



For each of the estimated models, mortality indesedasts are used also to
produce forecasts for the age-specific death mtdsorecasts for the life expectancy at
birth and at 65 years were calculated. The optmadiel with a unit-root and a change
in 1996 gives the highest projected gains in lif@extancy during the next four
decades. The confidence bands for the mortalitgcists and the amplitude of the
confidence bands for the 2050 life expectancy fastrare substantially smaller for the
optimal model than for the unit-root models with@libwing for a structural change,
but larger when compared with the trend-statiomaoglel with a break.

The paper concludes with a discussion of the resualinparatively with several
research studies that show evidence regarding elaimgthe rate of decline of the
general level of mortality. The findings are indinvith these results and the paper
concludes that the testing procedures can be wssdléct the appropriate forecasting
model in the context of Lee-Carter model. Futuseagch paths point to allowing more
than one latent mortality index in the model totaag dissimilar evolutions of mortality
at different ages, as well as the possibility ohgidering more than one structural

change.

1.2. Patterns of Mortality Decline in Portugal since 198

This paper considers mortality improvement pattémri®ortugal, over the period 1950 —
2007. The aim is to show how a detailed descripivalysis of the patterns of mortality
improvement can be used to benefit the formulaind validation of a parsimonious
model for estimating mortality dynamics over agel ame. To identify the major
patterns in the evolution of mortality over time ftifferent ages, detailed descriptive
analysis and graphical visualizations of mortalitgta are explored, as well as the
analysis of the fitting results from the Poissorei@arter model applied to the whole
1950-2007 period and to different sub-periods, eesllts from an extended model
adding a second order age-period term.

The paper was motivated by previous research fgsdifCoelho and Nunes,
2011), in particular the evidence of a clear patter deviance residuals from the

Poisson Lee-Carter model applied to Portuguese malgality, suggesting that there



are patterns in male mortality that have not bedly taptured by the model. Deviance
residuals plotted against age show larger residataisfancy and around the accident
hump ages, suggesting that there are age-periedhations not captured by the model.
The plot of deviance residuals versus year of lsitbws some sort of ripple effect,
which suggest that not only period effects mayedifbetween ages but also cohort
effects may be influencing the mortality pattern.

The descriptive analysis of age-specific mortafiyes, as well as composite
longevity indicators such the life expectancy athhishow that the rate of mortality
decline at infant and younger ages has changedatiiatty, and improvements at other
ages have also had several distinct decline patw@rar the period 1950 - 2007. In the
case of male population, there are even periodsoafe deterioration in mortality
conditions for some age groups. These differencessansitivity of age-specific
mortality to a temporal trend are not properly capd by the Lee-Carter model, and
suggest that additional parameters should be aniddee demographic model to allow
for greater flexibility.

The findings concern the relevance of descriptivalysis for the specification
of the model that most adequately captures moytphtiterns. The Lee-Carter model
with a second age-period interaction term is fotmdbe the most appropriate model,
however with less significant improvement for feegthan for males, and still, in the
case of male mortality, some patterns are not ftdlgtured. The possibility of a cohort
effect is left for further research.

A succinct summary of each section of the papdovid.

After a brief introduction, the paper describes thgrovement in observed
mortality patterns over age and time, for males &males separately, based on
calculation and graphical analysis of indicatorslafigevity, age-specific mortality
indicators, and rates of mortality improvement oage groups and time intervals. The
most relevant conclusions of the analysis are ¢éhgarkable increase in life expectancy
at birth, that surpassed twenty years during thie@e 950 — 2007; the huge decline in
infant mortality; the decline of death rates at@dirall ages but at different paces; lower
or even deterioration of male mortality conditiofts some age groups that move
upward with age; recent contributions for incredgesxpectancy at birth are specially

becoming from those aged 60 to 79 years; the caratem of deaths around the mode
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of the distribution of deaths and the consequestargularization and expansion of the
survival curve.

The third section of the paper briefly reviews thassical Lee-Carter method
(Lee and Carter, 1992), and its Poisson extensiopgsed by Brouhns, et al. (2002),
which assumes a Poisson distribution for the numiferdeaths and proposes a
maximum likelihood interative estimation processeTatter is used in the empirical
modelling. The addition of a second bilinear ageeaeterm, which allows for a greater
flexibility in capturing the mortality patterns, &so considered, following the work of

Booth et al. (2002) and Renshaw and Haberman (200&)el performance measures,

based on residuals, are discussed, such as thandeviesiduals and the psefio
proposed by Cameron and Windmeijer (1997) for Poisegression models.

Section 4 presents and discusses the estimatiahsre$ the Poisson Lee-Carter
model, applied for males and females separatelthdovhole 1950 — 2007 period. In
general the model captures the overall trends inatity, the exceptions being those
ages with a less regular behaviour where somecdifies of adjustment are evident, as
in the case of men between 20 to 35 years old.eBwdic pattern in the deviance
residuals are visible, in particular for men, prés®y a structure hardly consistent with
the assumption of independence of the residualswisly a diagonal clustering of
residuals which suggest the presence of cohorttsffe

The results of fitting the Poisson Lee-Carter motelfour subsequent sub-
periods, to address the problem of age-specifimging patterns, are presented in
section 5. The results confirm that the rates oftality improvement at each age have
changed over time.

In section 6, the paper presents the results of¢leeCarter model with a second
age-period interaction term applied to the entedaqa 1950 — 2007. Overall, adding a
second age-period interaction term improves theffthe model, in particular for men
by capturing the nonlinearity in the log-rates artfcular at young ages. The impact of
the second bilinear term for women is less sigaiftc The analysis of the residuals for
males, however, continues to show some clustemiigms.

The paper concludes with the discussion of theistarecy of the results of the
descriptive analysis and the estimated results feaoh of the above models. The
relevancy of descriptive analysis for the speciiaaof the model that most adequately
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captures mortality patterns is acknowledged. Thesibdity of a cohort effect in the

male mortality is left for further research.

1.3. Cohort Effects in Mortality Modelling

This paper studies the possibility of a cohort @fie male Portuguese mortality, using
age-period-cohort models, considering additivequeand cohort effects as well as age-
period and age-cohort interactions. The purposegs-period-cohort models is to
estimate the respective contributions of the effext age, period and cohort on the
evolution of the overall mortality. All three typed effects are distinct, but operate
simultaneously, given the relation among them, Wwhigoses the problem of
identification at the core of age-period-cohort ritidg.

It is useful to define the three types of effectage-period-cohort analysis. Age
represents the intrinsic mortality risks relatedbtological and physiological factors,
which are associated to the aging process, andhvetfiiect equally all individuals of the
same age, regardless of their generational experiand observation period. Period
effects are environmental conditions common towemitime period that change the
level of mortality risk at all ages. Cohort effecs generational effects represent the
influence of past conditions on current mortaligks; these are attributable to the life
course experience of a cohort.

The study was motivated by a previous exploratorglysis of the patterns of
mortality decline in Portugal over the period 195@007 (Coelho and Nunes, 2011),
which showed that the rhythm at which mortality l&en improving differs between
ages and over periods of time. In particular, apasgntly odd pattern of mortality
improvement was detected in the male populatioggssting that over time a specific
group of male individuals might have experiencedoa-declining or even increasing
mortality. The deviance residuals, from fitting thee-Carter model to male Portuguese
mortality, also suggest that particular age-tinftuences are not fully captured by the
model. Specifically the plot of the deviance residwersus year of birth show a ripple
effect, a pattern similar to that found in Englaarad Wale due to cohort effects in

mortality. Furthermore, to our knowledge, all segliof the mortality evolution in
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Portugal have focused on the impacts of age anddyaand relatively little is known
about possible cohort effects.

The paper, using the Bayesian Information CriteriBiC), concludes that an
age, period and cohort model with period and cokffeacts moderated by age - the
Renshaw-Haberman model - is the most suitable mmddescribe Portuguese male
mortality patterns from 1950 to 2007. These findirgye consistent with previous
descriptive findings. The paper also concludes atimivalidity of BIC in the selection
of the most parsimonious and adequate model thraiggimulation procedure.

A concise summary of each section of the papeovid|

Following a brief introduction, the paper presethis theoretical framework of
the Age-Period-Cohort (APC) modelling, based oradatayed by age and period, with
equal interval widths for age and period, whichiifg cohorts by the diagonal cells of
the table.

First, it contemplates the additive APC model, ithentification problem of the
APC model, the constrained-based approach propbgsed. Mason, W. Mason,
Winsborough and Poole (1973) to estimate and dbkedentification problem, as well
as more recent developments, in particular theagmbr of Kuang, Nilsen and Nilsen
(2008). The introduction of age-period and age-cbh@eractions in the model is
presented next. This is illustrated by the Lee-&arhodel (Lee and Carter, 1992;
Brouhns, et al., 2002), the Renshaw-Haberman m@#ishaw and Haberman, 2006),
and the Lee-Carter model with additive cohort éffec

Age-Period-Cohort analysis was initially based loa Yisual inspection of death
rates plotted by year of birth. Researchers, ssddarick in 1927 (see Hobcrat al.,
1982), Kermack, McKendrick and McKinlay in 1934 gsklurphy, 2010; Hobcraft et
al., 1982), and Frost in 1939 (Case, 1956), dematest graphically that age-specific
mortality rates seem to be more regular for cohtbras for periods, and as such more
useful to project future trends. A formal approaeme several years later. Although
the statement of the APC model is straightforwaisl,estimation poses a statistical
problem, known as the identification problem, daethe linear relationship between
age, period and cohort. For the case of mortatlig, APC model states that some
monotonic transformation of the observed age-spegibrtality rates can be modelled

as a linear additive function of age, period andocbeffects.
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The seminal work of K. Mason, W. Mason, Winsborowgid Poole (1973),
address the identification problem in the age-gkdohort model and, using a multiple
classification framework, propose a constrainecetiapproach, based anpriori and
theoretical knowledge, to estimate the age, paiwtcohort model parameters. Several
other approaches to solve the identification pnobtd the APC model have followed,
such as estimable functions of the parameters ismvato the particular constrain
applied, among which second differences of agepgemnd cohort effects (Clayton and
Schifflers, 1987). Using second order differencéshe three effects as measures of
curvature, Kuang et al. (2008) propose an alteraatipproach to the identification
problem in the age-period-cohort model, which csissin transforming the design
matrix so that curvatures (the second differenaasyge, period and cohort are
estimated directly along with the two linear comgots. Still the original parameters
are obtained imposing identification restrictiomstbe parameters.

Either explicitly or not, attempts to solve thenti&ability problem, and obtain
estimates of the absolute values of the age, penmmt cohort effects, are ultimately
based on some type of constraint. According to ©layand Schifflers (1987) and
Carstensen (2007) it is not possible to uniquelyrede the absolute effects of age,
period and cohort, unless the researcher is willmgnake some assumptions on the
relative importance of the effects, since it is achievable to surmount the problem of
having two variables as well as their sum in theesénear model.

The introduction of age-period and/or age-cohatractions may be a way of
solving the identification problem, but also caspecific identification requirements
that need to be attended. The Lee-Carter model dhdeCarter, 1992) includes an age-
period interaction, but no cohort effect. The RewsttHaberman model (Renshaw and
Haberman, 2006) generalizes the Lee-Carter mod#ihgdan additional age-cohort
interaction. The authors also generalize the LegeCanodel to include an additive
cohort effect.

The data and a visual analysis of the age-speuifictality rates for Portuguese
males are presented in section 3 of the paper. Datdne number of deaths and the
corresponding exposure to risk, by single ages y@ats of calendar, for the period
1950 — 2007, are obtained from the Human Mortdfgabase. The evidence from the
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graphical analysis is that besides aging chandifegts, period and cohort effects may
both be present in the data.

In section 4 the estimation results of the follogvimodels are presented: the
age-cohort (AC) model, the age-period (AP) modbk tge-period-cohort (APC)
model, the Lee-Carter (LC) model, the Lee-Cartahvaidditive cohort effects (LCC),
and the Renshaw-Haberman (RH) model. The fittingliguof each model is checked
through the graphical analysis of the deviancedteds plotted against age, calendar
year and year of birth, and by the values of desgaand BIC.

The Renshaw-Haberman model, with period and cadfetts both moderated
by age, is found to be the most suitable modeletecdbe Portuguese male mortality
patterns from 1950 to 2007. This result is consisteith our expectations from the
exploratory analysis of male mortality pattern iartegal over 1950 — 2007, showing
different rates of improvement for different agasd the fact that some birth cohorts
showed particular poor mortality improvements cagulthood when compared to other
generations. The evidence of the graphical analgsiswell as the results from the
estimated models, allude to the existence of codftetts influencing Portuguese male
mortality data.

In section 5 the paper proceeds with a simulattodys The simulation allows
us to determine if BIC is able to select the apped@ model for different data
generating processes. Through the simulation siudy also possible to understand
what happens when the fitted model does not casrebfo the true model, that is, what
are the consequences of an incorrect specificaticghe model. Simulation settings are
chosen such that they mimic real world situationsparticular Portugal and England
and Wales. England and Wales have well documertbdrt effects (Willets, 1999,
2003). The simulation concludes that BIC is in falobosing the most adequate model
to the data, since it selects the model correspgnth the data generating process. In
what concerns errors in the specification it isnfduhat if only additive cohort effects
are present in the data, allowing for age inteoactierms will result in an over
parameterized model. On the other hand, if the dadffect is omitted and a model with
an age-period interaction term is fitted to suctagéne estimated age-period interaction
terms will capture part of the cohort effect in tii@a. If only age-period interaction

terms and additive cohort effects are presentardtita, allowing for a cohort effect and



15

the respective age interaction terms will resultan over parameterized model.

Conversely, the omission of an interaction term kei$ult in spurious cohort effects.
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Abstract

In recent decades, life expectancy in developedtci@s has risen to historically
unprecedented levels driven by unforeseen decimasortality rates. The prospects of
further reductions are of fundamental importance@arous areas. In this context, we
consider the problem of forecasting future moryadihd life expectancy in the event of
a structural change. We show how recent advancesatistical testing for structural
changes can be used to arrive at properly specifiedels for the general level of
mortality in the context of the Lee-Carter modgbe8ifically, the results of tests for a
change in the trend of the mortality index andtf@ presence of a unit-root are used to
identify appropriate forecasting models. The pregosethodology is applied to post-
1950 mortality data for a set of developed coustieorder to test the usual assumption
made in the literature of a sustained decline imtahity at roughly constant rates in this
period. Structural changes in the rate of decinevierall mortality are found for almost
every country, especially in male populations. W allustrate how accounting for
such a change can lead to a major impact in mtyritd life expectancy forecasts over
the next decades.

Keywords: Lee-Carter model, life expectancy, mortality fasting, structural change,

unit root.
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2.1. Introduction

Over the past decades, life expectancy in develgpedtries has risen to historically
unprecedented levels. The prospects of furtherduteductions in mortality rates are of
fundamental importance in various areas such aogephy, actuarial studies, public
health, social insurance planning, and economicyoDver the last years, significant
progress has been made in mortality forecastingafiiecent review see Booth, 2006).
The most popular approaches to long-term foreagstie based on the Lee and Carter
(1992) model. It describes the time-series movenwéndage-specific mortality as a
function of a latent level of mortality, also knows the overall mortality index, which
can be forecasted using simple time-series meth®dsie of the advantages of this
approach are its simplicity and the robustnesshefforecasts when age-specific log-
mortality rates decline linearly over time. The huat was initially used to forecast
mortality in the U.S., but since then it has be@pli@ad to many other countries,
including Australia (Booth, Maindonald and SmithQ02), Austria (Carter and
Prskawetz, 2001), Belgium (Brounhs, Denuit and Mertn2002), Brazil (Figoli, 1998),
England and Wales (Renshaw and Haberman, 20038p20Mapan (Wilmoth, 1996),
Spain (Guillen and Vidiella-i-Anguera, 2005; Debéfpntes, and Puig, 2008), Sweden
(Lundstrom and Qvist, 2004), the Nordic countriési§¢si, Shapiro and Hognas, 2006),
and the G7 countries (Tuljapurkar, Li and Boe, 2000

The original Lee-Carter model has also receivedraber of criticisms (see the
discussion in Lee and Miller, 2001) and severakesions have been proposed in the
literature (see Booth and Tickle, 2008). One magsue concerns the stability of the
model over time. Since the method is usually appieelong time-series there is a risk
that important structural changes may have occumetthe past. And any neglected
structural change in the estimation period mayltesdorecasts that have a tendency to
deviate from the future realizations of the motyaindex, leading to potentially large
long-term forecast errors. Moreover, inaccurate ellod) of past trends also
compromises the estimation of the past variabdftynortality, leading to further biases
regarding the estimation of forecast uncertainty.

In fact, historically, mortality in the USA has nalivays declined in a linear way
as depicted in Lee and Carter (1992) for the pet®d0-1989. These authors also re-
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estimated their random walk with drift model foetmortality index for several shorter
and more recent periods and concluded that thesesame instability. As noted by Lee
(2000), if one had used their method to extrapolage mortality index backward in
time, one would arrive at too high mortality rafes the beginning of the fdcentury.
Other studies also document that there has beerstansatic overestimation of the
projected mortality rates in many countries (Stdi®33, Koissi et al 2006). In multi-
country comparisons of several versions of the Cager method, Booth, Hyndman,
Tickle, and De Jong (2006) and Shang, Hyndman, Bowth (2010) find significant
differences in the forecasting performance whearmédttive fitting periods are used,
providing evidence of changing trends in the mastalecline rate.

This paper considers the problem of forecastingireutmortality and life
expectancy in the event of a structural change. SMew how recent advances in
statistical testing for structural changes can beduto arrive at a properly specified
forecasting model for the general level of monalit the context of the Lee-Carter
model. Specifically, the results of tests for arg@in the trend of the mortality index
and for the presence of a unit-root are used tatiiyethe appropriate model to be
estimated and used to carry out the projectionpahticular, it allows one to detect if a
change is present or not, to estimate the dateentherchange occurs, and to determine
if the appropriate forecasting model should be thasa the levels or the first-
differences of the mortality index series. The ldistinction is important as the two
alternatives lead to substantial differences inahmplitudes of the forecast confidence
intervals.

The proposed methodology is applied to post-19%@-series mortality data for
18 developed countries from Western Europe andhNarmerica, and for Japan, for
which reliable data is available. According to gaVestudies, during this period, the
majority of the developed countries have experidreceustained decline in mortality at
roughly constant rates (see Tuljapurkar et aD00, and Lee and Miller, 2001).
However, recent studies have questioned the lityeafithe decline in mortality, and
provide evidence of changes in the pattern of dedh this period (some examples are
Booth et al., 2002, for Australia; Renshaw and Halae, 2003a, for England and
Wales; and Booth et al., 2006, for several developeuntries) By applying our

proposed tests, we provide statistical evidencearddgg this question. Indeed,
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according to our results, structural changes irrdte of decline in the overall mortality
rate are found for almost every country considessdi especially in the male
populations. We consider as an example the cadeodfiguese male mortality and
show that accounting for a structural change ldads major impact in mortality and
life expectancy forecasts over the next decades.

The article is organized as follows. Section 2 nés a brief review of the Lee-
Carter method and its extensions. The proposedoapprto forecast mortality in the
presence of structural change is described in @e&i The empirical application is
presented in Section 4. Finally, Section 5 discaighe results obtained and presents

some concluding remarks.

2.2. The Lee-Carter Method

The Lee-Carter method combines a demographic maidabe-specific death
rates with statistical time-series forecasting radth In this section, we give a brief
description of the implementation of these two comgnts of the method. We also
present the Poisson regression extension that Nesvfon our empirical application.

2.2.1. The demographic model

The core assumption behind the Lee-Carter (1992)eirie that the evolution of
death rates for any ageis driven by a common time-varying component, detdy

k., which is also referred to as the overall mownalihdex. More precisely, the
following relation is assumed:

Inm,(t)=a, + Bk +&(t) (1)
where m,(t) is the central death rate for ageand calendar year a, are the age-
specific parameters that affect the overall Ievfelrrmx(t) over time, B, are the age-
specific parameters that characterize the sertgitiof In mx(t) to changes in the

mortality index k., and gx(t) represent error terms capturing particular ageigpe
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historical influences not explained by the moddie3e errors are assumed to have zero
mean and constant variance. Lee and Carter estiimatgge-specific death rates by the

following ratio:

o, ) = @)

where D,, denotes the number of deaths recorded atxadering yeart from a
corresponding exposure-to-ridk , .

Lee and Carter (1992) propose a two-stage procemuestimate the model
given by equation (1). First, a least-squares spiuto estimatea,, B,, and k, is
found. Since the model is clearly underdetermirsedne normalization constraints are

imposed to obtain a unique solution: the sum of Mever all ages equals one and the
sum of thek, over time equals zero. As a consequence,ahawill be equal to the
average values oln rﬁx(t) over time. The solution is found using the siagwalue
decomposition. Since the model is written in tewh$éog mortality, the observed total
number of deaths in each year will not equal tha s the fitted deaths by age. To
ensure this equality, thie are estimated a second time, taking #heand S, estimates
from the first step, such that for each yeagiven the actual age distribution for the

population, the implied number of deaths equalsotheerved number of deaths.

The homoskedasticity assumption on the error texft), implied by the
singular value decomposition estimation of the pat@rsa,, S, and k, has been

considered fairly unrealistic (Wilmoth, 1993; Alh2000) since the logarithm of the
age-specific death rate is much more volatile dtages, where the number of deaths
and of those exposed to risk are relatively snialcircumvent this problem, Brouhns,
Denuit and Vermunt (2002) propose an alternativeehthat keeps the Lee-Carter log-
bilinear functional form, but replaces the leastags approach with a Poisson
regression for the number of deaths. Specificaligy consider the following model

describing the distribution oD, , :

D, ~ PoissoffE, z,(t)) with . (t)=exda, + k), (3)
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where the parameters,, [S,, and k, retain the meaning originally attributed by the
Lee-Carter model, and wheye, (t) denotes the force of mortality. Note that if tioeck
of mortality is assumed to be constant within banfilsge and calendar years, but
allowed to vary from one band to the other, that is
Hy(t+7)=p1,(t) for O<y,7<1, (4)

it follows that the force of mortality is identicalith the central death rate,
pt) = my(t).

The parameters of the Poisson model can be estnbgtenaximum likelihood

still subject to the model identification constitaithat the sum of thg, over all ages
equals unity and the sum of tHe over time equals zero. The second stage in the
estimation of thek , required in the classical Lee-Carter model, idamger necessary

with this Poisson model since the sum of the eddchaumber of deaths by age will
automatically equal the total observed deaths ah gear. Note that, although we use
the same notation fdg in equations (1) and (3), the estimates obtainewh fthe Lee-
Carter and the Poisson regression will in geneml didferent. Examples of the
application of the Poisson model are Brouhns ef28102) for Belgium, Renshaw and
Haberman (2003b) for England and Wales, and Kassal. (2006) for the Nordic

countries.

Given the estimated, and S, in equation (1) or (3), the problem of forecasting

age-specific mortality rates and, consequentlye ldxpectancies, is reduced to

forecasting the mortality indek . This is considered in the following subsection.

2.2.2. Modelling the index of mortality

Lee and Carter (1992) propose using the Box-Jenkiehodology to arrive at
an appropriate ARIMA model to forecast the mornaiitdex. In that methodology, the
first step always consists of determining if somansformation of the series is
necessary to induce stationarity before identifyang estimating the forecasting model.

Many studies have arrived at an ARIMA(1, g model, that is, a stationary
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ARMA(p,q) model fitted to the first-differences of the naiitly index. For instance, an
ARIMA(0,1,0) is adopted in the Lee and Carter (198@idy of U.S. mortality and in
Tuljapurkar et al (2000) for the G7 countries, and an ARIMA(1,1,0)silected in
Renshaw and Haberman (2003a) for England and Waésges whose first-differences
are stationary are also called difference-statygnand are described by a unit-root in
their autoregressive representation. The usuabapfrto check this is by analysing the
behaviour of the empirical autocorrelation funcioRlowever, it is also possible to use
formal statistical tests. The most popular areardas of the original Dickey and Fuller
(1979) tests for the presence of a unit-root.
For illustration, consider an ARIMA (0,1,0) mod#iat is, a random walk with
drift:
ki =k =d+u,, (5)
where the drifd gives the mean annual changekjnandu, are i.i.d. errors. The dritt
is estimated as the time-average of the seriegstfdifferencesAk, =k — k_,. Given
any initial value fork, , this model implies that:
K =K +0SH Uy 00+ U, (6)
that is, future values of the mortality index eqtied sum of a deterministic linear trend

component with slopel, given by the termk, +ds in equation (6), plus an error

component given by the sum of several shackSince part of the uncertainty when

forecastingk.+s comes from the cumulative sum of the shoeks,+---+u,,, it follows

that the forecast uncertainty grows with the foseédeorizons. It is straightforward to
show that this result also holds for any other AR, 1,q) model.

If for a particular mortality index series the urobt/difference-stationary
hypothesis is rejected, the alternative hypoth#sas should be considered would be
that of stationarity around a linear trend captyitime linear decline in mortality. In such
a case, the mortality index would be describedheyfollowing trend-stationary model:

k,=d, +dt+u,, (7)
with u; beinga stationary ARMA process. In this equation, thearameter represents
the slope of the linear trend. Examples of appbeet where a deterministic time trend
model is assumed are Sithole, Haberman and V&@al0) and Denuit and Goderniaux

(2005). Renshaw and Haberman (2003a) also conaideterministic time trend in the
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context of a generalized linear modelling versibthe Lee-Carter model. Since model
(7) is specified and estimated in the levelskgfnot the first-differences, it will in
general produce forecasts that are different froe grevious unit-root model. Also,
given that in this model the deviations from three&r trend, given by, are stationary,
the forecast uncertainty will no longer have a &my to increase with the forecast
horizon.

Unfortunately, the usual procedures based on th&/sia of the autocorrelation
function or on unit-root tests to decide aboutdberopriate class of forecasting model
to be used, are only valid if the linear trend, andarticular the trend slopd,in model
(6) ord; in model (7), has remained constant over timé¢hénnext section we discuss in
more depth the implications of the presence ofractiral change in the trend of the
mortality index and propose a suitable approacltdpe with this possibility when

forecasting the mortality index.

2.3. Allowing for a Structural Change

A large literature on structural change modelsdrasrged in the last years (see
the surveys by Perron 2006, 2008). An importantaltas that, when producing long-
term forecasts, any neglected or wrongly placedctiral change occurring in the
estimation phase may result in forecasts with adeay to deviate from the future
realizations of the series, resulting in potenyiddirge forecast errors. It is also known
that the correct approach to test for and estimateodel with a structural change is
highly dependent on the stationarity propertiegheftime-series process.

In particular, if the mortality index seriésis known to be trend-stationary then
1) the tests for the presence of a structural ceanghe trend and ii) the estimation of
the forecasting model should both be carried ourtgusegressions based on the levels
of the series. An example is the join-point reg@sspproach that has been often used
in the analysis of cancer mortality and survivalesa(see Kim, Fay, Feuer, and
Midthune, 2000, and Yu, Huang, Tiwari, Feuer, aokinkon, 2009) and is implemented
in the Joinpoint software distributed by the U.&tibinal Cancer Institute (available at

http://srab.cancer.gov/joinpoint). The approach eaeount for autocorrelated data,
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although this option is not available in the latestsion of the program (version 3.4.3).
However, the method performs badly in the preseficgrong positive autocorrelation
(see Kim et aJ 2000). Moreover, it is not valid in the preseme unit-root, as is the
case of any ARIMA(p,1,q) process, since it willde@ spurious breaks (see Nunes et
al., 1996).

On the other hand, if it is known that tkeseries is non-stationary with a unit-
root, first-differences should be used instead.gémeral, the results obtained by
following these two alternatives can be quite défe in terms of a presence or not of a
structural change and, in case one is detectedrnms of its dating.

In the literature of mortality forecasting, theree aalso some examples of
approaches to account for the possible occurreheestructural change. Booth et al
(2002) find some evidence that the decline in tloetatity indexk; is not linear in their
application of the Lee-Carter model to Australiaddry to avoid producing biased
forecasts by selecting a best fitting period tingures linearity of the trend component
assuming a unit-root. The criterion used is basethe ratio of a measure of the lack of
fit of the model imposing a constant coefficienRIMA model to the overall lack of fit
of the Lee-Carter model. Lack of fit of the modal® measured by mean deviance
statistics. The chosen fitting period is that fdmieh this ratio is substantially smaller
than for periods starting in previous years. Deaund Goderniaux (2005) also propose
a similar solution, but assuming stationarity af gtrror term. The optimal starting year
is determined by maximizing the’ Rtatistic for a linear regression as in equatitn (
Therefore, both methods make apriori assumption about the existence, or not, of a
unit-root. Moreover, for both methods, the decisaiout the existence of a structural
change and of its location, rely on non-objectivigeda based on visual inspection of
the time plots of model fit ratios or thé.Rnother disadvantage is that since a specific
fitting period is chosen, all information beforeetBelected starting year is discarded.
Therefore, these methods do not use all the availabbrmation available to estimate
the variability of past mortality which is essehtiar instance in producing reliable
forecast confidence intervals.

As mentioned above, the traditional approachesteatl the presence of a unit-
root and the need to first-difference the data lzased on examining the empirical

autocorrelation functions or on performing standamd-root tests. However, as shown
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by Perron (1989), these approaches are not vadigtfuctural change is present, as they
have a tendency to wrongly suggest a unit-root wihenseries is, in fact, stationary
around a broken trend. As a solution, Perron (1@®@poses a modified unit-root test
that is valid in the presence of a structural cleaaiga known date. Zivot and Andrews
(1992), Perron and Rodriguez (2003), and otheroasithave extended the test to the
case where the change date is not known and musstbeated. However, when no
change is actually present, several problems adAse.shown in Harris, Harvey,
Leybourne, and Taylor (2009) (henceforth HHLT) theiill be severe efficiency losses.
Moreover, the estimated change date suggestedelg tests may be spurious since, as
shown by Nunes, Kuan, and Newb@k995), the presence of a unit-root may lead one
to erroneously find a structural change when tier®ne. In fact, when using the Zivot
and Andrews (1992) unit-root test, the estimateshge date is not even consistent for
the true date if a change does occur. An exampkrevbuch an inappropriate approach
is followed is Chan, Li, and Cheung (2008) in adgtof mortality in Canada, England
and Wales, and the United States. Another issubaisthe correct critical values to
implement these tests become dependent on whetsiencural change is present or
not

We propose a solution to these dilemmas in theesdmf mortality forecasting
by following a simple and consistent sequentialrapph based on recent statistical
results in the literature of structural changealfirst step, since it is not possible to
know beforehand if there is a unit-root or not, apply a test for a structural change in
the trend proposed by Harvey, Leybourne, and Ta@009) (henceforth HLT) that is
valid regardless of whether the series is diffegestationary or trend-stationary.
Secondly, as in HHLT, the result of this structurhbnge test is used to decide on the
appropriate unit-root test to use: with or withaltowing for a structural change.
Thirdly, if according to the HLT test a change iesent, the break date is estimated
taking into account the result of the HHLT tesgttls, a) using the first-differences of
the series if a unit-root is found or b) using tbeels of the series otherwise. Finally,
based on the conclusions of the previous stepsapgpeopriate ARIMA model is fitted
to the k; series and used to produce the forecasts. Indhewing subsections we

describe these structural change and unit-ro teshore detail.
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2.3.1. Testing for a change in the trend

As mentioned above, we use the HLT test for thestemce of a structural
change in the trend of the mortality indexvhen it is not knowra priori if the series
has a unit-root or not. The date of the breakralspnt, is estimated from the available
sample. The test is relatively simple to implem&nte it only requires estimating the
following two linear regression models by leastags:

k=a+p[t+yDT(1) +u, t=1,..T, (8)
and

OAke=pL + yDU(T) +u, t=2,...,T, (9)

where the change dummy variables are definddTgg) =t-Tg if t > Tg andDT(1) = 0
if t<Tg, DU(T) = 1 ift > Tg andDU(t) = 0 if t < Tg, with Tg = [TT] denoting the
possible trend change date, anthe associated change date fraction with (O, 1).
Equation (8) corresponds to the trend-stationase aaith stationary shockg andk;
fluctuating around a linear trend with slogksubject to a change of magnituge
occurring at a given dafs. Equation (9) corresponds to the case where theksltok;
are non-stationary with a unit-root, so that thstfdifferencesAk; = k; - ki1, fluctuate
around the mean, given by the drift paramélevhich is also subject to a change of
magnitude)y occurring at datdg. In this last equation, the shoclisto Ak; are also
stationary. In both equations, the null hypothesiisno change in the trend slope
corresponds to & y= 0. The model described here corresponds to MadelHLT. It
is straightforward to allow for a simultaneous ajarn the slope and the level of the
trend (Model B in HLT) by including an extra dummariable in each regression.
However, if the mortality index does not show abyupt changes in its level, it is not
necessary to consider such a model.

If k; is known to be trend-stationary, a valid testtfoe presence of a structural
change in the trend slope can be based on théidtistdor testing H in equation (8),
which we denote aty(t). To allow for serial correlation in the error reran auto-

correlation robust t-statistic must be used. Stheechange dateis not knowna priori,
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but may be inferred from the data itself, the statistic is computed by the maximum
of the sequence (1) statistics for all possible change fractiares:
to = Supn [to(T) | (10)
where the supremum is taken over a/fset[1_, Ty ], with 0 <t <71y < 1. HLT suggest
setting thetrimming parameterg, andty equal to 0.1 and 0.9 respectively. Allowing
for structural changes too close to the beginninthe end of the sample may lead to
erroneous conclusions on the existence of a stalctihhange in the trend since there
may not be enough observations to support it. nagplication presented in Section 4,
this corresponds to the first five and last fives@lvations in the sample. Li and Chan
(2005) in a study of outliers also mention that identified type and the estimation of
an outlier may not be reliable when it lies withine last five observations of the series.
On the other hand, if it is known thiatis difference-stationary, one should use
the corresponding t-statistic from equation (9),cuhwe denote a$ (1). As in the
previous case, given that the change date is rawika priori, the test statistic is given
by
ti = supwon [ta(T) |- (11)
The change fractions at which the test statisticandt; attain their maximum will be
denoted as, andt;, respectively.
Finally, the HLT test, which is valid for both umibot and trend-stationary
processes, is computed as a weighted average of #ralt; tests:
b =Ato +m(IA)t (12)
with the weight\ given by
A =exp[ - (5008 S )] (13)
and S and S, denoting the KPSS (see Kwiatkowski, Phillips, Saftmand Shin,
1992) stationary test statistics calculated from @LS residuals of equations (8) and
(9) when evaluated at thg andt, change dates respectively. As shown in HAT,
converges asymptotically to 1 if the series isdrstationary or to O if it is difference-
stationary at sufficiently fast rates so that therect test statistidy ort; respectively,
is selected. As shown by HLT, the 5% asymptotitiaai value oft,” equals 2.563

provided the constamt is set equal to 0.853.
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2.3.2. Unit-root test

As mentioned above, standard unit-root tests haveral shortcomings when it
is not knowna priori if a structural change has occurred or not. Howea® shown in
HHLT, the HLTt," structural change test in (12) can be used ag-#ept. If it rejects
the null hypothesis of no change, an optimal testaf unit-root in the presence of a
structural change should be used. If it does ngctethen an optimal unit-root test
without allowing for a structural change shouldused. We now describe these unit-
root tests in more detail.

For the case where a structural change is detesithd the HLT test, the
estimated change fraction using the first-diffeezhenodel,;’, is used to estimate
model (8) by GLS as in Perron and Rodriguez (2088).1 = 1, , equation (8) can be
rewritten as

k=X(1) B+u, t=1,...T, (14)
where X (11) = (4, t, DTy (1)) and & = (@, B, y ). The GLS estimation is
implemented by estimating with OLS the followingagudifference transformation of
equation (14):

Kot =XelT1) & +Uer, t=1,..,T, (15)
whereke; = k - p ke andXe; (T1) =X (T1) - p X1 (t) fort = 2, ..., T, key = kg andXey
(ty) =X (1) for t = 1, ando = 1- ¢/T wherec is the quasi-difference parameter. The

value ofc can be chosen according to a local power critea®explained in HHLT. Let
écdenote the OLS estimator 6§ in equation (15) andj = k; - Xt(rl*)éC the residuals.

The unit-root test is finally obtained by estimagtthe following ADF regression:
p
AG =g, +Y OAY +e, t= pr2,..,T (16)
i=1

The number of lagp can be chosen by a modified Akaike criterion (B##_T for
details). Values ot and critical values for several significance lsvahd estimated
change fractions needed for the implementatiorhisftest can be found in HHLT and
Carrion-i-Silvestre, Kim, and Perron (2008).

When no structural change is found by the HLT tastinit-root test without

allowing for a change should be used such as thE-GDS optimal test proposed by
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Elliot, Rothenberg, and Stock (1996). This testtasnputed as above but with the
following two modifications: a) the structural clggndummy variable is excluded from

theX(T1 ) vector and b) the optimal value oin this case equals 13.5

2.4. Empirical Application

In this section, the methodology proposed abovbusstrated by an application
to the following 18 developed countries: Austrialddum, Canada, Denmark, England
and Wales, Finland, France, Ireland, Italy, Japsatherlands, Norway, Portugal, Spain,
Switzerland, Sweden, United States of America, Afest Germany. These countries
experienced large increases in life expectancynduthe twentieth century, interrupted
only by the global influenza epidemic in 1918-1% dhe two World Wars (Bongaarts,
2006). However, the decline in mortality rates vaa$ simultaneous in all countries,
and rather diverse situations prevailed until tleeddd World War (Monnier, 2004).
The increases in life expectancy were more pronedirsuring the first half of the
century, affecting in particular early ages in lif¢/ilmoth, 2000). The pace of
improvement in life expectancy slowed down aroumel middle of the century, when
the predominant types of mortality reduction slifteom curing infectious diseases that
heavily affect the young to degenerative diseakas largely affect the elderly (see
White, 2002, and Vallin and Meslé, 2004). Sevstatlies also provide evidence that
the age pattern of mortality decline changed owee t(e.g. Kannisto, Lauritsen, and
Thatcher 1994; Horiuchi and Wilmoth, 1998; Wilmott998; Carter and Prskawetz,
2001; Lee and Miller, 2001).

Lee and Miller (2001) found evidence in the UnitSthtes, Sweden, Japan,
France and Canada, that the current pattern ofatitgrcthange began around the mid-
twentieth century and suggest fitting the Lee-GQartedel on data since 1950 to reduce
structural shifts. Tuljapurkar et.gR000), in their study of the G7 countries, aldofat
1950 as the initial year of analysis. However, as discussed above, a number of
studies have questioned the linearity of the dedimmortality since 1950 and provide
evidence of changes in the pattern of decline meme years We investigate this
guestion by applying our proposed methodology basestatistical testing procedures.
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We use time-series data obtained from the Humarnaiity Database (HMD),
sponsored by the University of California, Berkelapd the Max Planck Institute for

Demographic Research (http://www.mortality.orgy, flee number of death), ,, and

exposure-to-risk,E, ., by single year of age, sex, and calendar yean ft®50 (for

West Germany data are available only since 19586) tine most recent available year
(2005 for Austria, Canada, and U.S.A., 2006 forgdeh, England & Wales, France,
Ireland, Italy, Netherlands, Spain, and West Gegmand 2007 for Denmark, Finland,
Japan, Norway, Portugal, Switzerland, and Swed&hg E«; are based on annual
population estimates with a small correction tledliects the timing of deaths during the
interval (see HMD, 2007).

We first apply the Brouhns et al. (2002) Poiss@ression extension of the Lee-
Carter method described in Section 2 to obtainregés of the model parameters and
the mortality index series for the male and fenpalpulations in each country. Next, we
apply the procedure proposed in Section 3 to testhie presence of structural changes
and unit-roots in the estimated mortality indicége note that the proposed procedure
does not affect the estimation of tke Finally, we illustrate how these results can be
used to arrive at appropriate forecasting modelscbiysidering the case of male
mortality in Portugal. We compare the resulting tality and life expectancy forecasts

with those obtained using alternative models.

2.4.1. Estimation of the index of mortality

The estimated mortality indicdg for the male and female populations in each

country are plotted in Figures 1l.a-c and confirm downward trend in mortality over
time observed in all countries. A more detaileduglisinspection of the graphs also
seems to suggest that after the mid-1970s, the afadecline, especially for male
mortality, might have become more accentuatednnraber of countries. Examples of
perceptible structural changes can be found imtitk1970s for Belgium, Canada, and
West Germany, mid-1980s for Italy, Norway, and Sevedmid-1990s for Denmark,
and around 2000 for Ireland and Netherlands.
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Figure 1.c Estimated mortality indices for selected coustrie

However, as explained in the previous sectionhéf time-series process has a
unit-root, there is a risk that such apparent stmat changes may be nothing more than
illusions in the datalhe problem of spurious breaks was first raiseainfa graphical
perspective, by Hendry and Neale (1991). A stafstexplanation of the phenomena
was given by Nunes et.gl1995, 1996). Next, we present formal and valgtsdor the

genuine presence of structural changes in the tigrtadices.
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2.4.2. Structural change and unit-root tests

Before conducting a time series analysis of thetatioy indices, we start by
looking at potential outliers that may be presenthe data. We follow the method
proposed by Chen and Liu (1993) modified by Goméa Klaravall (1997) which is
implemented in the program TRAMO, and included e tDEMETRA software
distributed by Eurostat. A similar approach is alsed in Li and Chan (2007), who
propose an outlier-adjusted model ferfor Canada and the United States, and Li and
Chan (2005) for the UK and the Scandinavian coestrihis method is able to detect
four types of outliers: additive outlier (AO) whidhffects only the level of a single
observation, innovational outlier (I0) affectingl @bservations beyond some date
through the dynamics of the process, level shif6)(laffecting the level of all
observations after a given time, and temporary gagiiC) affecting all observations
after a given point but with an exponentially dengyeffect. It is important to note that
this outlier analysis is able to detect changabénevel of the series but not in the trend
slope. In TRAMO, the critical value used to detdwt outliers is determined by the
number of observations in the series based on atronlexperiments. We also exclude
dates within five observations of the start or ehthe sample.

Very few outliers are actually found. For West Gany females a LS in 1968;
for Sweden males an IO in 1989; for France mal&€an 1958 and AOs in 1961 and
1969; and for Denmark males a TC in 1977. Thereftmreonly 4 out of the 36 series
analyzed, were outliers found. This suggests thahé second half of the 2@entury
and beginning of the 91there is little evidence of major disrupting etgethat would
require some outlier correction. If our analysisl Istarted in the beginning of the'0
century, the outlier analysis would have capturigghiSicant events, such as the two
World Wars or the Spanish flu. Lin and Chan (20@807) find several outliers
throughout the 2Dcentury. However, if the authors had used theeveé¢ommended in
TRAMO according to the number of observations iae Heries, fewer outliers would
have been found. For instance, in the case of Bdgéand Wales, all outliers would
occur in the T half of the 28' century. Therefore, in what follows, we opted fising

the original series without using any outlier cotren.
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The traditional Box-Jenkins approach to forecastwvould begin by analysing

the stationarity of each series. For all the ediohd, , the corresponding empirical

autocorrelation functions approach zero very slowliiile, on the contrary, the
empirical partial autocorrelation functions cut abruptly at lag one. The same
behaviour is obtained after removing a linear tréodh thek; series. These are typical
behaviours of non-stationary unit-root series aamtording to the usual Box-Jenkins

approach, a clear indication that the series should be first-differenced, leading

therefore to ARIMAp,1,q) forecasting models. However, as explained abadis,
analysis is not valid in the presence of structahanges.

We now follow the sequential approach describe®ection 3 to identify the
correct forecasting model in the potential presesfce structural change. The results of
the different structural change and unit-root téstsnales and females are summarized
in Table 1.

We begin by looking at the results of tigeandt;” structural change tests. Since
there is no reason or evidence pointing to simelbas changes in the level and slope of
the downward trend in mortality, the structural ppa tests are performed using model
A in HLT, which considers only a change in the trestlope. For males, according to
both tests, there is evidence of a structural changhe trend slope in all countries,
except Finland and Spain. In these two countrieisleace is favourable to a structural
change only in the case of the test. The results of the robust test confirm the
presence of a structural change in all countriegpixFinland and Spain.

For females, the situation is quite different. Erde is in general favourable to
a structural change in the trend slope when usiagt test, except for Finland, Spain,
and Switzerland. However, for the test, which is valid only if a unit-root is presen
evidence of a structural change is favourable éoiyAustria, Ireland, and Japan. The
results of thety* test confirm the presence of a structural changl in Austria,

Ireland, Italy, Japan, and Sweden.
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Table 1.Structural change and unit-root tests

Males Structural Change Tests Unit-Root Tests Coaiah
Country N O ADECES o) Beak
Austric 17.27 4.85  4.4¢ -0.9¢ -1.82 I(1) 198
Belgiur 1597 3.7C  3.1€ -0.64 -1.72 I(1)  197¢
Canad 1497 55¢ 477 -0.2¢ -2.01 (1)  197¢
Denmarl 26.1C  7.4C 10.87 -0.4¢€ -3.24 I(0)  199¢
England & 17.4C 5.01° 4.27 -0.64 -1.9C (1)  197¢
Finlanc 8.9¢C 22 1.9C -1.41 -1.7¢ (1) -
Franct 1241 312 3.97 -1.1F -2.3¢ I(1)  198¢
Irelanc 10.0£° 8.0 6.81 -1.0Z -1.4C I(1)  199¢
ltaly 18.1C" 5.8C  4.9¢ -0.9¢ -2.51 (1)  198:
Japal 8.92 344 297 -0.8C -1.41 I(1) 195t
Netherland 9.7¢ 537 4.5& -0.6¢ -1.1¢ 1(1) 200c
Norway 19.5¢° 564  4.81 -1.27 -2.0C (1)  198¢
Portuga 8.32 377 3.1¢ -0.1C -1.8% (1)  199¢
Spair 3.4¢ 271 2.3Z -2.24 -3.2( (1) -
Swede! 22.8¢ 53t 4.8% -1.21 -1.6€ I(1)  198¢
Switzerlant 10.05° 4.0C 341 -0.92 -1.7¢ (1)  199(
United State 14.5¢ 458 4.04 -0.7¢ -2.7¢ I(1)  196¢
West Germar 13.7.  4.8¢ 4.1€ -0.83 -1.78 1(1) 197¢
Females Structural Change Tests Unit-Root Tests clgsion
Country to* t* tH* A(‘;?_FS ADbFr eillzs 1(0)/1(1) Egg,?ek
Austria 12.82 3.10 2.66 -0.94 -1.42 I(1) 1983
Belgium 765 200 171 -1.43 -2.00 I(1) -
Canada 523 197 168 -1.77 -2.80 I(1) -
Denmark 6.46 255 217 -1.25 -2.31 (1) -
England & 590° 232 219 I(1) .
Wales -1.41 -2.05
Finland 2.44 1.91 1.63 -1.53 -1.83 1(1) -
France 397 140 142 -1.78 -2.61 I(1) -
Ireland 712 527  4.46 -1.74 -1.38 1(1) 1999
Italy 12.05 261 5.41 -0.78 -1.77 1(1) 1983
Japan 575 4.26° 4.19 -1.46 -4.3%" 1(0) 1955
Netherlands 652 181 154 -1.16 -1.80 I(1) -
Norway 429 157 134 -2.24 -2.57 I(1) -
Portugal 986 288 246 -0.43 -2.20 (1) -
Spain 1.59 145 1.24 -3.02 -2.96 (1) -
Sweden 519 144 3.35 -1.00 -3.51" 1(0) 1984
Switzerland 1.94 1.60 1.36 -1.92 -2.28 (1) -
United States 3.76 196  1.67 -1.50 -2.05 I(1) -
West Germany 7.6 234  1.99 -1.56 -2.05 I(1) -

Notes: ** denotes rejection of the null hypothesfsno structural change at the 5% level. *** dersote
rejection of the null hypothesis of a unit-rootthe 5% level. 1(0) denotes trend-stationarity a(b) |
denotes a unit-root process. The following criticalues were used: 2.56 fgr andt,”, and 3.00 fort;"
(Table 1 in HLT); -3.19 for ADF-GLS (Table | in Bt et al, 1996); and a set of critical values that
depend on the break fraction (between -3.45 ar@®}3or ADF-GLS-break (Table 1 in Carrion-i-Silvest
et al, 2008).trend-stationarity and I(1) denotes a umitt process. The following critical values were
used: 2.56 fot, andt, , and 3.00 fot,” (Table 1 in HLT); -3.19 for ADF-GLS (Table | in ligit et al,
1996); and a set of critical values that dependhenbreak fraction (between -3.45 and -3.09) forFAD
GLS-break (Table 1 in Carrion-i-Silvestre et 2008).
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The next step consists of testing for a unit-rdotevery case that the result of
thety* test points to a structural change, the approguait-root test to use is the ADF-
GLS test allowing for a change and denoted as ADB-Break in Table 1. For males,
except for Finland and Spain, this is the appro@rimit-root test to use, while for
females it should be used only for Austria, Irelaitaly, Japan, and Sweden. The ADF-
GLS test not allowing for a break should be usedlirthe other cases. In almost all
cases, the evidence supports the unit-root hypgthEse few exceptions are the cases
of males in Denmark and females in Japan and Sweden

Finally, for the cases where in the first stepractiral change was detected, the
date when that change occurred is estimated inrd@goe with the conclusion of the
appropriate unit-root test. Wherever a unit-rooprissent, the selected estimator of the
structural change date corresponds to the dateewthet; statistic in (11) attains its
maximum. In the few cases where a unit-root isctep the selected estimator of the
structural change date corresponds to the dateewthet, statistic in (10) attains its
maximum. These dates are presented in the lasteolof Table 1. Although not
presented, for almost every case where a structohainge is identified, the
corresponding estimated magnitude of the changjeeitrend slope, given byyin (8) or
(9), is negative. The only exceptions are the casesales and females in Japan and
females in Sweden.

In summary, there is significant evidence suppgrtime presence of structural
changes in the evolution of male mortality asseciavith a more accentuated decline
in the overall mortality rate in recent years fdémast every country considered. In
contrast, evidence of structural changes in fermadetality is found only for a few
countries. It is interesting to note that in thesecaof the European countries these
structural changes have all taken place in thergkbalf of the sample, that is, after the
mid-1970s.

The evidence of a unit-root found in almost eveagec considered implies that
the uncertainty regarding the future evolution obrtality will increase with the
forecast horizon. If instead the alternative otistarity was found, confidence bands

would not grow with the forecast horizon. We ilkadée this in the next section.
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2.4.3. Forecasting Portuguese male mortality

To illustrate the impact of the results of the it and structural change tests
obtained in the previous sub-section in terms oftality and life expectancy forecasts,
we consider as an example the case of the Porteiguate population. We start by
analysing the fit of the Poisson regression mogeplbtting the standardised deviance
residuals against calendar year, age and yearntbf (figure 2). The overall pattern of
well balanced positive and negative residuals aedabsence of trends indicate a good
adjustment of the model in terms of capturing pkrmd age effects. There is only a
slight ripple effect in the plot against year ofthj indicating eventual cohort effects
that are not contemplated by this model.

According to the results of the tests presentedTable 1, the adequate
forecasting model to consider is an ARIMAL,q) allowing for a change in the drift in
1996, that is, an ARMAY,g) model for the first-differences ok including as
deterministic regressors a constant term and aditepny variable as in equation (9).
The orderg andq of this model are identified by analysing the rasidautocorrelation
functions, and using the Ljung-Box Q-tests and Alkaike and Schwarz information
criteria. The final estimated model is the follogiARIMA(0,1,1) model allowing for

the structural change in 1996:
k —k_ =-137-172DU**+u,, with u, =&, - 053¢, (17)
where DU/®® = 1 ift > 1996 andDU**® = 0 ift < 1996, andk, is a white noise. More

detailed estimation results for this model appeathe first column of Table 2. Using

this model we obtain forecasts of the mortalityexdk, for the period 2008-2050.

These are presented in Figure 3 together with dnesponding 95% confidence bands.
The computed confidence intervals only accounttlfier variability coming from the

fitted ARIMA model: parameter estimation errors dntlre shocks. Other sources of
variability could be allowed for by using bootstnag@thods as in Brouhns, Denuit, and
Van Keilegom (2005), Koissi et al. (2006), and Rexs and Haberman (2008). As
expected, the model predicts a decline in the rityriadex at a pace that is consistent

with the more pronounced decline in mortality ie final years of the 2bcentury and
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Figure 3.Portuguese males mortality index (1950-2007) anelcasts from an
ARIMA(0,1,1) with a break in drift in 1996 (2008-20)

beginning of the 21 century. The fact that the confidence bands widen direct
consequence of the unit-root non-stationarity o thodel.

To better understand the impact of allowing for teuctural change in the
mortality index by following the approach proposadhis paper, we also considered
models estimated with different specificationstwd structural change and the unit-root.
Estimation results for these models also appedraiple 2. In Figure 6 we plot the
resulting point forecasts for the period 2008-2G60 some of these models. The
optimal model forecasts the greater decline imtlogtality index.

We begin by analysing the random walk with driftdet which was found to be
the optimal ARIMA model fork, in the original work of Lee and Carter for the US

population and in many other applications of theethod. This model appears in the
second column of Table 2. However, according toréisedual autocorrelation functions
and the Ljung-Box Q-statistics, this model does fitotvell the Portuguese mortality

index. The unit-root model without allowing for &rgtural change that best fits the
mortality index series is an ARIMA(1,1,0) model, il appears in the third column of
Table 2An ARIMA(O,1,1) model was also reasonable but dud fit the model as well.

The point forecasts of these models were very amhiit with the simple random walk

with drift model generating wider confidence bands.
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Table 2 Estimated forecasting models for the Portuguese mmadrtality index

1) (2 3) (4)
ARIMA(0,1,1) ARIMA(0,1,0) ARIMA(1,1,0) ARMA(L,0)

break in 1996 no break no break break in
Constant -1.37** -1.70** -1.69** 38.57**
(0.16) (0.35) (0.23) (2.90)
DU 1996 _1.72**
t
(0.38)
t -0.92**
(0.16)
DT1973 -1.12**
t
(0.21)
ARQ®) -0.40** 0.59*
(0.13) (0.13)
MA() -0.53**
(0.12)
_Log- -121.65 -132.65 -127.86 -125.74
Likelihood
AlIC 4.45 4.77 4.64 4.63
SBC 4.56 4.81 4.71 478
Q(4) p-value 0.509 0.011 0.840 0.113
No. Obs. 56 56 56 56

Forecasts of life expectancy at birth

2030 80.9 78.7 78.7 78.8
[80.2, 81.7] [76.8 , 80.5] [77.4,79.9] [78.2,79.2]
2050 84.8 81.1 81.1 81.6

[84.0,85.6] [78.7,83.3] [79.5,82.6] [81.1,82.1]

Forecasts of life expectancy at age 65

2030 20.0 18.5 18.5 18.5
[19.5,20.5] [17.3,19.7] [17.7,19.3] [18.2,18.9]
2050 22.7 20.1 20.1 20.5

[22.1,23.3] [18.5,21.6] [19.1,21.1] [20.1,20.8]

The corresponding forecasts from this model appe&igure 4. The first thing
to note is that, in this model, the forecasted ratedecline in mortality is, by
construction, basically given by the average rétéealine during the whole estimation

period. Therefore, the more accentuated declinmontality since the end of the 20
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century until the end of the estimation sample @ translated into the future
projections. Consequently, the projected declinemartality is much less when
compared with the optimal model, which allowed #forstructural change in 1996.
Another important difference is that the confidem@nds for the projected mortality
index are wider for this model. This is a consegeeaf the poorer fit of this model

relative to the optimal structural change model.
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Figure 4.Portuguese males mortality index (1950-2007) anelcasts from an
ARIMA(1,1,0) with no break (2008-2050)

We also considered trend-stationary models. Whenbreak in trend was
allowed for, the analysis of the residuals suggkste ARMA(1,1) model. However,
this model resulted in an autoregressive root whrge to 1, which basically confirms
the previously obtained unit-root tests resultscd@se the model also includes a linear
trend, the estimated near unit-root would, in feed to a quadratic trend. We conclude
that this model is not able to adequately desdhbamortality index.

Finally, we have considered a trend-stationary rhatlewing for a change in
the trend slope as in equation (8). According ®tghtest statistic, the estimated break

date is in 1973. The best model in this case IBRNMA(1,0) including as deterministic

regressors a constant term, a linear trend, arthage dummy defined a3T,”"® =1t -

1973 ift > 1973 andDT,"*”® = 0 if t < 1973. Estimation results are presented in the
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fourth column of Table 2. The corresponding matyalndex forecasts are graphed in
Figure 5. The forecasted decline in mortality isoahot as great as in the optimal
forecasting model. Regarding the confidence baasl€xpected, these do not grow as
the forecasting horizon grows, since this modeliaes stationarity around a broken
trend. Thus, for longer horizons, this model witbguce forecast intervals with the least
amplitude, but obviously underestimating future entminty, given the results of the

sequential testing procedure that led to the optioracasting model.
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Figure 5.Portuguese males mortality index (1950-2007) anelcasts from an
ARMA(1,0) with a break in trend slope in 1973 (2€@@50)

The mortality index forecasts are also used to ywedforecasts of the age-

specific forces of mortalith(t) using the previously estimater, and £, in equation

(3). From these, we obtain forecasts for life expecy at birth and at age 65 for each
model (see Brouhns et.aR005). These appear in Table 2 (see also Figurén7
accordance with the forecasts obtained for the afityrindex, the optimal model with a
unit-root and a change in 1996 gives the highesjepted gains in life expectancy
during the next four decades. Life expectancy dhh$ expected to increase by almost

9 years and life expectancy at age 65 by 6 years.
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Figure 6.Portuguese males mortality index (1940-2007) anelcasts for several
models (2008-2050)

The predicted value for life expectancy at birth2@50 is 84.8 years with a 95%
confidence interval of 84.0 to 85.6 years. Life @xancy at age 65 is predicted to grow
from 16.7 years in 2007 to 22.7 years in 2050 vatk 0.6 years 95% confidence
interval. Also, in agreement with the results ohtal regarding the confidence bands for
the mortality forecasts, the amplitude of the cdafice bands for the 2050 life
expectancy forecasts is substantially smallerferdptimal model than for the unit-root
models without allowing for a structural changet larger when compared with the

trend-stationary model with a break.
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Figure 7.Portuguese males life expectancy at birth (195072@nd forecasts from an
ARIMA(0,1,1) with a break in drift in 1996 (2008-20).

2.5. Discussion of Results and Conclusions

In the previous sections, we have considered tblelgm of forecasting future mortality
and life expectancy in the possible presence afugtsiral change in the context of the
Lee-Carter model. The proposed approach avoidpribi@lems of other unit-root tests
and is valid even in the presence of a structuhainge in the trend slope of the
mortality index. Specifically, the results of ®$br a change in the trend and for the
presence of a unit-root are used to identify thestnadficient ARIMA model for the
mortality index that should be used to carry oetphojections.

We apply the proposed procedure to post-1950s senies mortality data for 18
developed countries and find significant evidentestouctural changes in the rate of
decline in the overall male mortality rate for abhcevery country considered. In
contrast, female mortality decline has remainetlstéor the majority of the countries.

These findings are consistent with results appganrsome recent studies.
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Booth et al. (2006) compare the original Lee-Cartethod with the variant
proposed by Booth et al. (2002) to determine thena fitting period, and with the
Lee and Miller (2001) approach which sets the isigrperiod in 1950. Using data by
sex for 10 developed countries (Australia, Canddenmark, England and Wales,
Finland, France, Italy, Norway, Sweden, and Switrel), the authors find that these
variants are more accurate and that the Booth .e(2802) variant had the best
performance for 15 of the 20 populations, with wati fitting periods starting in the late
sixties or during the seventies. Since the fittpagiod in the study ends in 1985, the
authors could not identify changes in the linedtgua after this year. The authors also
find that the average overall absolute forecasiremn the period from 1986 till the end
of the century for the female populations is snslfer the fitting period starting in
1950, while for males is smallest for shorter riiftiperiods. Shang et.42010) extend
the results of Booth et al. (2006) and include nrerent data till 2004 for 14 countries,
identifying consistent linear mortality declinesr fimost countries starting in the late
1960s, during the 1970s and 1980s.

Carter and Prskawetz (2001) also found deviatioom flinearity in the data for
Austria from 1947 to 1999. They find a substantidference in life expectancy
forecasts, for both males and females, when u$irgl®76-1999 sub-sample, which
generates higher life expectancies when comparéd tive forecast based on the full
sample. However, the authors refrain from ideiitya date for the structural change.
Renshaw and Haberman (2003a) while applying theQaater model to England and
Wales for 1950-1998, found that the estimateprofile appears linear for females but
seems to depart from linearity for males. For thdke pattern in the estimatég
essentially comprises two linear segments, hingedhe mid-1970s. For females,
however, the pattern in the estimateds essentially linear throughout the time span
concerned. These findings were consistent with exqating exploratory analysis of
trends in crude death rates developed by the ajtiudrich showed that for males there
was a pronounced increase in the rate of improvememortality, stemming from the
1970s, in most age bands. This is a feature thatals® noted by Wilmoth (2000) and
Valin and Meslé (2004) for Western countries. Istady of Belgian male mortality
from 1948 to 2001, Denuit and Goderniaux (2005 alsnsider the possibility of a
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change in the trend of mortality decline. Usingaaihoc rule based on thé Ratistic,
they actually find that the optimal starting pdimtconsider is the year of 1970.

The fact that a structural change may have occwgaglier in the case of the US
and only later for most European countries is &ismught up in a study of long-term
mortality forecasters by Waldron (2005). The authemarks that a period of rapid
mortality improvement started in the US in 1968t buly in 1982 for most of Europe.
Wilmoth (2000) highlights the rapid decline in candascular diseases (CVD) in the US
since 1968 explained by a number of factors: aedsa in adult smoking, reduced
blood pressure levels, more control of hypertensegodecrease in the consumption of
saturated fats and cholesterol, medical advanceks,mproved medical care, among
others. The author also points the early declineancer mortality that occurred in
Japan since the 1960s. Cutler, Deaton and LleraseWi{2006) also refer that the
decline in CVD in the US in 1960s was also accorgghby an important reduction in
infant mortality due to improved neonatal medicatecfor low weight newborns. It is
also pointed out that US females started smokitey lnan men, and were slower to
quit. In some European countries, female smoking stidl rising.

We also show the importance of considering strattahanges when making
predictions.By studying the case of Portuguese male mortalitg, illustrate that
accounting for such structural changes in a foteggsnodel in fact leads to a major
impact in mortality and life expectancy forecasterothe next decades. Of course, one
thing that our approach is not able to do, as encidse of similar extrapolative methods,
is to predict the occurrence of new structural gesnin the future. That would require
extending the demographic model by including exaiary variables capable of
predicting major changes that might affect futurertality, such as advances in
medicine, occurrence of new diseases, changedestylies, or the improvement or
degradation in socio-economic conditions. Howettee, use of such information also
raises a number of difficult problems. An exampliénaluding the effects of economic
conditions on mortality is considered by Hanew&ad00).

Our proposed sequential testing approach to deteittroots and structural
changes was applied in the context of the typies-Carter model. However, it should
be possible to also apply it to other variantshag model that allow, for instance, more

than one latent mortality index in order to captdigsimilar evolutions of mortality at
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different ages as in Renshaw and Haberman (2088lother extension of the proposed
approach would be to consider the possibility ofrenthan one structural change
occurring during the analyzed period. These possédtensions are left for future

research.
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3. PATTERNS OF MORTALITY DECLINE IN PORTUGAL SINCE

1950

Abstract

In this paper, we show how a detailed descriptinalysis of the patterns of
mortality decline can be used in the process aghtdating and validating parsimonious
mortality models. In particular, we study the cludesistics of mortality behaviour in
Portugal from 1950 to 2007 by exploring differenesdriptive analysis and
visualizations of mortality data, and use the Lest€ model, as well as some of its
extensions, in order to identify the major pattemshe evolution of male and female
mortality over time for different ages. In our ayga$ of Portuguese data, we show that
an extension of the mortality model adding a secowmttkr age-period term is able to
provide a better fit to the data by capturing imaot characteristics of the data, in
particular the non-linear decline in log-death safer some ages over the period

considered.

Keywords: Lee-Carter model, death rates, life expectancytathty
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3.1. Introduction

The pattern of mortality behaviour in Portugal,im®ther developed countries,
has changed dramatically throughout the twentiehtwry to this day. During this
period, with the exception of the influenza epidermiisis in 1918, one saw a general
decline in the level of mortality, a dramatic retioi in infant mortality, the increase of
survival at more advanced ages, and extraordinamysgn the life expectancy of the
population. The ongoing mortality decline and imsieag longevity has huge
consequences for the individual as well as foretgas a whole in questions regarding
public sector pension provisions, saving for old,agealth care provision, and changing
family structures, among many others.

Understanding mortality dynamics over the age ame dimensions is crucial
for any demographic analysis. Towards this eni, itnportant to look at the historical
time series data from different perspectives andge appropriate mortality models.
Booth (2006) and Booth and Tickle (2008) provideadbent overviews of the recent
development and state of the art in stochastic atigrtmodelling and forecasting
methods. The most prominent method was initiallgpoised by Lee and Carter (1992)
using U.S. mortality data. This model has seen ra¢extensions (see, e.g., Lee and
Miller, 2001; Brouhns, Denuit and Vermunt, 2002;Renshaw and Haberman, 2006),
and has been applied to model death rates in maumtries, including the G7 countries
(Tuljapurkar, Li and Boe, 2000), Brazil (Figoli, 98), Japan (Wilmoth, 1998), Austria
(Carter and Prskawetz, 200Justralia (Booth, Maindonald and Smith, 2002), and
Spain (Debdn, Montes and Puig, 2008). Moreoveratians of the Lee-Carter model
have been employed to model and forecast other giepbic variables such as fertility
rates or migration flows (Girosi and King, 2008;rela and Mysickova, 2009).

The main objective of this paper is to better ustderd the characteristics of
mortality behaviour in Portugal from 1950 to 200¥e explore different descriptive
analysis and visualizations of mortality data ase the Lee-Carter model, as well as
some of its extensions, in order to identify thgangatterns in the evolution of male
and female mortality over time for different ages.

We show how a detailed descriptive analysis ofpiigeerns of mortality decline

can be used in the process of formulating and &afid parsimonious mortality models.
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In our analysis of Portuguese data, a model with dge-period interaction
terms is able to provide a good fit to the datatanidprove upon the simple Lee-Carter
model by capturing the non-linear decline in logitherates for some ages over the
period considered.

The paper is set out as follows. In the followirgton, we present the relevant
data and conduct a descriptive analysis of the nr@nds in Portuguese mortality.
Section 3 summarizes the Lee-Carter model and alevkits extensions. The results of
the application of the Poisson Lee-Carter modelpaesented and discussed in section
4. Section 5 analyzes the differences in estimatesults obtained for several sub-
periods. Estimation results for the extension @f mmodel allowing for two factors are
considered in section 6. A summary of the resuitaioed and concluding remarks are

provided in the last section of the paper.

3.2.  Mortality in Portugal from 1950 to 2007

The demographic data used to study the dynamigsartality decline in the
Portuguese population are the size of the populatialer analysis and the number of
deaths that occur in the population at differer@sagnd points in time. These data allow
calculating other indicators such as death rateslia expectancies which we analyse
in this section. We use data from 1950 to 2007 inbthfrom the Human Mortality
Database (HMD). This database contains informdftiom official sources in different
countries and provides them for scientific analyirea uniform format. Data contained
in the HMD are known for their reliability and acagy and offer a valuable resource
for mortality research. In what concerns the quatit the data on the numbers of
deaths, after 1960 these are reasonably accurate t&this date, they exhibit patterns
of age heaping at ages ending in zero and shouldskd with more caution (see
Canudas-Romo, Coelho and Pina, 2008). Data on atigoulhas some more quality
issues, which are evident prior to the 1981 CenBogulation count data are actually
unknown. Population is estimated by the InstitN@cional de Estatistica (INE) in-
between census periods (which occur every ten yetgng into account recorded
births and deaths, and estimated net migrations@ loata are available, from INE, by
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single year of age up to an open interval 85 adérolThe survivor ratio methods are
used by the HMD to estimate the population agedr&bolder (for details see Wilmoth,
Jdanov and Glei, 2007, and Canudas-Romo et alg)200
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Figure 1 Life expectancy at birth, 15, 35 and 65 yearsfotdnale (left panel) and
female (right panel) population, 1950 — 2007, Rgatu

Source: Human Mortality Database.

Between 1950 and 2007, life expectancy at birtRartugal increased 20.1 years
for men and 21.2 years for women, attaining, retbpeyg, 75.9 and 82.2 years, which
represents remarkable gains in terms of expectedeloty for both sexes (see also
Figure 1). Within the European Union (EU15), Poaluig the country whose life span
has extended the most in the last six decadegugjthit was also the country with one

of the lowest life expectancies at birth throughitnat period (see Figure 2 and Table 1).
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Figure 2.Life expectancy at birth for EU15 countries (exc@peece), total population,
1950 - 2007.

Source: Human Mortality Database.

Table 1:Life Expectancy at Birth for EU15 Countries (exc@ptece) for Male and Female

Populations

Life Expectancy at Birth

Country Reference year Males Females
Austria 2005 76,7 82,2
Belgium 2006 76,5 82,2
Denmark 2007 76,1 78,4
Finland 2007 75,9 82,9
France 2007 77,4 84,4
Irland 2006 77,3 81,9
Italy 2006 78,6 84,1
Luxembourg 2006 76,7 81,8
Netherlands 2006 77,6 81,9
Portugal 2007 75,9 82,2
Spain 2006 77,6 84,1
Sweden 2007 78,9 83,0
UK 2006 77,2 81,5
WestG 2006 77,2 82,3

Source: Human Mortality Database.
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These advances in life expectancy are perceptildi ages. Female life expectancy has
increased 11.1 years at age 15, 8.8 at 35 yeayS@dt 65, and 2.2 at 80. Male life
expectancy increased 9.8, 7.5, 4.5 and 1.9 yedieaame ages. The longevity gains
over the whole period have been more favourableaimen and the difference between
life expectancy of men and women is higher in 20Gh the one in 1950. The annual
evolution of this difference, however, varies wilge. Until 1995, the gap in life
expectancy at birth, 15 and 35 years old, steaddyeased. From 1996 onwards this
trend changed course due to the acceleration o mhoalgevity improvements while
women showed slower gains in life expectancy. Ayéars, the difference between life
expectancy of men and women has continued to grailkthe end of the 20 century

showing an apparent tendency to stabilize in mecent years.

10

0 10 20 30 40 50 60 70 80 90

Figure 3.Male log death rates by age for selected yearsy &al.

The overall mortality age profiles presented inufgs 3 and 4 are consistent
with the typical pattern found in most other depeld countries, starting with a high
infant mortality, followed by a rapid decline thghout the early childhood years.
Mortality then increases to a local maximum betwages 15 and 30, especially among
men. This feature is designated as the “accidentpfitand reflects accident mortality

for males and accident plus maternal mortalitytha female population (see Heligman
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and Pollard, 1980). The rates then steadily inereasoss older ages. Over time, the
mortality age profile tends to move down reflectthg overall improvements in all age-

specific deaths rates.

10

0 10 20 30 40 50 60 70 80 90

Figure 4.Female log death rates by age for selected yRartjgal.

Although age-specific death rates, over the peti@60 to 2007, declined at all
ages for both men and women, the pace of the dedlifers between ages, sexes and
over periods of time as can be seen from FiguteTBe most significant gains in
mortality occurred at younger ages, i.e., in clefdunder one year of age and children
between 1 and 4 years of age, mainly as a resudtdoicing the number of deaths due to
infectious diseases (see Rodrigues, Moreira angiaRees, 2004). In 1950, 97 per 1000
female live births and 112 per 1000 male live lsirthd not survive their first year of
life. In 2007 these figures were reduced to abadg&hs per 1000 live births. As can be
seen from Figure 6, where the average annual fateodality decline over the whole
period is plotted for different age groups, impottanprovements in mortality were
also obtained by individuals at their teens andntes. The improvements for the

! One should note that death rates for some agepgr@articularly older ages, show somewhat erratic
fluctuations and high variability due to small espees to risk and inaccuracies in the registergesan
the official statistics.
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elderly were more modest, but still significant, pning the increase in life

expectancy at age 65 in Figure 1.
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Figure 5.Age-groups log death rates for males (left paaet) females (right panel) over time,
1950 - 2007, Portugal.

The analysis of the average annual rates of mortaéicline by age-groups for
different sub-periods as depicted in Figures 7 8nar over time for different age
groups (using nine-year rolling averages) as ptesiein Figures 9 and 10, shows some
fairly different time paths. The 1950s were chardsed by a general decline in
mortality at all ages below 60 years old, with glneatest improvements for people then
aged 15 to 29, followed by children aged 1 to ldrgeld. The improvements in death
rates from 1960 till the end of the century weratreely more modest at young adult
ages, particularly for men that at some ages exparinced increases in mortality in
some decades. During the 1970s, the mortality dfirem from 1 to 4 years old has
declined at the fastest rates, closely followedrfgnt mortality. From 1980 to 2000,
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infant mortality decreases at the fastest rategamals in male mortality in the late teens
and initial twenties begin to become evident. le finst years of the Zicentury, it is
noteworthy the rise in the rates of decline of mldst at almost all ages. This is
particularly evident for men up to 40 years old.this last period, the pace of mortality
decline at older ages, i.e., over 65 years, alswgr

— Female — Male
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10-14
15-19
20-24
25-29
30-34
35-39
40-44
45-49
50-54
55-59
60-64
65-69
70-74
75-79
80-84
85-89
90-94
95-99

Figure 6.Age-groups average annual rate of mortality dedin %), 1950 — 2007,
Portugal.

The analysis of the graphical pattern of mortahtyprovement rates in Figure 7
further suggests that over time a specific groupnale individuals might have
experienced a non-declining or even increased titgrtén particular, from 1960 to
1980 this happened to young male adults betweeriol89 years. In the 1980s,
increases in death rates were experienced by mrales 20 to 39 years. In the next
decade, males aged between 30 and 49 years didnéfib from improvements in
mortality or even experienced a deterioration cdtberates. The age groups showing

lower improvements in death rates are apparentlywimgo upwards along time.
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Figure 7.Average annual rate of male mortality decline gg-groups for selected
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However, this pattern becomes less evident withreeing ages. This particular
behaviour suggests that specific generations ofesnabtay have been experiencing
mortality conditions particularly difficult compateto others during some time. To
better understand this, Figure 11 graphs the aeeaagual improvement rates for the
period 1950 to 2007 calculated by year of birtmgsilata for ages 0 to 99. The graph
suggests that people born around the 1950s, efipenen, have experienced particular
poor improvements in mortality when compared wittljaaent generations. As
discussed by Willets (1999, 2004), this particuteshaviour may be due either to

“period-specific” or “cohort-specific” influences.
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Figure 9.Average annual rate of male mortality declinegryear rolling averages, for

selected age groups, Portugal.
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Table 2 shows the contributions of different ageugs to the increase in life
expectancy at birth. These were calculated usiagthiaga’s (1984) method. The age
group from 1 to 19 years old was the largest cbatar to the increase in life
expectancy at birth during the 1950s. After 1960 @lhthe end of the 1980s, the major
contributions to the increase in life expectancsnedrom improvements in mortality at
age 0. In the 1960s, the age group from 1 to 18sywas the second largest contributor
to the increase in life expectancy, but in the dieihg two decades this place is
occupied by those aged 60 to 79 years. This olgergaoup becomes the one with the

larger contribution to the increase in life expectaat birth in subsequent years.
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Figure 11.Average annual rate of mortality decline by yefbiah, Portugal
population data from 1950 to 2007, ages 0 to 99

Table 2.Age-contribution to Change in Life Expectancy Olene in Portugal, by Sex
and Period (in Years)

Age-groups 1950-1960 1960-1970 1970-1980 1980-1990 1990-2000 2000-2007 Total Change
1950-2007
Females
0 1,16 1,44 2,61 0,91 0,36 0,15 6,63
1-19 2,36 0,97 0,74 0,27 0,19 0,14 4,67
20-39 1,33 0,31 0,15 0,09 0,16 0,16 2,20
40-59 0,70 0,22 0,28 0,25 0,33 0,27 2,05
60-79 0,41 0,15 1,09 0,81 1,10 0,88 4,44
80+ -0,08 0,12 0,17 0,21 0,42 0,29 1,14
Total 5,88 3,21 5,05 2,53 2,56 1,89 21,12
e0 at start of period 61,03 66,91 70,12 75,17 77,7 80,26

Males
0 1,09 1,50 2,64 1,06 0,45 0,22 6,97
1-19 2,11 0,83 0,59 0,34 0,40 0,27 4,53
20-39 1,39 0,12 0,06 -0,09 0,15 0,72 2,34
40-59 0,74 0,12 0,19 0,48 0,43 0,25 2,22
60-79 0,21 -0,04 0,67 0,62 1,03 0,93 3,42
80+ -0,03 0,06 0,07 0,12 0,19 0,18 0,59
Total 5,49 2,6 4,23 2,53 2,65 2,57 20,07

€0 at start of period 55,79 61,28 63,88 68,11 70,64 73,29
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Analysis of the distribution of deaths by age, f@dtin Figures 12 and 13, show
the increasing concentration of deaths around tbdenof the distribution, with this

mode moving toward older ages through time. Thege &aspects are reflected,
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Figure 12.Distribution of the male deaths over ages forcelk years, Portugal
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Figure 13.Distribution of the female deaths over ages ftected years, Portugal.
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respectively, in the phenomena of "rectangulamzétiand "expansion” of the survival
curve, plotted in Figures 14 and 15, which represére probability of surviving from
birth to various ages. In other words, individuate surviving in greater proportions to

older ages and at these ages, both men and woareexpect to live on average longer.

0 10 20 30 40 50 60 70 80 90

Figure 14.Male survival curve for selected years, Portugal
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Figure 15.Female survival curve for selected years, Portugal
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3.3. The Lee-Carter Method and Extensions

The most popular stochastic mortality method isdhe proposed by Lee and Carter
(1992). It combines a demographic model of ageipedeath rates with statistical

time-series forecasting methods. L,&;((t) denote the mortality force at ageduring
calendar yeat and D, denote the number of deaths recorded atxadering yeart
from an exposure-to-risk, 2 We assume that age-specific mortality rates anstent
within bands of age and time, but allowed to vargnf one band to the next.
Specifically, given any integer ageand a calendar yegrit is assumed that

Hyoy (t+7) = 1, (t) for O<y,7<1. (1)
Under (1), estimates qfy(t), denoted agZ (t), are given by the following ratio:

. D,, 2
)= ?

The Lee-Carter (1992) model assumes that the obddovce of mortality for any age

is driven by a common time-varying component, dedddy k., which is also referred
to as the overall mortality index. More precisehg following relation is assumed:
Inf(t)=a, + Bk +&,(t) 3
where ,le(t) is given by (2),a, are the age-specific parameters that affect thegadiv
level of Inf (t) over time, B, are the age-specific parameters that charactéize
sensitivity of In22,(t) to changes in the mortality indek, and &,(t) represent error

terms capturing particular age-specific historioflluences not explained by the model.
The errors are assumed to have mean 0 and comatéarice.
Lee and Carter (1992) propose a two-stage proceurstimate the model

given by equation (3). First, a least-squares swiub estimater,, S, andk, is found.

Since the model is underdetermined, some normalizatonstraints are imposed to

obtain a unique solution: the sum of tffe over all ages equals one and the sum of the

2 Estimates of the population exposed to the riskdedith are based on population estimates, with a
correction reflecting the timing of deaths (see ldnrMortality Database).
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k. over time equals zero. As a consequencepthwill be equal to the average values
of In ,[Ix(t) over time. The solution can be found using tihgwar value decomposition.
Since the model is written in terms of log mortglihe observed total number of deaths
in each year will not equal the sum of the fitteshiths by age. To ensure this equality,
the k, are estimated a second time, taking éheand S, estimates from the first step,
such that for each yegrgiven the actual age distribution for the popalatthe implied
number of deaths equals the observed number dfisleat

The homoskedasticity assumption on the error texft), implied by the
singular value decomposition estimation of the patersa,, B, and k., has been

considered fairly unrealistic since the logarithinttte observed force of mortality is
much more volatile at old ages, where the numbeleaths and of those exposed to risk
are relatively small (see Wilmoth, 1993, and AIR600).To circumvent this problem,
Brouhnset al. (2002) propose an alternative model that keepsL#wCarter log-
bilinear form for the force of mortality but repks the least-squares approach by a
Poisson regression for the number of deaths. Spaityf they consider the following

model describing the distribution &, , :

D, ~ PoissoffE,,(t)) (4)
with

pix(t) = explay + Biki) (5)
where the parameters,, S, and k, keep the meaning originally attributed by the Lee-
Carter model. These parameters can be estimatethkiynum likelihood still subject to
the model identification constraints that the suitthe S, over all ages equals unity
and the sum of th& over time equals zero. The Poisson likelihood psinoised

adapting the iterative fitting method due to Goodr{979), as described in Brouhns et
al. (2002). Lee and Carter (1992) also show thiagrgthe estimated parameters, the

Box-Jenkins methodology can be used to forecast riwetality index k. and,

consequently, life expectancies.
Booth et al. (2002) and Renshaw and Haberman (28@@8)e that the interaction
between age and time in the demographic model eaoaptured better by adding a

second log-bilinear term to equation (5), which idoecome
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piy(t) = exdlay + By ke 1 + B 2kt 2)- (6)
The identification conditions of the model are nd@scribed by:
>ki1=>k2=0, (7)
t t
> Bx1=2Px2=1. (8)
X X

To estimate the parameters, the iterative procedaweloped by Goodman (1979) is
reformulated in order to include the additionalgmaeters (for details see Renshaw and
Haberman, 2003).

In the process of statistical modelling, residyaigvide information regarding
assumptions about error terms and the approprisgenfethe model. They measure the
departure of fitted values from actual values & dependent variable, and can be used
to detect model misspecification, outliers or olsagons with poor fit. In particular,
visual inspection of the residuals can potentiadtlicate the nature of misspecifications
and ways that it may be corrected, as well as dew feel for the magnitude of the
effect of the misspecification.

For linear models, a residual is easily definedtres difference between the
actual and the fitted value. For the classicaldieegression model, with normally
distributed homoskedastic error, in large samples tesidual has the desirable
properties of being symmetrically distributed arduwrero with constant variance. For
nonlinear models the very definition of a residisahot unique and several residuals
have been proposed (see Cameron and Trivedi, 1888)count data there is no one
residual that has zero mean, constant variancesgnmimetric distribution. With a
Poisson random component, deviance residuals haen ltonsidered the most
appropriate to monitor the quality of the fit (Brdws, Denuit and Keilegom, 2005).

These are defined as:

9)
rxl:,)t = Sigr‘(Dx,t - I:A)x,t )\/ 2{ Dyt In(%} - (Dx,t - I:A)x,t )}

Xt

where

A

Dyt = Exit exdé'x + /j’xkt) (10)
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Renshaw and Haberman (2006) also propose usingtémelardised deviance

D ~
folgoe] w

signDy ¢ -~ Dy -
T DevD, ,,D
WDy x%

residuals:

where De\,(DX’t,Iﬁxt) is the deviance statistic, a measure of goodnkBs-of the

model (see definition below), amnd = (number of data cells — number of independent
parameters) corresponds to the degrees-of-freedom.

A graphical analysis can be used to check thatakieluals are independent and
identically distributed (Brounhs et al., 2005; KajsShapiro and Hognas, 2006). A
shaded contour plot of the residuals over agesyaagis can also be used to locate
where the model cannot properly capture mortalignds and may reveal peculiar
period shocks, cohort effects or specific age-tinteraction effects not captured by the
model (Booth et al., 2002; Koissi et al., 2006).

The deviance statistidDe\,(DX,t,[Sxt), as already mentioned, is a common

measure of goodness-of-fit of the model and maydexl as a measure of the overall

performance of the model:

. D . (12)
De\’(Dx,t' Dy t ) =22 Ot 2{ Dy t |”( ! J - (Dx,t — Dyt )} :
t X Dyt
with
|3 E >0
*~lo, E, =0. (13)

The model performance may also be accessed by tlvenpeges of total deviance

explained by the model. Cameron and Windmeijer {)9%r Poisson regression

models proposed a pseutﬂ@ based on the decomposition of the deviance, déerimte

2
RDev 1
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YS{Dy¢In 5— (D - Dy )
-2 xt N D xt T Pxt (14)
Dyt In

2 _
RDev‘ Dxt
SERES

RZ., can be interpreted as the relative reduction wiathee due to covariates in the

model and shares the characteristics of Bfe for the common linear regression.
Proportions of the variance accounted for by thedehdratio of the variance of

differences between the actual and fitted numbeleaths to the variance of the actual
ones) over the years at different ages are alsqutad by Brouhns et al. (2002) to

evaluate model performance.

3.4. Results of the Poisson Lee-Carter Model applied tb950 - 2007

In this section we present and discuss the estmatesults of the Poisson
extension of the Lee-Carter model, hereafter desegh as PLC model, for the

Portuguese data, separately for men and women, X858 to 2007. Figures 16, 17 and
18 plot the estimated, , BX, and |2t, respectively. Ther,’s describe the general shape

of the age-specific death rates, and corresponidetdime-average of the logarithms of
deaths rates that were presented in Figures 3 aAd 4xpected, these are relatively
high at infant and childhood ages, declining vagadly with age to reach its minimum

at around ages 10 to 12. The valuegrgfthen increase to a local maximum around the
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Figure 16.PLC model estimates?, for ages from 0 to 99, 1950 — 2007, Portugal

late teens and early twenties, predominantly anmeg, corresponding to the “accident

hump”. Then, thea,values follow an unavoidable nearly linear increas® the

middle and older ages, reflecting the higher mitytat more advanced ages.
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Figure 17.PLC model estimateséX for ages from 0 to 99, 1950 — 2007, Portugal
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Figure 18 plots estimates d;t( for females and males. As shomﬁg, declines
roughly linearly from 1950 to 2007, reflecting tbeerall improvements in mortality

over time. The downward trend kj is in general more pronounced for women.
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Figure 18.PLC model estimatest% , 1950-2007, Portugal

Since all age-specific death rates are driven liy dlverall time index, they

move up and down together, although not necessaslythe same amount. The
estimated parameter/é’X appearing in Figure 17 tell us at which ages datldeates
decline more rapidly and which decline more sloaagr time in response to the overall
decline in |; The estimates@’X and12t are thus complementary, i.e., it is the value of
the product of both that results in temporal vésisd in age-specific death rates. The

larger values of,/S"x are attained at infant and younger ages, confgntiire pattern of

mortality decline by age-groups observed in Fighirdhe values ot@x decrease with

age but remain positive. Significant declines inrt@dy have occurred also among
females in their twenties, while males in late teeand twenties have had weak

improvements in mortality.
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The actual and estimated log-death rates for ateeleset of ages are presented
in Figure 19. In general, the PLC model capturesdberall trends in mortality, with
the estimated age-specific death rates showing caedsing behaviour over time
consistent with the observed age-specific deatbsréehaviour. The exceptions are
those ages with a less regular behaviour where dtiffieulties of adjustment are
evident (ages 20 and 30 for instance).

The standardized deviance residuals over ages @& are plotted in a heat-
map presented in Figure 20. Negative residualsrostiere the model overestimates
death rates and positive residuals where the moddéerestimates the death rates.
Systematic patterns are visible, in particular foen, showing a structure hardly
consistent with the hypothesis of independencenefresiduals. Among other things,
there is an apparent cohort effect reflected inshléent diagonal with similar values.
The deviance residuals for women are, in absolahgey lower (as can be confirmed by
the different scales used in Figure 20) and althahgre is some clustering, there is no
clear evidence of a cohort effect.

The percentages of total deviance explained byrtbdel are high. The values

of RZ., are 95.5% for males and 95.6% for females, cleeolyveying that the model

provides a good overall fit to the data. Howeviee, percentages of the total deviance of
the number of deaths explained by the model aewifft ages shown in Figure 31,
evidence the difficulties of the model for laterieeand young adult ages, particularly

among males.
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Figure 19.Actual (solid line) and fitted (dotted line) logakh rates from PLC model
for males (left panel) and females (right panet)delected ages, Portugal

Summarizing the results, we find that the Poislsea-Carter model in general
fits well the data and is able to capture the mpgiterns of mortality decline. However,
there are some difficulties in fitting at some marar ages. Also, the presence of some
clustering in the residuals may suggest the presehesome age-time interactions or a

cohort effect not accounted for by this model.
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Figure 20.Standardized deviance residuals from PLC modeifales (left panel) and
females (right panel), 1950-2007, Portugal

3.5. Results of the Poisson Lee-Carter Model applied tBub-periods

As discussed in Section 2, an analysis of the pgeHsc paths of mortality
decline over the period 1950 to 2007 shows ratlfégrent improvement patterns in
different sub-periods. This cannot be captured Hyy PLC model estimated in the
previous section which assumes that the age-spgafterns of mortality decline are all

similar, as they are driven by the common overaiftality index k, and the vector of
parameterss, is invariant over time. In fact several empiristlidies find that thes,

parameters are not necessarily fixed in time, whiely cause a lack of fit of the model
for longer periods. An example is Lundstrom andsRy2004) who examine changing
trends in the Swedish mortality decline during tlventieth century. Booth at al. 2002
partially addresses this problem when choosing fitiemg period to be used for

forecasting purposes. Also Lee and Miller (2001yt€r and Prskawetz (2001) and
Koissi and Shapiro (2009) propose alternative swigt to accommodate the age-

specific variation in the Lee-Carter model.
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To address this problem, we apply the PLC moddbtw sub-periods: 1950-

~

1964, 1965-1979, 1980-1994, and 1995-2007, anthatdithe parameters, , B, and

A

k, in each case. Results are presented in Figur@s21-
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Figure 21.PLC model estimates for males;, for each of the four sub-samples

considered, Portugal.
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Figure 22.PLC model estimates for femaleg;, for each of the four sub-samples

considered, Portugal.
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Figure 24.PLC model estimates for femalqé;, for each of the four sub-samples

considered, Portugal
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The behaviour of the estimated overall age praofiles presented in Figures 21

and 22, shifting down over time, is consistent witie pattern already observed in
Figures 3 and 4, reflecting the decline in deategat all ages with the exception of the
increase in male mortality between 15 and 25 yelarsn the period 1980 -1994.

The trajectories of thézt, presented in Figure 25 for all sub-periods, slow

well-defined decreasing trend. However, the rhytffrdecline between 1965 and 1994
is relatively more moderate, especially for menthi@ latest period, there is evidence of
a more pronounced decline in mortality trends. Istady of the mortality trends in

developed countries, Coelho and Nunes (2011) aisoeividence of a structural change

in the overall rate of mortality decline for Por&ign this period.

30

20

AR

-30

1950 1954 1958 1962 1965 1969 1973 1977 1980 1984 1988 1992 1995 1999 2003 2007

Figure 25.PLC model estimates for males and femaﬁgsfor each of the four sub-

samples considered, Portugal

Figures 23 and 24 depict the age-specific paramtﬁg,r for men and women,

estimated for each sub-time period. The rate ofrawgment in mortality at each age
changes substantially over time, confirming thecdptive analysis in Section 2. In the
period 1950 to 1964, the death rates of young adidtlined more rapidly than at other
ages. From 1965 to 1979, males aged 15 to 25 experistrong deteriorations in
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mortality. The relative deterioration in male mditiashifts into older ages (ages 25 to
40) in the period 1980-1994. In this period, theagest relative mortality declines occur
at younger ages as well as at older adult ages.p&€hed 1995 — 2007 is marked by
relative improvements in mortality most evidenttlre younger ages that extend up to
about 40 years old.

3.6. Results of the Double Bilinear Poisson Lee-Carter gdel

The patterns observed in the residual analysif®fPLC model, especially for
men, suggest possible age-time interactions not éalptured by the model, similar to
the pattern found by Booth et al. (2002) for AugiraMoreover, the results of applying
the PLC model to different sub-periods confirm timelings of the descriptive analysis
in Section 2 that the rate of mortality decline otime did not follow the same pattern
for all ages. This suggests applying the extensibmhe PLC model which adds a
second bilinear term to the demographic model, é&fenth designated as PLC2, in

order to better capture the time trend behaviourthe age-specific death rates.
Estimates of the parametef®, 52 , k* and k? for this extended model are plotted in
Figures 26 to 29. We omit the estimat&g since they were almost identical to the ones
obtained with the PLC model considered in Section 4

The estimatedlzt1 show an almost linear downward trend for both raed
women. The values oﬁ’i are positive for all ages (except for ages abd)e ®hich
associated with the decrease ﬁh translate into a roughly exponential decrease of
death rates. This first term is thus very simitathelztobtained in the PLC model. The

rate of decline captured iﬁtl is attenuated or accentuated by the effectztbf This
second term starts with a decreasing trend in #594. In the 1960s, it is more or less
constant for women, after which it shows a growirend. In the case of mem?,t2
presents an increasing trend after 1960, stabglimgar the end of the twentieth century.

The values of,éx2 are larger for young adult ages, both men and wonmvlich means
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that the impact of the introduction of this secaedm is more focused at these

particular ages.
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Figure 26.PLC2 model estimates@’i for ages from 0 to 99, 1950 — 2007, Portugal.
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Figure 27.PLC2 model estimategfy’x2 for ages from 0 to 99, 1950 — 2007, Portugal.
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For men, the growing trend olfi2 from 1960 till the end of the century

associated with positive values qfi‘f specially for young adult ages, results in the

attenuation of the effect of the first factor, ireducing the rate of decline of the death
rates in that period for those ages. This alsdi@sfhat the rhythm of decline of male
mortality is accentuated at the end of the twemtoeintury and beginning of the twenty

first century.
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Figure 28.PLC2 model estimatesl%, 1950-2007, Portugal.

The impact of the introduction of a second termvamen is less significant
since sz varies less over time. The major effect is to redilne gains determined by the
first factor between ages 15 to 30 years since .19 80ould be noted that in the case of
women, [S’f takes negative values for ages above 60 yeardhveltienuates the rate of

decline of death rates for these ages in the yestrs of the period in analysis while

accentuating the decline afterwards.
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Figure 29.PLC2 model estimatek?, 1950-2007, Portugal.

Overall, the inclusion of the second term improskghtly the fit of the model.

The percentages of total deviance explained byrtbdel with two factors are higher

for both men and women, the valuesRif, are 96,8% for males and 97,6% for females.

As can be seen from Figure 31, the fit is improesgecially at young adult ages.
Although systematic patterns in the residuals allfeund for men and women, as can
be seen in Figure 30, they have a relatively smdil@ension when compared with the
PLC model considered in Section 4, in particulamin.

We conclude that the second term enables the midelapture the non-
linearities in the decline of log-death rates fartjgular ages, in particular young adults.
There is also some evidence of some possible stalcthange at the end of the

twentieth century with a more accentuated declin@ale mortality thereafter.
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3.7. Conclusion

In this paper, we analyse the pattern of mortalégline in Portugal since 1950.
The general shape of the age specific death ratesnisistent with the typical pattern
found in other countries, and has moved down due teflecting the overall decreases
in mortality at all ages. These improvements haaenlgreater at lower ages, especially
infant mortality, than at higher ages. However thg of improvement in death rates
showed considerable variability over the periodsidered, particularly in the case of
teens and young adults. In more recent years,aseeein life expectancy at birth are
originating more and more from improvements in raldgt at older ages. Also, the
beginning of the 21st century denotes an apparetitffgrent pattern in mortality
decline, particularly evident for men up to 40 weatd. Evidence of some apparent
cohort effect for people born between 1950 and 1860e been noticed, especially for
men, that seem to have experienced particular poprovements in mortality when
compared with adjacent cohorts.

We estimate several extensions of the Lee-Cartetatity model in order to
capture the main characteristics of the declinenortality. The results obtained from
using the Poisson Lee-Carter model with one intemaderm show an almost linear
declining trend of mortality over time. The modé&dacaptures the greater decline in
death rates at younger ages in response to chamngieis general declining time path.
Although the model fits reasonably well the datageneral terms, for some specific
ages the fit is not so good, as is the case of between 20 and 35 years. From an
analysis of the pattern of the residuals, an ewarit850-1960 cohort effect is also not
appropriately captured by the model. The Lee-Camedel was also estimated for
different sub-periods. The results confirm that pagerns of mortality improvements at
each age have changed over time. Finally, we cermidthe model incorporating an
extra age-time interaction component. The inclusiérthis second term is able to
improve the fit of the model by capturing the navehrity in the decline of log-death
rates at some ages.

We conclude that a careful descriptive analysishef patterns of mortality

decline is essential to help formulate and valigeesimonious mortality models. In our



89

analysis of Portuguese data, we discussed howtansan of the mortality model was
able to provide a better fit to the data by capmimportant characteristics of the data.
However, there were a number of issues that wefdefsubsequent studies. A
better understanding of the major patterns of nitrtdecline and the choice of more
appropriate mortality models is important not ofdy historical purposes but also for
forecasting purposes. Alternative formulations &g tstochastic model will have
consequences in terms of predictions of future atioyt and life expectancy. An
evaluation of the different models in terms of frasting validity and performance is
therefore an important issue to investigate. We #swve for future research some
guestions that were raised during our analysis,etastudying the eventual presence of

a cohort effect.



90

REFERENCES

Alho, J. (2000). DiscussioMorth American Actuarial Journaft(1), 91-93.

Arriaga, E. (1984). Measuring and Explaining theafidre in Life Expectancies.
Demography, 21(1), pp. 83-96.

Booth, H. (2006). Demographic Forecasting: 198@®05 in Review.International
Journal of Forecasting22, 547— 581.

Booth, H., Maindonald, J., and Smith, L. (2002) pAing Lee-Carter under Conditions
of Variable Mortality DeclinePopulation Studigs6, 325— 336.

Booth, H. (2006), Demographic forecasting: 19802G0D5 in review,International
Journal of Forecasting22: 547-581.

Booth, H., and Tickle, L. (2008), Mortality modeiyj and forecasting: A review of
methodsADSRI Working Paper n°. Awvailable at: htt://adsri.anu.edu.au/.

Brouhns, N., Denuit, M., and Vermunt, J.K. (2008)Poisson Log-linear Regression
Approach to the Construction of Projected Lifetableasurance: Mathematics
and Economics31, 373-393.

Brouhns, N., Denuit, M., and Van Keilegom, I. (2D0Bootstrapping the Poisson Log-
bilinear Model for Mortality Forecastingcandinavian Actuarial Journa8, 212
-224.

Cameron, A. C., and Trivedi, P. K. (1998). RegmssAnalysis of Count Data.
Cambridge University Press.

Cameron, A. C., and Windmeijer, F. A. G. (1997). Rysquared Measure of Goodness
of Fit for Some Common Nonlinear Regression Mod#&sirnal of Econometrics
77,329 -342.

Canudas-Romo, V., Coelho, E., and Pina, C. (208@)ut Mortality Data for Portugal.
Available at www.mortality.org.

Carter, L.R., and Prskawetz, A. (2001). Examinitigi&ural Shifts in Mortality Using
the Lee-Carter Method. Max Planck Institute for gmaphic Research, WP
2001-007.

Coelho, E. and Nunes, L. C. (2011). ForecastingtMity in the Event of a Structural
ChangeJournal of the Royal Statistical Societyl A4, Part 3, pp 713-736.



91

Debon, A., Montes, F., and F. Puig. (2008). Modelland Forecasting Mortality in
Spain.European Journal of Operational Researt80: 624—637.

Figoli, M.G.B. (1998). Modelando e Projectando artdiidade no Brasil.Revista
Brasileira de Estudos de Populagaib(1), 95-113.

Girosi, F., and King, G. (2008Remographic ForecastingP’rinceton University Press,
Princeton.

Goodman, L.A. (1979). Simple Models for the Anatysif Association in Cross-
Classification Having Ordered Categorie3ournal of American Statistical
Association/4, 537-552.

Hardle, W., and Mysickova, A. (2009). Stochastip&ation Forecast for Germany and
its Consequence for the German Pension System. &PBDiscussion Papers
SFB649DP2009-009, Sonderforschungsbereich 649, HdldnbUniversity,
Berlin, Germany.

Heligman, L., and Pollard, J. H. (1980). The ag#epa of mortality.Journal of the
Institute of Actuaried07: 49-80.

Human Mortality Database, HMD. University of Califta, Berkeley (USA), and Max
Planck Institute for Demographic Research (Germangyvailable at
www.mortality.org or www.humanmortality.de (data wddoaded on
[17/10/2008]).

Koissi, M., Shapiro, A., and Hbognas, G. (2006). Ieating and extending the Lee—
Carter model for mortality forecasting: Bootstragnftdence intervallnsurance:
Mathematics and Economic38, 1-20.

Koissi, M. and Shapiro, A. (2009). The Lee-Carteoddl under the Condition of
Variable  Age-specific Parameters. Available at: piivww.soa.org/
library/proceedings/arch/2009/arch-2009-iss1-kesisapiro.pdf.

Lee, R. and Carter, L. (1992). Modeling and ForeegdJ.S. Mortality.Journal of the
American Statistical AssociatipB87(419), 659-675.

Lee, R. and Miller, T. (2001). Evaluating the peni@nce of the Lee-Carter method for
forecasting mortalityDemography38(4), 537-549.

Lundstrom, H. and Qvist, J. (2004). Mortality Fasttng and Trend Shifts: an
Application of the Lee-Carter Model to Swedish Midity Data. International
Statistical Review72(1), 37-50.



92

Renshaw, A., and Haberman, S., (2003). Lee—Cartataiity forecasting with age
specific enhancemertsurance: Mathematics and Econom83(2), 255-272.

Renshaw, A. E., and Haberman, S., (2006). A cobased extension to the Lee-Carter
model for mortality reduction factor$nsurance: Mathematics and Economics
58: 556-570.

Rodrigues, T., Moreira, M. J. G., and FernandesAA(2004). Social Changes and
Better Health Conditions of the Portuguese Popmuiatl974 — 2000Hygiea
Internationalis volume 4, n°1.

Tuljapurkar, S., Li, N., and Boe, C. (2000). A Uaigal Pattern of Mortality Decline in
the G7 CountriedNature 405, 789-792.

Wilmoth, J.R. (1993). Computational Methods fortiRiy and Extrapolating the Lee-
Carter Model of Mortality change. Technical Repdsniversity of California,
Berkeley. U.S.A.

Wilmoth, J.R. (1998). Is the Pace of Japanese MiyrtAecline Converging Toward
International Trends?. Population and Developmemwié, Vol. 24 n.°3
(sep.1998), pag. 593 — 600.

Wilmoth, J.R., Andreev, K., Jdanov, D., and GleAD(2007) Methods Protocol for the
Human Mortality Database. Human Mortality Databasavailable at:
http://www.mortality.org/Public/Docs/MethodsProtbgalf.

Willets, R.C. (1999). Mortality in the next millelum. Paper presented to the Staple
Inn Actuarial Society.

Willets, R.C. (2004). The cohort effect: insightsdaexplanations. British Actuarial
Journal, 10, 833-877.



4. COHORT EFFECTS IN MORTALITY MODELLING

Abstract

In Portugal, as in other developed countries, suibist mortality gains have occurred at
all ages in the last decades. However, a previgppmatory study of the patterns of mortality
decline in Portugal over the period 1950 — 2007e{f@ and Nunes, 2010) shows that the
rhythm at which mortality has been improving diffdretween ages and over periods of time. In
particular, an apparently odd pattern of mortalityprovement was detected in the male
population, suggesting that over time a specifiougr of male individuals might have

experienced a non-declining or even increasing atityt

In this paper we use age-period-cohort (APC) motielavestigate the feasibility of a
cohort effect in the Portuguese male mortality. ies the classical additive APC model, the
possibility of an interaction of period and cohavith age is considered. The Bayesian
Information Criterion (BIC) is used to select agaronious model that adequately fits the data.
The APC with age-period and age-cohort interactisrfisund to be the model that best captures
male mortality patterns over the period 1950 — 2@08imulation study is conducted to show
the consequences of estimating an incorrect mdded. results also confirm that BIC can be

used to select the correct model.

Key words: Age-Period-Cohort model, Bayesian Information €ia@n, cohort effects, period

effects.
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4.1. Introduction

In Portugal, as in other developed countries, suibist mortality gains have
occurred at all ages in the last decades. Howevergvious exploratory study of the
patterns of mortality decline in Portugal over theriod 1950 — 2007 (Coelho and
Nunes, 2010) shows that the rhythm at which maytdias been improving differs
between ages and over periods of time. In particila apparently odd pattern of
mortality improvement was detected in the male jemn, suggesting that over time a
specific group of male individuals might have expeced a non-declining or even
increasing mortalitf Willets (1999, 2004) found a similar behavior ngland and
Wales, attributing it to “cohort-specific” influegs.

The residual analysis of the Poisson Lee-Carterainficee and Carter, 1992;
Brouhns, Denuit and Vermunt, 2002) applied to Rprase male mortality data, by
Coelho and Nunes (2011), also suggests that plartiage-time influences are not fully
captured by the model. These results lead us tsidenthe possibility of a cohort effect
not yet identified in the temporal pattern of malertality in Portugal.

Besides England and Wales, cohort effects are faksod in Spain (Cleries,
Martinez, Valls, Pareja, Esteban, Gispert, MordRibes, and Borras, 2009), Denmark,
and in the male populations of Austria, Francelyltalapan, Netherlands and
Switzerland (Andreev and Vaupel, 2005).

In this paper we use age-period-cohort (APC) modelsinvestigate the
feasibility of a cohort effect in the Portugueselenaortality. To our knowledge, all
studies of the mortality evolution in Portugal hdeeused on the impacts of age and
period, and relatively little is known about possibohort effects. The objective of the
APC analysis is to disentangle the effects of agepd and cohort on some outcome, in
our case, mortality. The separation of age, peaad cohort patterns in mortality
decline can contribute in important ways to an usid@ding of the recent mortality
decline as well as for forecasting future trenastHe prospect of a relevant cohort
effect, the possibility of an interaction with adbat is cohort-specific age effects, is
also considered. This is done by applying the esiten of the Lee-Carter model

% The average annual mortality improvement ratesPfmtuguese males plotted by year of birth suggest
that people born between 1950 and 1960, espeaiaty, have experienced particular poor improvements
in mortality when compared to adjacent generations.
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including a cohort effect associated with an ageeraction term as proposed by
Renshaw and Haberman (2006).

The Bayes Information Criterion (BIC) is used tdesethe most parsimonious
model that best captures mortality patterns (CaiBtake, Dowd, Coughlan, Epstein,
Ong and Balevich, 2009). As such, we conclude f@droct specific influences in the
data if the selected model includes cohort effects.simulation study allows us to
confirm if BIC is indeed selecting the correct mbdad to explore what are
consequences of estimating an incorrect model.

In the first section we present the theoreticainieavork of the classical APC
model, the well-known problem of model identificatj classical estimation methods
and some recent developments. Then the introdudidnteractions in the model is
discussed and the general model of Renshaw andiidabg2006) is presented. Using
data on the annual number of deaths and populateenby age over the period 1950 —
2007 empirical results are presented. Finally, rdsults of the simulation study are

shown, followed by final considerations.

4.2. Age-Period-Cohort Analysis

4.2.1. Introduction

The discussion of the importance of cohort infllemhon mortality risks dates
back to the 1920’s (Hobcraft, Menken and Prest®821 Richards, 2008; Murphy,
2010). According to Collins (1982) and Hobcraftaét(1982), it was Derrick, in 1927,
who first argued that age-specific death ratestguioby year of birth provided a more
consistent basis for projecting mortality patterather than the more familiar year of
death. While analyzing age-specific mortality retasEngland and Wales from 1841 to
1925, Derrick found that logarithms of mortalityea plotted against year of birth were
strikingly parallel and concluded that almost b# temporal change in mortality is due
to the birth cohort influence (Hobcratft et al., 228n 1934, Kermack, McKendrick and
McKinlay reached similar conclusions for the regiya of the cohort effect that

changes the relative risk of mortality by the sgoneportion at most ages (Murphy,
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2010; Hobcraft et al., 1982). The term “cohort” wesed and defined for the first time
in 1939 in a posthumous publication on tuberculbsig-rost (Case, 1956). Using age-
specific death rates from tuberculosis in Massaefttsisfrom 1880 to 1930, Frost
showed graphically that age-specific rates seebetmore regular for cohorts than for
periods and demonstrated that age patterns of ltprieom tuberculosis look quite
different for cohorts and for periods (Hobcrafagt 1982).

The graphical display of the data can reveal prigbeddationships. However a
formal approach to modeling data, such as regnessialysis is thought to be helpful.
According to Hobcraft et al. (1982), the first peopdentified APC model was specified
by Greenberg, Wright, and Sheps (1950), where te edfects were parameterized
through a beta distribution. While the statementhef APC model is straightforward,
the estimation of the model poses a statisticablpro, known as the identification
problem, due to the linear relationship between, @geiod and cohort. Two decades
later, K. Mason, W. Mason, Winsborough and Poo/8) address the identification
problem in the APC model and, using a multiple sifesation framework, propose a
constrained-based approach, founded on a prioriteawtetical knowledge, to estimate
the age, period and cohort model parameters. Foitpthe constrained-based approach
proposed by Mason et al. (1973), several otheragmmes have been proposed in order
to solve the identification problem of the APC mlbdemong them are the analyses
ignoring sequentially one of the three dimensiond #he search for an estimable
function of the parameters (Kupper and Janis, 198ijgers, 1982; Holford, 1983;
Kupper, Janis, Karmous and Greenberg, 1985; Hqlfd8®1; Clayton and Schifflers,
1987; Fu, 2000; Yang, Fu, and Land, 2004; Kuantgeiiand Nilsen, 2008a).

Holford (1983) focused on finding estimable funosoof the parameters which
are invariant as to the particular constraint agapland in particular proposed a partition
of age, period and cohort effects into linear amdvature components, the latter
components being uniquely determined, and notirg the second differences are a
well known measure of curvature. Clayton and Slhsf (1987) also focused their
attention on what functions of the death rates @&dut meaningfully estimated, in
particular on the ratios of relative risks whicle adentifiable. In the logarithmic scale
these ratios correspond to second order differend®® values for the second order

differences indicate that the log-risk versus cdderiime curve is locally a straight line,
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while positive or negative values indicate convexancave relationships, respectively.
The second differences have the important propeftyepresenting characteristics
specifically attributable to age, period or cohwithout any arbitrary repartition of the
linear components.

Although literature on age-period-cohort modelsich with attempts to solve
the identifiability problem, Clayton and Schiffle(§987) and Carstensen (2007) agree
that such attempts are useless, since is not pegeilsurmount the problem of having
two variables as well as their sum in the samealimeodel. According to them it is not
possible to uniquely estimate the absolute effettsge, period and cohort, unless the
researcher is willing to make some assumptions henrelative importance of the
effects. Carstensen (2007) proposed what he caled sensible parameterization to
overcome the identifiability problem of the APC nebtdA sensible parameterization
depends on the analysis of the subject mattels imeéaningful, understandable and
recognizable, practically estimable, and allownstruction of the fitted rates from the
estimated parameters.

Carstensen (2007) also proposed an extension oAE{& model considering
explicitly data tabulated by Lexis triangles, amargmetric smooth functions, such as
splines, natural splines or fractional polynomials, model age, period and cohort
effects.

Using the second order differences of the threeceffas measures of curvature,
Kuang et al. (2008b) propose an alternative appraadhe identification problem in
the APC model. Their approach consists in transfagnthe design matrix so that

curvatures (the second differences) of age, penaticohort are estimated directly.

4.2.2. The Classical Additive Age-Period-Cohort Model

The purpose of the APC model is to estimate thpe@s/e contributions of the
effects of age (at the event), period (year of a@rnce) and cohort (year of birth) on the
evolution of the variable of interest.

Age is considered the most important source ofatian in vital rates (Hobcraft

et al., 1982; Clayton and Schifflers, 1987). Itreents the mortality risks related to
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biological and physiological factors, which are casated to the aging process, and
which affect equally all individuals of the sameeagegardless of their cohort and
observation period.

Period effects represent contemporaneous conditivaischange the level of
mortality risk at all ages. Period effects may bsagiated, for example, to advances in
medical knowledge, the development of new diagnasiethods, the access to health
facilities, improved sanitary conditions, improvarhén life conditions; environmental
conditions that are susceptible to affect all cthat all ages.

Cohort effects represent the influence of past tmms$ on current mortality
risks, which differentially affects age groups. Teéehort could be a generation of
individuals, a group of individuals born during tk@me year (birth cohort), or a group
of people that lived through important comparablistdnical events or structural
environment changes in the same period (Wilmotl912Willekens and Scherbov,
1991). The birth cohort effect is better thoughtaefa generational effect, because it is
not limited to exposures that might occur at thmetiof birth (Holford, 2006). The
cohort represents the events that affect in a ammilay all individuals of the same

cohort regardless of the age of the individuals @oskrvation period.

4.2.2.1. Model formulation

Let D; denote the number of deaths recorded ati agred calendar yeaj, and
E; the number of persons at risk of death atiaged calendar yeay, wherei D[il,i,]
and | D[jl, jT]. Consider a rectangular data arrgip, ,E;), comprising the observed
number of deathd, with matching exposure to risk of deal) . Age-specific death

rates are calculated by the ratio of the numbeteaths and exposure-to-risk estimates

in matched intervals of age and time (see Humartalityr Database (2007))yy, =1
i

Cohort or year of birtlzis defined byz= | —i D[jl =i, Jr —il].



99

Let the dependent variablg; denote some monotonic transformation (e.g.,
linear, logarithm, or logit) of the observed degdtes, m;, at age and yeayj, which is
modeled as a linear additive function of age, geramd cohort effects. The APC model
may be written as:

Y, =0+a, + B, +y, ¢ 1)
where the paramete¥ is an overall constant that establishes a getmrel to y, ; a;,
Bj, and y, denote the effects for age groypperiodj, and cohort, respectively; and
&; 1s the random error component wiﬂ{gij )=0.
The random distribution of; is tied to the assumptions on the stochastic eaitiy, .

Most age-period-cohort models have been approaabedl class of generalized linear
models (GLM) (Robertson and Boyle, 1998a; Robertsdandini and Boyle, 1999).
The Poisson distribution is generally a valid dmsttion to model counts of
demographic events, such as deaths (Brillinger6),9%nd log-linear Poisson models
are widely used in demography and epidemiology.

4.2.2.2. The identification problem

The major problem with APC models is the exactdmeelationship between
age, period and cohorz = j —i, which can be viewed as a special case of collinea
regressors. Since there are infinitely many linemmsformations leading all to the same
estimated occurrence (incidence or mortality) rdates, impossible to estimate a unique
set of parameters.

The identification problem, in that arbitrary camsts and an arbitrary linear
trend can be added to the elements of the threepamoemts parameters without

changing the predicted values gf, can be illustrated using arguments of group theor
as in Kuang et al. (2008a) and in Carstensen (20018 predicted values of; given
equation (1) are a function of the paramet@rsa;, B, and y,, with z= j =i, which is

invariant to the group transformations g defined by
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a, a +a+Al

:Bj ,Bj'l'b_/]q (2)
H

v.| |n+c+adj-i)
0 o—-a-b-c

where a, b, ¢ and are arbitrary real numbers. These means thateifetimated
parametersﬁ , aj, ﬁ’j and j,are adjusted in such a way that:

a, =a, +a+Al

B, =B +b-20]

V,=y,+c+Alz

d=bd-a-b-c
then the predicted values of, using model (1) are the same, for the two sets of
parameters§, 4, ﬁ’j, V,)and @, a;, B/, v,), whichever the choice of a, b, ¢ and
A, sincez=j-i:

Y; =0 +a, + B +y,

=d-a-b-c+ad +a+A0+B +b- A0+, +c+1x
=3+G,+f, +y,+(-a-b-c+a+b+c)+A(i-j+2)
=3+a,+ B, +p,+ i - i)+ (i-i))

=+ “i+,@j+AZ:§/ij.

Since the different sets of parameters age, penmadcohort lead to identical estimated
values for the dependent variable, there is no efeselecting between the alternative
solutions based on the goodness of fit quality.

A regression model that includes complete setsiofrdy variables for each age,
period and cohort factors is not estimable sineedblumns of the regressors matrix
(matrix X in OLS) will be linear functions of one anothemdaronsequently the matrix
XX is not invertible. Usually in regression moddlattassume unique effects for each
category within each dimension and each dimensaepresented exhaustively by its

categories, a location or normalization constranth as taking one level of age, period
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and cohort as a reference by setting one of eaele 8tales parameters to zero or sum-
to-zero constraints to center the parameters dotlileg sum to zero, are sufficient to
identify the model. Such constrains, however, arsufficient to break the linear
dependency between age, period, and cohort ingdgoariod-cohort model.

Arbitrary linear trends may be added to any of fdxetors with compensating
trends in the other two (Carstensen, 2007). Untess has prior reasons for fixing
overall trends in any of the effects, only depasufrom linearity can be detected
(Holford, 1983; Clayton and Schifflers, 1987).

4.2.2.3. The estimation approach of Kuang, Nilsen and Nilsen

Acknowledging the identification problem of the APdel, several estimation
strategies have been proposed. Following the stigges Holford (1983) and Clayton
and Schifflers (1987), Kuang, et al. (2008a) prepas alternative approach to the
identification problem in the APC model using set@amnder differences, which can be
uniquely estimated. Their proposal consists indf@aming the design matrix so that
curvatures (the second differences) of age, penmticohort are estimated directly.

Kuang et al. (2008a) consider the identificatioalppem and propose a maximal
invariant parameter based on the second differesmogghree initial points designated a
canonical parameterization. Considering the APC eh&at the logarithm of mortality

rates,y; =logmy:

Vi =0+a + By, tE (3)
with agei = iy,..., I}, yearj =j,...,Jt, and cohorz=j-i= j ;- i},..., J7 - i1, Kuang et al.
(2008a) show that it can be written in terms of skeond differences and three initial
points:

yij :yi1vjl+(i _1)(yi1+1~j1 - yi1vl‘1)+ (J _1)(yi1,j1+1 _yi1:j1)+ aﬁj (4)
with

i . ] . ]_l . .
a; = > (i-s+)a,+ Y (j-s+OX¥B+ > (j-i-s+1Ny,

s=ip+2 s=j+2 s=j—i +2
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where &* denotes the second difference operator. In (), determines the level,
(yilﬂJ1 - yilyjl) and (yilyjlﬂ—yil’h) determine linear effects, and the double diffeeghc

parameters determines the non-linear effects. Seddferences have the advantage of
being interpretable. A nil value indicate the alugeonf change in the local trend, a
positive value or a negative value correspond sy to an acceleration or
deceleration of the local trend.

The canonical parameter proposed is

Ct = (yil,jl1yi1+1,j1’yil,j1+11A2ai1+21'"1Azai| 1A2,le+2’---1A2,BjT1A2yj1—i, +2""’A2ij—i1) )
Kuang et al. (2008a) demonstrate tlfagives a unique parameterization ;qu“. For

estimation, a design matrix for the canonical pat@mé can be deducted from (4).

The uniqueness of implies that the design matrix has full columnk.a8o the
model may be estimated by least squares regressiogeneralized least squares
regression (linear or Poisson regression).

The original parameterg;, ;, and y;_; can be constructed frodi, imposing

some identification restrictions on the parametémsdo so the researcher should look
at the estimated parameters in conjunction witlermftion external to the data. For
instance, one can set the constant, the first @agert and period parameters equal to
zero and an additional equality constraint on ih& fwo calendar year parameters in
order to get estimates for the parameters levketsa, = ), = 8, = 5, =0.

Carstensen (2007), Kuang et al. (2008a) remarkntipertance of the graphical
representation of the three components estimatiettef and the fact that the first
differences as well as the absolute levels can beeth around between the three

components.

“Kuang et al. (2008a) show that the three cornemtpc(Ml’h,yilﬂh,yil’hﬂ) can be replaced by three

other points (yi.'j.,yi..’j..,yi.,'j...) and the parameterization oyij by & remains unique (exactly

identified) if the matrix B, based on the new sef three points, and defined as

B= (b] B.. hj)' whereby; = (Li-1,j-1), is invertible.
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4.2.3. Age-by-Period and Age-by-Cohort Interactions

The classical APC model is a linear, additive, dibeffects model. It assumes
that age effects are the same for each period almort; period effects are the same for
each age and cohort, and cohort effects are the $ameach age and period. The
empirical and theoretical adequacy of the classiBBIC model that allows no
interaction terms have been questioned (Glenn, ;1R@6gers, 1982; Wilmoth, 1990).
Glenn (1976) argues that there are often substangi@&sons for assuming the existence
of such interactions. Following the criticism of éBh (1976), and taking into
consideration the discussion on the conceptual@atiia cohort in Ryder’s (1965), in
that he explains that the cohort can change owee,thot only due to composition
changes, but because different cohorts live thraiiffjarent social events, or the same
events at different ages, and these events maygehtdre cohort nature in several
lifelong ways, Fienberg and Mason (1982) descrévemal ways to extend APC models
to include interactions.

The inclusion of interaction terms was also proposs a solution to the
identifiability problem of the classical additiveP& model. Moolgavkar, Stevens and
Lee (1979) proposed, and James and Segal (1982nsextly analyzed, a non-linear
APC model with an age interaction term associateti¢ period effects. The non-linear
model for the time effect proposed by Moolgavkaalet(1979) is just one example of
interaction terms in the APC model.

According to Holford (1991, 2005) nonlinear mod&igh age-period and/or
age-cohort interactions are especially interestbegause in most situations they will
yield a unique set of parameters, without the dsarlatrary constraints. However, the
authors remark that the additive APC model is aigbease of this form, and special
caution is necessary. Also they note that intradrcnonlinear models often have
complex regions where the different parameters gearly identical fitted values to the
data, resulting in unstable parameter estimates.

The well known Lee-Carter model (Lee and Carte©®2)9ncludes a bilinear
term in the age-period model, but no cohort eff&#nshaw and Haberman (2006),
based on the work of James and Segal (1982), deeerdhe Lee-Carter model to

incorporate cohort effects with an interaction tewith age. The APC model is
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generalized to allow age profiles to change ovweetiperiod effects to have different
influences on people of different ages, and cohtartshange from one period to the

next.

4.2.3.1. The Lee-Carter model

Lee and Carter (1992) propose the following modelthe logarithm of death
rates,y; =logmy :

y, =a; + Bk, +¢ (6)
where a; represents the general shape of the age-speaiiitality profile (main age
effects), k; represent the main period effects (underlying timend), 5 are age-
specific parameters that measure the sensitivitjogfy, to changes in the temporal
index of mortalityk;, and &; represent the error terms which are assumed to teree

mean and constant variance.

The structure is invariant to the group transfororet g defined by:

a a, —cf
9:| B |~ A )
%) ldlk+c)

wherec andd are arbitary constants witd # 0. So k; is determined up to a linear

transformation, 8 only up to a multiplicative constant an@, only up to a linear

transformation.

In order to ensure the identifiability of the mod&lo constraints must be
imposed. Lee and Carter (1982) propose using thewimg identifying constraints
i ir
Z,Bi =1 and ij =0, which imply thata, is an average dbgm, taken over time.
i=iy i=i

The homoscedasticity assumption on the error tefrhave been considered

fairly unrealistic (Wilmoth, 1993; Alho, 2000) arigtouhns et al. (2002) proposed an
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extension to the Lee-Carter model that keeps tigebikinear functional form, but

replaces the least squares approach with a Paisgagssion for the number of deaths.

4.2.3.2. The Renshaw-Haberman model

Renshaw and Haberman (2006) incorporated cohoectsffinto the model,

adding an additional pair of bilinear terr;ziiéz)yj_i , Where y;_; represent cohort effects

and ,61(2) measure the corresponding interaction with agee model proposed by

Renshaw and Haberman, henceforth designated RHInfod¢he logarithm of death

rates, y; =logm,, can be written as follows:
yu = ai +IBI(1)k] + 1[51(2)}/] » + gu (8)

The structure is invariant to the group transfororet g defined by:

a, - d’gi(l) _ fIE:(Z)
a | |g
B |
gk | C(kj+d) (9)
,8(2) ﬂ(2)
v e
e(yj qtf )

wherec, d, e andf are arbitrary constants with# 0 ande# Q.

To deal with the identifiability problem of the meld due to the relationship
between the three time components and to ensunggaeuset of parameters, Renshaw
and Haberman (2006) adopted a two-stage fittiragesgly in whicha; is estimated first,
according to the original Lee-Carter model (therage over time of the logarithm of

death rates), followed by an iterative fitting aitjom to estimate the remaining

parameters subject to the parameter constraints:

'2',51(1) =1, '2/5}2) =1 andk; = Q

i=i; i=i
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The last constraint is used when setting the stariralues and is subsequently
maintained in the iterative fitting algorithm, whithe first two constraints are imposed

once the algorithm has converged.

According to Haberman and Renshaw (2009), estimatm first by

conditioning on a predetermined static life tablleves the preservation of a realistic
representation of the main age effects which mttettypical shape of a static life table
on the log scale.

Renshaw and Haberman (2006) had already notedctiratergence of the
iterative fitting procedure was slow when fittingeaperiod-cohort with interactions.
Cairns et al. (2009) also found that parameteresin the iterative scheme converge
very slowly to their maximum likelihood estimateghich according to them suggests
that some sort of identifiability problem remaidgguing that the model proposed by
Renshaw and Haberman (2006) lacked robustnessipatameter patterns, Cairns et
al. (2009), proposed a different algorithm to figtithe Renshaw-Haberman model and
impose the following constraints to ensure idealility:

Jszj =0, '2/351) =1, z'zyJ =0, and 'z'/)’i(z) =1.
i=i i=i; i=i; =i, i=i;
Imposing the sum of period and cohort parameteuslegpne, implies that the estimate

for a; will be (at least approximately) equal to the meaer time of the logarithm of

the age-specific death ratdsgm, (Cairns et al., 2009).

4.2.3.3. The Lee-Carter model with additive cohort effects

The Lee-Carter model may be extended to includeaddlitive main cohort
effect, or alternatively we can set the age-colaté¢raction parameters, in the RH

model ,Bi(z), equal to a constant. In such a model cohort &fface fixed over the

lifetime of the cohort. The Lee-Carter with additicohort effects model for the

logarithm of death ratesy; =logm;, can be written as follows:

y, =a,+ Bk +y, tg (10)

J

The structure is invariant to the group transfororet g defined by:
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. a -dg - f
16| |5
g: K =9 cC
;;. dk,+d) (11)
I }/j—i +f

wherec, d andf are arbitrary constants with# 0. To ensure the identifiability of the
model, constraints such as defined by Cairns ¢2@09) for the Renshaw-Haberman
model may be adopted:

Wt

ikj =0, iﬁi =1, > > ¥.=0

i=i i =iy =iy j=];

4.3. Data Description

In this study we use post-1950 data for the Podagumale population. The
data, number of deaths and exposures-to-risk, by aglast birthday from 0 to 99 years
old, were obtained from the Human Mortality Datahawhich is sponsored by the
University of California, Berkeley, and the Max Rt& Institute for Demographic
Research (http://www.mortality.org). Data were fabed by age and time of death
using equally spaced intervals for age and calepdaod. Age-specific death rates are
calculated by the ratio of death counts and exmoeBurisk estimates in matched
intervals of ages and time. Cohorts are found endihgonals of the table. One should
note that the diagonal cells in such a table, he@wneso not define non-overlapping
cohorts. These correspond to “synthetic cohortsytdo not match to successive
observations of the same birth generation but @mst® successive age intervals in
successive time intervals. If we consider one-yei@rvals for age and period, each cell
represents the experience of two actual cohortghernumber of deaths during a
calendar year between two different birth coholRst example, individuals aged 50
who died during the calendar year 2000 were bomesione during the years 1949 and
1950, corresponding to two different birth genemagi. Similarly, individuals aged 51
belong to the 1948-1949 cohort, which overlapspiteious cohort.
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The graphical analysis of the observed death @@ades a first step in better
understanding the data (see figure 1.). Howevey figure may be interpreted with
caution since not all cohorts are observed atgasaand consequently not all contribute
with the same information to the mean death rafdder and younger cohorts are
under-represented. The earliest birth cohort indata corresponds to individuals born
between T January 1850 and 3December 1851, those deceased at the age of 89 yea
old in 1950, the first calendar year of observationour data. According to the
convention adopted in the study, the first cohd®50-1851) will be designated as 1851
birth cohort, obtained by the difference betweearyd death and age at last birthday.
For this birth cohort only one observation is aafalié. As we move forward we are
adding information on more cohorts to the dataBet. these initial cohorts we only
have available data for very old ages. As we mavedrd across cohorts, till the birth
year 1908, we are adding information on the deatésrof younger ages, which are
lower. It follows that the average of the cohorégfic death rates are falling as can be
seen in Figure 1. At birth year 1909, we beginaselthe older ages, but keep adding
cohorts with younger ages. Therefore, when anajytie mean death rate by cohort

(Figure 1) we can detect a more pronounced dealfitee 1909, as older ages with high
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Figure 1 Mean male deaths rates by cohort year-of-binibé&lanced sample).
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death rates are being substituted by younger agbdawer death rates. For the birth
years during the second half of 1940s we startradth the data cohorts with ages
under 5, at a time when infant mortality rates sii very high, which results in an
increase of the mean death rate till 1950. Frorthbjear 1950 onwards, all cohorts
include ages 0 and above, but start losing oldes dgading to a decline in the mean
death rate. Finally, by the end of the sample,nii@an death rate goes up as we have
cohorts with data available only for the very youwaugs.

The graphical analysis of the observed age-spedéath rates plotted by
calendar year and year of birth offer a better eggh for analyzing the effects of age,
period and cohort (Carstensen, 2007; Kupper e1@85; Roberston and Boyle, 1998b).
To facilitate the visual analysis, age-specific teetes for Portuguese males from
1950 onwards were plotted only for five-year ageugs and five-year calendar periods.

An analysis of the cross-sectional age-specifidideaates in Figures 2 and 3
shows that male mortality has improved at all ageBortugal over the last 60 years,
but not all improved at the same pace and a fevs agen showed increases in some

calendar periods.
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Figure 2.Male age-specific rates by period.
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The decline in mortality begins earlier and is maceentuated among younger
ages (Figure 3). Death rates from birth to 4 yeddsshow an unprecedented decline
and a consistent overall declining trend over tidiéhough at a slower pace, mortality
between ages 5 and 14 also show the same congdsw@inting pattern over time. In the
earlier years, an accentuated decline is showeohdnyality between ages 15 and 50,
but latter these improvements stabilize and thes¢ghdrates even increased during some
time, returning to a decreasing trend in more regears. An example of such behavior
is the decline in rates at ages 15-19 during th80’89 after which these begin to
increase attaining a peak in 1980-1984, when ardgestarts again. The same behavior
(of a clear decline and then an increase and thether decrease) can be observed
regarding the rates at 20 to 30 years old. Thitepatof behavior moves in time as
people age, which is apparently an indication obidh generation of individuals

sharing higher deaths rates than previous genesatio
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Age-specific death rates curves (Figure 2) moverdeavds over time, which is
an evidence of the influence in mortality of theviemnmental conditions operating at
the time of death; this is, of a period effect. Buge distribution however changes from
period to period. The shape of age distributiodedth rates is affected both by varying
age effects and by varying cohort effects, as tlvesees cut across a number of birth
cohorts (Kupper, et al., 1985). After a high incide of mortality in early childhood,
the rates decrease dramatically until about 10-dats/of age when they begin to rise
again. The incidence of mortality peaks aroundape 20-24, stabilizing till age 35 in
the early periods. In the more recent periods 1804 to 1985-1989, after a peak at
age 20-24, the incidence of mortality declined lestwthose aged 25-29 and 30-34.

Cross-sectional age-specific death rates changedtowe. These changes may
reflect aging influences, period effects or it mag the reflection of the different
characteristics of the cohorts that happen to Issipg through those ages during those

calendar years.

3,00

1920-1924
2,00 - 1925-1929
1930-1934

1935-1939
1940-1944

1945-1949

1950-1954
1955-1959

1960-1964
1965-1969

1,00 -

Log death rates

- —
f/“"‘ 1970-1974
000 - 1975-1979
’ 1980-1984
1985-1989
0,50 - 1990-1994

1995-1999
2000-2004

-1,00
Yy <
o wmn

10-14
15-19
20-24
25-29
30-34
35-39
40-44
45-49
50-54
55-59
60-64
65-69
70-74
75-79
80-84
85-89
90-94
95-99

Ageatdeath

Figure 4 Male age-specific rates by date of birth.
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Figure 4 displays the change in mortality of a gapon born within the same
time interval over their lifetime. Following theetrd from the early cohorts to the more
recent ones, cohorts’ life-course patterns showreeal consistent behavior. A peak at
early childhood is followed by a decrease till ardwage 10-14, and then by an increase
in mortality which attains a peak at around age220-followed by a decline of
mortality in each cohort and then by an increaseagt cohort ages. The age where the
inflexion point between decline and increase happlowever, seems to move to the
right. Some specific behavior is visible for thehods born between 1945 and 1974
(Figure 5), which comparatively with previous cdisprshow higher mortality at ages
15-19to 35— 39.
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Figure 5.Male cohort-specific rates by age.

The evidence from the graphical analysis is thaides aging changing effects,
period and cohort effects may both be presentendtéta. Since age, calendar time and
cohort are fundamentally tied to each other (as tadvances, a cohort ages), it is

difficult to determine graphically if these thredfeets are simultaneously present.
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However distortions of cross-sectional plot of agecific death rates are a possible
indication of the presence of cohort effects, whilistortions in longitudinal plots of
age-specific death rates point to the existencpeoiod effects, and both are evident
from the plots. Formalizing the age-period-coharalgsis may help to disentangle the
influences of each type of effect.

4 4. Estimation Results

In this section we present the estimation resdlth® various models: the age-
cohort (AC) model, the age-period (AP) mdgdehe age-period-cohort (APC) model,
the Lee-Carter (LC) model, de Lee-Carter with addicohort effects (LCC), and the
Renshaw-Haberm&n(RH) model for the Portuguese male mortality ddfar the
models estimation we have considered one-yearradjperiod intervals.

Maximum likelihood estimates for the parameters; &ach of the above

mentioned models, are obtained based on the folpassumptions:

- The number of persons at risk of death atiaged calendar yeay, E;, is a

deterministic exposure measure;

- The number of deaths at age and calendar yegr, D,

;» are jointly
independent random variables following a Poissostridution with mean
E, (4 or D, ~ PoissorﬁEij [ ) where y; denotes the age-specific forces of
mortality, which are assumed to be constant wittands of age and time but

allowed to change from one band to the next;

® The AC and AP models were fitted using the glnmcpoure implemented in the Stats R Package. The
statistical software “R” is available free of charfgom www.r-project.org.

® The APC, LC, LCC and RH models were fitted usingaaaptation of the code, written by Professor
Andrew Cairns in the “R” programming language, whis part of the LifeMetrics toolkit (Coughland,
G., Epstein, D., Ong, A., Sinha, A., Hevia-Porteees, J., Gingrich, E., Khalaf-Allah, M., and Jokep
P., 2007).
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- With a log-link function, the logarithm of the exgted number of deaths is

given by logE(D,)=1logE; +log( ), where log(g;) correspond to the

parametric structure dE(yij) for each of the models considered.

4.4.1. The age-period and age-cohort models

As a first step in the analysis we fitted an ageegaeand an age-cohort models,
which give a rather simplistic description of thetuml impacts of risk factors on
mortality. The deviance residuals from both modeis plotted against age, calendar
year and year of birth (Figure 6). The plot of @dede residuals versus age from both
models shows large residuals at childhood, dendtwegdifficulties in capturing the
trends of mortality at these ages. The dramatidirdeof death rates at the youngest
ages, from very high rates at the 1950s to veryriaes at the first years of the twenty-
first century, is not well captured in particulay the age-period model. The plot of
deviance residuals against calendar year shows [agitive deviance residuals for the
early calendar years and large negative deviarsiduas in more recent years.

The deviance residuals plotted against year of lsinbw a sort of ripple effect.
It is more visible for the age-period model, shaylarger deviance residuals for the
generations born after 1940. This pattern may sstgtdpee need of a cohort effect in
explaining the mortality behavior. The ripple etféar the cohorts born between 1950
and around 1975 is also evident in the plot of a@ese residuals from the age-cohort
model. To check whether this apparent cohort effeatot caused by the particular
structure of our dataset where higher infant deatbs are first included in the year
1950, we re-estimated these models excluding agesT@e results obtained still show
a visible ripple effect in the residuals, symptohth@ need to model a cohort effect.

The age-cohort model seems to capture the trendsitality more effectively
than the age-period model, reducing the devianbstantially comparatively to the
age-period model. Neither, however, seem to bafipeopriate models to describe the
trajectory of male Portuguese mortality, since cclean-random patterns subsist in the

residuals.
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4.4.2. The age-period-cohort model

A more realistic assumption will be that neitheripé nor cohort effects alone
lead to an adequate description of the data. Theepagod-cohort model, which
combines the cohort and the period approaches,allilv a simultaneous analysis of
both dynamics in the mortality trends. We fit trgegeriod-cohort model to mortality
data using the approach proposed by Kuang et @08&). The second differences of
age, period and cohort are estimated directly.

Following the recommendations of Carstensen (2@0W) Kuang et al (2008
a,b) on the parameterization of the effects, wé labthe estimated parameters, and in
conjunction with information external to the datatbe mortality behavior patterns, we
set the constant, the first age, cohort and pgyardmeters equal to zero. Additionally
we set an equality constraint on the first two odbe year parameters. The selected
parameterization is based on the predominance wfgamfluences on all causes
mortality (Hobcraft et al, 1982; Clayton and Sdeif§, 1987), and on the declining time
pattern of overall mortality in developed countree®r the twentieth century associated
to period influences, both important in explainimprtality decline in Portugal. The
interpretation of the parameters is conditionedheyadopted parameterization.

Figure 7 shows the estimated age, period, and tpaocameters. The estimated
age effects profile corresponds to the familiampghahowing higher mortality levels at
childhood and falling rapidly afterwards and thecreases showing a clear accident
hump, and then increasing as age advances. Thedpestimated parameters show a
declining trend over time with several oscillatioif®e cohort parameters show an

increase in mortality among generations born indke1940s and during the 1950s.
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Although the fit of the age-period-cohort model noyed over the age-period
and age-cohort models (Table 1), the analysis efrésiduals of the age-period-cohort
model (Figure 7) still shows some difficulties iapturing the trend in mortality at
childhood.

Table 1.Summary Measures on the Estimated Models

MODEL AP AC APC LC LCC RH

N.° of observations 5800 5800 5800 5800 5800 5800
N.° of parameters 137 256 312 256 412 511
Log-likelihood -98252 -42929 -40714] -33423 -29304 -27547
BIC 197864 198722 84132 69064 63036 59522
Deviance 153583 42937 38509 23925 15687, 12173

The age-period-cohort model provides a more adequescription of the data
than a model that considers only period or cohtidgcts. However it is still just an
approximation for explaining the influences of ageriod and cohort risk factors on
mortality. Being an additive model it is based de faissumption that the influence of
age is the same in all time periods and for allocts that the influence of period is the
same for people of all ages; and that cohorts daimange over time. However, period
and cohort influences in practice however have @moto operate differentially at
different ages (Schulhofer-Wohl and Yang, 2011)e THustorical behavior of overall
mortality tells a somewhat different story, namitlgt the influence of age changes over
time and across cohorts. An obvious example ishtlge decreases in infant mortality
over the past century, with substantially differdmtthms of decline over time, not only
due to cohort effects but mainly influenced by eowmental factors associated to the

time of death.

4.4.3. The Lee-Carter model

The possibility of an interaction effect of age lwiperiod suggested by the
graphical analysis may be verified by estimating ttee-Carter model. Instead of
considering period effects that have the same immakall ages, as in the age-period

model, the Lee-Carter model introduces an intevadirm of age with period.
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The results of the Lee-Carter model applied to WRuése mortality are

presented by Coelho and Nunes (2011). The aget®fie (Figure 8) show the general
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shape of the age specific death rates, with rebtihigh values at the infant and
childhood ages, declining very rapidly with agé aitound ages 10 to 12, at which it

attains its minimum. And then thg, increases to a local maximum around the late
teens and early twenties (accident hump), aftechvitifollow a nearly linear increase
into the middle and older ages. Tﬁga (Figure 8) declines almost linearly over time,
suggesting a more accentuated rate of decline thigemid-1970s, and driving all age-

specific rates down, but not by the same amount tduthe different values offi}
(Figure 8). Infant ages and childhood show reldyiviegh ,@, values, declining to a

minimum value around age 20. A slight increaseﬁpfare visible till around age 70,

when it declines again.

The introduction of an interaction term of age wpiriod reduces the deviance
residuals (Table 1), and the Lee-Carter model ssprts a fitting improvement over the
age-period, age-cohort and age-period-cohort modéls residuals plotted against age
(Figure 8) still shows larger residuals at infarayd around the accident hump ages;
however the amplitude of variation is substantiafiferior to the age-period model
residuals. The deviance residuals plotted agaiest §f birth however still show a clear
ripple effect, suggesting a cohort effect. Compeesit to the age-period-cohort model,
the Lee-Carter model provides a better descripgfcthe male Portuguese mortality but
deviance residuals show an existing pattern, wiiety suggest that not only period
effects differ between ages but also a cohort effegy be influencing the mortality
pattern.

4.4.4. The Renshaw-Haberman model

The Renshaw and Haberman (2006) model includesasitens of age with

period and with cohort effects. The main age effdot &, (Figure 9) exhibits the
familiar pattern. The main period effe&l,i (Figure 9) declines almost linearly over

time, although with some small oscillations. Thee-#g-period interaction termg*
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have had larger improvements, in particular thasthédhood and among ages 65 to 80
years old.
The plot of the cohort effects (Figure 9) exhibip@nounced increase in the

f/j_i profile for the generations born in the late 194f&ing the 1950s and the first

years of the 1960s, remaining relatively stablerotree 1960s. This behavior is
consistent with the increases in death rates obdanvthe exploratory analysis for these
cohorts. Generations born after 1970 seem to kefrefn mortality improvements

relatively to previous generations. The age-by-cbimderaction term,/S"i2 (Figure 9)

pattern, which represents how the cohort effectangh with age, show that the
influence of cohort effects is more pronouncedhédrncy, between ages 15 to 35 years
old and after 60 and below 80 years old.

The decline in mortality at older ages is represgnby the combination of

negative main cohort effects?j _;, In the oldest generations, which are highly desesi

to age (large positive values qﬁ}z). The estimated behavior suggests that the oldest

cohorts have been able to improve mortality ratethay age.
Cohorts born after 1913 and before 1990 show pesitain cohort effects,

¥, » stronger, as already mentioned, among those lmtmeen 1950 and 1970. These

are associated to relatively larger values @‘f around the accident hump ages,

suggesting that these cohorts experienced worsealiyprconditions than previous
cohorts at the same ages.

As before, we also re-estimated the Renshaw-Halremmadel excluding ages
0-2. The results obtained confirm the presence dafon effects for the same
generations.

The analysis of the residuals plots of the ageepecbhort model with age
interactions (Figure 10) shows that the ripple affen the year-of-birth residuals plots
under the age-period and the Lee-Carter model agely removed, suggesting the
relatively success in capturing the mortality paittend an improvement over the pure
age-period-cohort model and the Lee-Carter model.
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4.45. The Lee-Carter model with additive cohort effects

Finally we have also fitted the Lee-Carter modaliadg additive cohort effects.
The estimated parameters are presented in FigureTHd age effectsr, show an
identical profile to those estimated by LC and RHdeils. Thelzj however is closer to
the estimated main period effects from the RH modehoting an almost linearly
behavior over time. Also the age-period interactpoofile, ,[3’, show a profile closer to

the one estimated by the RH model, with higher eslat infant and childhood ages, but
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lower than the age-period interaction parametetisnated by the LC model. In the

estimated cohort effectg; ;, are also evident worse mortality conditions farste born

between 1950 and 1970, and comparatively with thieRbdel, a more accentuate
decline for the more recent cohorts.

The introduction of additive cohort effect reduties deviance residuals (Table 1), and
the model represents a fitting improvement over k& model. The plots of the
deviance residuals show very similar patterns toseéhof the Renshaw-Haberman

model, but with a higher variability.



126

0
]
=}
i)
[%2]
)
x
-10
-15
0O 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95
Age
15
10
*
{ 24 * o .

5 £8e¢ ¢ . . * ve . Soo
P 8 o08® 202t $3 . sg ‘0. 3 s, *
o] °
>
T 0
(%]

& * L 4 *

s I* . 2946 3¢ oo’ 134 **%s

) 'Y o % 0, %%,
o0 *

-10 ¢ .
-15

1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005

Calendar year

15

k%)
©
=)
©
‘0
[0
04

-15
1851 1871 1891 1911 1931 1951 1971 1991

Year of birth

Figure 12 Lee-Carter with additive cohort effects model idage residual plots

against: age, period, and cohort year-of-birth,emnaPortugal, 1950 — 2007.



127

4.4.6. Model selection

Although the analysis of the deviance residualsvedi us to compare the fitting
quality of the different models, it is natural fimodels with more parameters to fit the
data better. The Bayes Information Criterion (Bi€used to select the a parsimonious
model that adequately describes the data (Cairak 2009). BIC compares maximum
likelihoods attained by each model but penalizeslegt®that are overparameterized.
The BIC is calculated as (Cameron and Triverdi,8)99

BIC = -2l(¢) +vlogn (11)

A

where é) is the maximum likelihood estimate of the parametector, I(qo) is the

maximum log likelihoodn is the number of observations ané the effective number
of parameters being estimated. Models can be atdes¢h the most appropriate model
having the lowest BIC.

Table 1 show some summary measures on the estimaiddls. According to
the value of BIC, the Renshaw-Haberman model istbst suitable model to describe
Portuguese male mortality patterns from 1950 to/720dWis result is coherent with our
expectations from the exploratory analysis of nralertality pattern in Portugal over
1950 — 2007, showing different rates of improvemfentdifferent ages, and the fact
that some birth cohorts showed particular poor alibytimprovements over adulthood
when compared to other generations.

4.5. Simulation Study

The evidence of the graphical analysis as welhasr¢sults from the estimated
models allude to the existence of cohort effectisi@mcing Portuguese male mortality
data. The most adequate model to describe mortaitgrns was selected based on BIC
rankings, and we have selected a model with boghaagl cohort effects as well as the
respective age interaction terms.

To make sure that one is choosing the appropriatdeimit is essential to
determine whether BIC is actually able to selea thest model. To do that we

conducted a simulation study that should help uerdene if BIC is choosing the
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appropriate  model for different data generating cpsses (DGP). Through the
simulation study it is also possible to understamt happens when the fitted model
does not correspond to the true model, that ist awteathe consequences of an incorrect
specification of the model.

Simulation settings are chosen such that they mneat world situations, in
particular Portugal and England and Wéles

Portugal is an obvious choice since we want to antae that we are choosing
the most appropriate model to describe male Poegsgunortality. In England and
Wales, on the other hand, there are important aetl-decument cohort effects
(Willets, 1999; Willets, 2004; Renshaw and Haberm@006; Richards, Ellam,
Hubbard, Lu, Makin and Miller, 2007). Details on madity trends in England and
Wales are discussed by Willets (1999; 2004). Algioa decline in mortality have
taken place in both countries over 1950 — 2007 ,stwoeild note that, at the beginning of
the period these countries were in quite differstaiges in mortality progress, with
Portugal showing comparatively poor mortality cdimtis. Over the second half of the
20" century, however, we have observed a remarkabtdinde trend in overall
Portuguese mortality levels, converging to simifaortality levels of England and
Wales. The pattern of age-specific rate of decbhdoth countries is however very
different. While Portugal shows greater improverseover time at children and
younger adults, England and Wales show the gréafmovements at adult and senior
ages. These different patterns in mortality improeats are evident from the estimated
parameters of the LC e RH models, shown in Fig8rasd 9 for Portugal and provided
by Renshaw and Haberman (2006) for England anddVale

Our simulation strategy is described by the follogvisteps. In the first step,

assuming a Poisson distribution for the numbereaitias, D, , we estimate a model that

is used to generate random samples in the secepd st
In the second step, we simulate the number of defatm a Poisson with a
mean computed using the estimated parameters fiermbdel estimated in step one.

For each DGP we generate 1,000 simulated randcarsets.

" Data for Spain is also used in some of the sirriatas the demographic context of Spain is claser
the Portuguese.
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In the third step, for each simulated data set,est@mated each of the above
mentioned models (APC, LC and RH), obtain estimatethe respective parameters
and the value of BIC, and select the best model.

In the fourth step, for each DGP, we compute thaber of times each model is
selected by BIC. The results are presented in TAble

We considered the following data generating praee$BGP): (1) Age-Period-
Cohort (APC) model, (2) Lee-Carter (LC) model, &8 Renshaw-Haberman (RH)
model. Since in step 1 of the simulation we mayitheg a model that is not the most
adequate to describe the data, we also consideegltowing alternative to determine
the values of the parameters of the first two DGRsparticular in step 1 we estimated
the RH model, which includes all other models aci&d cases, imposing in step 2 the

following constraints to generate the random samp(&) for the APC model we
impose the age-interaction terms equal to a copstaparticular 3' = 8° = 0018 (2)
for the LC model we impose the cohort effect egtemlzero, y;, = Q@ We also
considered a fourth DGP setting the estimated age+t interaction term in the RH
model equal to a constang” =  00&hich corresponds to the LC model with additive

main cohort effects.
Besides BIC, we have also analyzed the estimateainpers obtained from

each simulation, in particular their mean and petitess over the 1,000 replications.

4.5.1. Data generating process: Age-period-cohort model

Using as DGP the APC model, either using the paemmestimated directly by
the APC or the RH model with restrictions, as expeéthe model most often selected
by BIC is the APC model.

The RH model provides the second most adequateltamleever the estimated

age-period,,@’il, and age-cohort,éiz, parameters do not show any clear pattern denoting

i
8 We set the constant equal to 0.01 given the ifieation condition z ,Bi(z) =1, and the fact that we
i=iy

have considered one hundred single ages.
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a random behavior. This is a sign that the RH malah over parameterized model to
fit the data.

The LC model presents the weakest performancenmstef BIC. Looking at the
estimated parameters of the LC from the simulasicenarios of Portugal and England
and Wales, even though the DGPs do not includeageyperiod interaction effects, the
estimated age-period interaction parametﬁ’s,(Figure 13) show a clear non-random
profile with the greatest values at the youngersaged then showing a declining
smooth trend till around age 40, when it increadightly for the age interval 50 to 70

years old, returning to the declining trend afteitt The pattern of@}l from the Lee-

Carter model tries to capture the cohort effecthensimulated data.
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Figure 13. DGP APC model — LC model simulated age-periodrauion effects,
males, Portugal and England and Wales, 1950 — 2007.

The results suggest that if there are only additehort effects in the data,
allowing for cohort effects interacting with agethre estimated model will result in an
over parameterized model. On the other hand, ifestenate a model without cohort
effects but with an age-period interaction termtres LC model, the result will be a
spurious age-period interaction term.

As a final point, we note that if we use as DGRage-cohort model, if we fitted
the LC model using the simulated data we get estithage-period interaction effects

with a similar profile to the ones estimated abfordhe APC model as DGP.
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4.5.2. Data generating process: Lee-Carter model

Using as DGP the LC model, either using the pararaetstimated directly by
the LC model or the RH model with restrictions,expected the Lee-Carter model is
the model most often selected by BIC.

Due to the age-period interaction term, the RH rhadethe second most

adequate model, and the estimated paramefe,rsﬁ’il, and 121 , show the typical pattern,

while the estimated age-cohort interaction paramefé and the main cohort effect
parametersy, ;, both show a random behavior, suggesting thaRtHemodel is over

parameterized.

The APC model is the third choice according to BlGe age and period effects
showed the traditional patterns. However, the gragblprofile of the estimated cohort
effect suggests the presence of a cohort effecichwis not present in the simulated
data. For the simulation scenario of Portugal cihigort effect profile (Figure 14) shows
a more rapid increase in mortality for the generetiborn between 1947 and 1952

when compared to previous generations.
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Figure 14.DGP Lee-Carter model — APC model simulated coéfbects, males,
Portugal and England and Wales, 1950 — 2007.

Higher levels of mortality are shared by generaiborn during the 1950s. The top of
the hump is located precisely when the data onatityrtat youngest ages begin to be

incorporated in the data, during the decades 00 B3l 1950, when generations under
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study begin to comprise younger children and findle generation born in 1950
include infants, ages where the death rates wergcylar high, and with a great

sensitivity to the declining temporal trend. Theagiated cohort effects for England and
Wales shows a similar behaviour, although much shespwhich would be associated
to the lesser sensitivity of age-specific mortaldyhe temporal trend.

In summary, the results of the simulation suggest if we have data without a
cohort effect but with an age-period interactionrigif we fit an APC model, the age-
period interaction in the data is translated into apparent cohort effect, and its
magnitude depends on the strength of the age-patiecdaction term. Also, the location
of the estimated cohort effect coincides with tkeeqd when the youngest cohorts enter
the data. Introducing the young cohorts in the ,datigh a high sensitivity to time
declining trend induces a spurious estimated cohkfigct in the APC model. This
conclusion is supported by the fact that if we aseAP model with no age-interaction
(DGP) to generate the data, the APC model doefimbta cohort effect, showing only

the expected declining period effect.

4.5.3. Data generating process: Renshaw-Haberman model

Using as DGP the RH model, the simulated dataHfertwo scenarios, Portugal
and England and Wales, have main age, period amattceffects, as well as age-period
and age-cohort interaction terms, meaning thairttpact of period effects and cohort
effects are different for different ages. The siatedl data for the two scenarios differ in
the profile of age-interaction terms as well aghia strength of the main effects. The
age-interaction effect is stronger for Portugal wels the cohort effect is more
pronounced in the case of England and Wales. Aacugite the BIC criterion, the RH
model is the model selected more often for botimages.

In the simulation scenario for Portugal, the LC mloproves to be the second
most adequate, followed by the APC model. In thEnario, there exists a strong age-
period interaction, especially at younger ages,thrcevidence of a rather weak cohort

effect. So, between a model with no age-interastiand a cohort effect and a model
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without cohort effect but with an age-period inttian, the LC model is chosen over
the APC modél

In the simulated data for England and Wales, th€ Afbdel dominates the LC
model with a lower BIC, a result that may be coneedo the higher importance of
cohort effects in England and Wales.

The relative importance of the age-period intecactand the cohort effects

influences the model fitting results, and the cha€the most appropriate model.
4.5.4. Data generating process: Lee-Carter model with adtive cohort
effects
Finally, we consider as DGP the LC with additivehad effects parameters
obtained in the estimated RH model setting thecay®it interaction parameters equal

to a constant.

Table 2.Simulation Summary Results

Portugal England and Wales
DGP lst 21d gd 1st 2nd gd
APC APC RH LC APC RH LC
APC (restricted RH) APC RH LC APC RH LC
LC LC RH APC LC RH APC
LC (restricted RH) LC RH APC LC RH APC
RH RH LC APC RH APC LC
LCC (restricted RH) RH LC APC RH APC LC

Note In all cases the model the BIC selects more dfitethe Fcolumn) is chosen in more than 99% of

the times.

° If we use data for a mortality scenario closehef one of Portugal during the period 1950 — 2087sa
the case of Spain, we find the same results. Tlative importance of the age-period interaction and
period effects, stronger in Portugal and Spaintfooes with similar demographic background) makes t
LC model to capture the mortality pattern bettemtithe APC. Cleries, Martinez, Valls, Pareja, Emteb
Gispert, Moreno, Ribes and Borras (2009) discusshert effect in Spain, and find a rising trend in
mortality among the 1940 — 1970 cohorts.
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According to the values of BIC, the model thatetested more often is the RH
model. In the second place, for the scenario ofugat, is the LC model, whereas for
England and Wales’s scenatrio is the APC model.

These results suggest that the chosen model depenitie relative importance

of the cohort effect versus the age-period intevacffects.

4.6. Discussion of Results and Conclusions

This study focused on Portuguese male mortality-p©50. We conducted an
APC analysis based on the combination of graptdeskriptive analysis and formal
modelling techniques.

The descriptive analysis of male mortality ratesroage, year at death and year
at birth show that overall mortality has improvedbstantially since 1950, but age-
specific deaths rates have declined at differeyithrns. In particular, male population
born during the late 1940s and during the 1950< hexperienced particular poor
improvement in mortality, and even increased miytalates, when compared to
adjacent generations. Such type of pattern, in kvis@me generations show specific
conditions of mortality, either faster or slower pravements in mortality, when
compared to adjacent generations is associatetietqitesence of cohort effects in
mortality, which may be birth generation effectsdue to the exposure to external
causes over some period of their lives. Willets9&,92004) found cohort effects for
people born in England and Wales between 1925 848.1Renshaw and Haberman
(2006) have also demonstrated that an adequatellngd® past mortality patterns in
England and Wales needs both period and cohortteffAmong others, cohort effects
were also found in Japan, Austria and France (Wjll2004; Vaupel and Andreev,
2005).

A modelling approach of mortality dynamics is udedseparate the different
sources of variation in deaths rates. We havedfitte classical APC model, using a
recently developed method of estimation propose&ibgng et al. (2008), and APC
models allowing for age-period and age-cohort attgons proposed by Renshaw and
Haberman (2006) and further explored by Cairnsl.e2809). The estimation results
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show evidence of significant age-period interactatterns and a declining time trend
affecting overall mortality, but also evidence bétpresence of cohort effects in male
Portuguese mortality. According to the analysigh#& residuals and the BIC criterion,
the Renshaw-Haberman model, which includes ag&gand cohorts as well as age-
period and age-cohort interactions, was selecteth@smodel that most adequately
described male mortality patterns in Portugal sib@80. The profile of the estimated
cohort effects shows a pronounced increase duhiedl950s with particular incidence
in the young adult ages, which is consistent with iesults from the graphical analysis
of the specific deaths rates in this study, and whie findings of Coelho and Nunes
(2010), Lages (2007) and Morais (2002).

A simulation study is conducted to confirm if BIE & satisfactory criterion to
select a parsimonious model that most adequatelydi data. The simulation results
demonstrate that BIC can be used to choose theatarrodel, and these also allow us
to verify the impacts of an incorrect specificatioh the model on the estimated
parameters. Specifically, if only additive cohdifeets are present in the data, allowing
for age interaction terms will result in an overgraeterized model. On the other hand,
if we omit cohort effects and estimate a model vaeithage-period interaction term, we
obtain spurious age-period interaction terms. Iy @ye-period effects are present in the
data, allowing for age-cohort interaction term widsult in an over parameterized
model. On the other hand, the omission of an agegnteraction results in spurious
cohort effects.

These findings highlight the potential importanéencorporating cohort effects
for building better models of mortality temporalndynics. Not only cohort effects may
be important for clarifying recent mortality patier but also as a tool for forecasting
future mortality patterns.

The results of the estimated models confirm thelte®btained by the analysis
of the evolution of death rates, suggesting a dofitect in male Portuguese mortality,
specifically that men born at the latest 1940s dodng the 1950s seem to have
experienced poorer improvements in mortality thanegations born either side of this
period. These findings give rise to questions ony vhese cohorts constitute a

disadvantaged group of individuals before deatld, iithis phenomenon represents a



136

lasting characteristic of mortality patterns in Iswohorts or otherwise it will fade with
age.

In what concerns understanding and explanationssich cohort effects, as
Hobcraft et al. (1982) argue, age, period and dshdo not directly determine
demographic outcomes, but instead are markers fodenying biological,
epidemiological, social, and economic factors. ideers a proxy for contemporaneous
influences, while cohort is a proxy for influendasthe past. Factors such as early life
conditions, improved nutrition, social and economrinditions, life styles and cultural
behaviors are some of the factors likely to prodaobkort effects. Cohorts may be
differentiated from all others because differenthads live through different
experiences, or live through the same experiendeslifierent ages, and these
experiences change the cohort in long-term waysul8ofer-Wohl and Yang, 2009).

Although we have not found any explicit study omax effects on Portuguese
mortality, Lages (2007), while studying the riskhbeiors of young population in
Portugal and their mortality, found an increasemartality among young men after
1960-1961 that extend further in time to adults kter up to 50 years old. According
to Lages (2007), the profile of mortality in 196061l was still the result from natural
conditions, showing a high infant mortality, a Rairegular growth of mortality with
age, after preadolescence, and irregularities énitimprovement rates at older ages.
Mortality affected all cohorts in a predictable amdifferentiated way. In 1970-1971,
however, the author identifies a slight increasenafe mortality between ages 16 and
30. What was a small increase in 1970-1971 owsisren intensity and extend to older
ages. In 1980-81, this increase in mortality istees after age 16 and extends until
around age 35. In 1990-1991, the same patterncoéase of mortality is found, but
seems to extend much longer, up about 50 yearsQnid. notes that the age groups
referred by Lages (2007) over subsequent decadesspond to men born between the
beginning of the 1940s and the middle 1960s.

Lages (2007) concludes that factors that led toetfmergence of these worse
conditions of mortality, that keep affecting mertoirthe middle-age, can only be
associated to behaviors that do not fall underrahitauses or random mortality, but
instead associated to factors arising from groupus that increasingly extended

further in time. Also, he argues that the increafsmortality among young individuals
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that extend further in time are not circumstantialt instead have structural features,
since it subsists in the cohorts that experiencaorgr mortality conditions in more
recent years.

Morais (2002) also finds a break in the declinirantl of mortality among males
aged 15 to 19 years old after 1960, which in th8@0$%nd 1990s extends to adult ages.
According to Morais (2002), those increases in aliyt are associated to traffic
accidents and other violent causes that are lardelgrmined by social pathologies,
such as alcoholism, lifestyle and the cumulativedence of such behaviour.

The explanations provided by Lages (2007) for thenmpmenon are based on
the effects of the major transformations that ommliin Portugal since 1960. Among
them are: the effects of emigration to Europe dral years of war overseas on the
structure and changing behaviors of the populadiaing the 1970s; the impact of the
political revolution and of the return of aroundflea million Portuguese citizens from
former African colonies, particularly visible dugrthe 1980s, the consolidation of the
democracy, the entry of Portugal in the Europeaimitinand the establishment of a
prominent middle class in the following years. Tdesere fifty years of major
structural changes, imposing huge pressures ofPdneiguese society and economic
structure, accompanied by cultural transformatiaissimilar weight, which are
reflected in the differentiated risk exposure @& gopulation.

Cohort effects in male Portuguese mortality arelyiko have been caused by a
combination of all those factors, which might hgw®duced a different imprint in
generations born a few years apart. The eventualrdmation of the exact origin of
such effects would require further multidiscipliparesearch, for instance related to
epidemiological developments and to social and econ conditions that could have an
enduring impact on rates of mortality improvement.

The results of this study show a cohort effectrfeen born between 1948 and
1959. These generations have now attained, orlase to attaining ages 53 — 64. If
these men keep having higher mortality rates dwveir wwhole life-time experience, the
cohort effect will shift mortality rates for thederly men upwards, changing the
lifespan expectations.

The importance of considering cohort effects ineéasting future mortality

patterns depends however on the enduring or tempaoedure of those effects, which
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still remains to establish. If we expect that tl@mpmortality conditions are to be kept
as the cohort ages, one should consider such cafifetts in forecasting future
mortality patterns. Otherwise, if cohort effect®e axpected to fade with age, their
impacts in forecasts are negligible and should iuded. Clues on future mortality
expectations for such cohort may be provided bysthey of their causes of death, as
well as by the explanatory factors that contributadthe presence of a cohort effect in
male mortality.

We leave for future research the detailed anabysike factors that may explain
the presence of cohort effects in Portugal, whisb aould be helpful in accessing the
nature of such cohort effects and the importancen@drporating cohort effects into
mortality forecasting models. Also, further reséamn how to incorporate cohort
effects into forecasting models and what are thgaits of their consideration in future

mortality patterns, and consequently on futuredit@ectancy.



139

References

Alho, J.M., 2000. Discussion of Lee (2008)orth American Actuarial Journal
4, 91-93.

Andreev, K. and Vaupel, J. (2005). Patterns of alitytimprovements over age
and time in developed countries: estimation, priedgiem and implications for mortality
forecasting. (http://paa2005.princeton.edu/downlasiak ?submissionld=51061 )

Brillinger, D. (1986). The natural variability ofital rates and associated
statistics Biometrics42, 693 — 734.

Brouhns, N., Denuit, M., and Vermunt, J.K. (2002).Poisson log-bilinear
regression approach to the construction of proetite-tables.Insurance: Mathematics
and Economic81, 373-393.

Cairns, A.J.G., Blake, D., Dowd, K., Coughlan, G.BEpstein, D., Ong, A., and
Balevich, 1. (2009). A guantitative comparison tdchastic mortality models using data
from England and Wales and the United Stabésrth American Actuarial Journal
13(1): 1-35.

Cameron, A. C., and Trivedi, P. K. (1998). Regmssh\nalysis of Count Data.
Cambridge University Press.

Case, R.A.M. (1956). Cohort analysis of mortaligtes as an historical or
narrative techniqueBritish Journal of Preventive and Social Medicit@ 159 — 171.

Carstensen, B. (2007). Age-period-cohort models ttoe Lexis diagram.
Statistics in Medicine 20026: 3018-3045.

Clayton, D. and Schifflers, E. (1987). Models femiporal variation in cancer
rates Il: Age-Period-Cohort ModelStatistics in Medicingvol. 6, 469-481 (1987).

Cleries, R., Martinez, J. M., Valls, J., Pareja, Esteban, L., Gispert, R.,
Moreno, V., Ribes, J., and Borras, J. M. (20090 lexpectancy and age-period-cohort
effects: analysis and projections of mortality ipath between 1977 and 201Bublic
Health 123 (2): 156-62.

Coelho, E., and Nunes, L.C. (2010). Patterns oftatitr decline in Portugal
since 1950. Manuscript.

Coelho, E. and Nunes, L. C. (2011). Forecastingtality in the event of a
structural changelournal of the Royal Statistical Societyl A4, Part 3, pp 713-736.



140

Coughland, G., Epstein, D., Ong, A., Sinha, A., iddRortocarrero, J., Gingrich,
E., Khalaf-Allah, M., and Joseph, P. (2007), Lifahtss: A toolkit for measuring and
managing longevity and mortality risks. Technicabcdment. Available at
www.lifemetrics.com)

Collins, J. J. (1982). The contribution of medicakasures to the decline of

mortality from respiratory tuberculosis: an ageipeicohort modelDemographyvol.
19, n. © 3, 409-427.

Fienberg, S. E. and Mason, W. M. (1982). Specificatind implementation of
age, period and cohort Models. Technical Repor235, Carnegie-Mellon University.

Fienberg, S. E. and Mason, W. M. (1979). Identtf@ma and estimation of age-
period-cohort models in the analysis of discretechiaal data. Sociological
MethodologyVol. 10, pp. 1-67.

Fu, W. J. (2000). Ridge estimator in singular desigth application to age-
period-cohort analysis of disease rat€®@mmunications in Statistics — Theory and
Method29: 263-278.

Glenn, N. D. 1976. “Cohort analysts’ futile questiatistical attempts to separate
age, period, and cohort effecté&\nerican Sociological Review1:900-905.

Greenberg, B. G., Wright, J. J. , and Sheps, C(1850). A technique for
analysing some factors affecting the incidence yghais. Journal of the American
Statistical Associatio5(251):373-99.

Haberman, S. and Renshaw, A. (2009). On age-peobdft parametric
mortality projectionsinsurance: Mathematics and Economés (2009) 255 — 270.

Hobcraft, J., Menken, J. and Preston, S. (1982, pgriod, and cohort effects
in demography: a reviewPopulation IndexVol. 48, n.° 1, pp. 4-43.

Holford, T. R. (1983). The estimation of age, pdrand cohort effects for vital
rates Biometrics39, 311-324.

Holford, T. R. (1991). Understanding the effectsage, period, and cohort on
incidence and mortality rate&nnual Rev. Publ. Healti2:425-57.

Holford, T.R. (2005). Age-Period-Cohort Analysisidycl. Biostatistics2. Ed.:
105-123.

Holford, T. R. (2006). Approaches to fitting ageripd-cohort models with
unequal intervalsStatistics in medicin€006; 25: 977-933.



141

Human Mortality Database (2007). Methods protocolthe Human Mortality
Database. Human Mortality Database, University afifGrnia, Berkeley. (Available
from www.mortality.org/Public/Docs/MethodsProtogulf.)

James, I. R. and Segal, M. R. (1982). On a Methbd/ortality Analysis
Incorporating Age-Year Interaction, with Applicatido Prostate Cancer Mortality.
Biometrics Vol. 38, No. 2 (Jun., 1982), pp. 433-443.

Kuang, D., Nielsen, B. and Nielsen, J.P. (2008dgntification of the age-
period-cohort model and the extended chain-laddsteinBiometrikga 95, 4, pp.979 —
986.

Kuang, D., Nielsen, B. and Nielsen, J.P. (2008lreEasting with the age-
period-cohort model and the extended chain-laddsteinBiometrikg 95, 4, pp.997 —
991.

Kupper, L. L., and Janis, J. M. (1980). The mudiplassification model in age-
period-cohort analysis: Theoretical consideratidnstitute of Statistics, University of
North Carolina, Mimeo Series n.° 1311, 1980.

Kupper, L. L., Janis, J. M., Karmous, A., and Glemg, B. G. (1985).
Statistical age-period-cohort analysis: A reviewd acritique. Journal of Chronic
Disease38, n.° 10, pp. 811-830.

Kupper, L.L., Janis, J. M., Salama, I. A., Yoshizaw. N., and Greenberg, B.
G. (1983). Age-Period-Cohort Analyses: An lllustrat of the Problems in Assessing
Interaction in One Observation per Cell Data. Comivations in Statistics - Theory
and Methods, Volume 12, Issue 23.

Lages, M. F. (2007). “Os comportamentos de risc® jdgens portugueses e a
sua mortalidade Andlise Social vol. XLII (183), pp. 395-418.

Lee, R. D. and Carter, L. R. (1992). Modeling amde€asting U. S. Mortality.
Journal of the American Statistical Associatidol. 87, No. 419 (Sep., 1992), pp. 659-
671.

Mason, K. O., Mason, W. M., Winsborough, H. H. ddole, W. K. (1973).
Some Methodological Issues in Cohort Analysis ofchAval Data. American
Sociological Revieywol. 38, n. °2, pp. 242-258.



142

Moolgavkar, S. H., Stevens, R. G. and Lee, J. A(1979). Effect of age on
incidence of breast cancer in femaldsurnal of the National Cancer Institué2, 493-
501.

Morais, M. G. (2002). “Causas de morte no século Xvansicao e estruturas de
mortalidade em Portugal Continental, Lisboa, EdsgBelibri.

Murphy, M. (2010). Reexamining the dominance ofttbicohorts effects on
mortality. Population and Development Revi8® (2): 365 -390.

Renshaw, A. E. and Haberman, S. (2006). A cohaséthaxtension to the Lee—
Carter model for mortality reduction factotasurance: Mathematics and Economics
38 (2006) 556 — 570.

Richards, S. J. (2008). Detecting year-of-birth taldy patterns with limited
data,Journal of the Royal Statistical Societyl AL, Part 1, pp 279-298.

Richards, S. J., Ellam, J. R., Hubbard, J., L, L., Makin, S. J. and Miller, K.
A. (2007). Two-dimensional mortality data: patteand projections. British Actuarial
Journal, Volume 13, Part Ill, No. 59, pages 479-555

Robertson, C. and Boyle, P. (1998a). Age-Periode@oAnalysis of Chronic
Disease Rates I: Modelling Approa@tatistics in Medicingl7, 1305-1323 (1998).

Robertson, C. and Boyle, P. (1998b). Age-Periodag@ioAnalysis of Chronic
Disease Rates II: Graphical approacl&tatistics in Medicingl7, 1325-1340 (1998).

Robertson, C., Gandini, S., and Boyle, P. (199%e-feriod-cohort models: A
comparative study of available methodologi#surnal Clinical EpidemiologyVol. 52,
N° 5, pp. 569-583.

Rodgers, W.L. (1982). Estimable functions of ageriqul, and cohort effects.
American Sociological Reviewol. 47, n.°6, pp. 774 — 787.

Ryder, N. B. (1965). The cohort as a concept in ghely of social change.
American Sociological Reviewol. 30, N° 6, 843-861.

Schulhofer-Wohl, S. And Yang, Y., 2011. Modellingetevolution of age and
cohort effects in social research,” Staff Reportl,46ederal Reserve Bank of
Minneapolis.

Willekens, F., and Scherbov, S. (1991). Age-pedotert analysis of mortality
with applications to soviet data. WP-91-42, Intéiorzal Institute for Applied Systems

Analysis, Laxenburg, Austria.



143

Willets, R.C. (1999). Mortality in the next milleum. Staple Inn Actuarial
Society Metting 7 December 1999. Available at: ipvw.sias.org.uk/.

Willets, R.C. (2004). The cohort effect: insightadaexplanationsBritish
Actuarial Journaj 10, 833-877.

Wilmoth, J. R. (2001). Les modéles age-période-gehen démographie. In:
Graziella Caselli, Jacques Vallin, and Guillaumenath (eds.), Démographie: Analyse
et Synthese. I. La Dynamique des Populations, A&iD, pp. 379-397.

Wilmoth, J.R., 1993. Computational methods forirfgt and extrapolating the
Lee—Carter model of mortality change. TechnicabrepDepartment of Demography.
University of California, Berkeley.

Wilmoth, J. R. (1990). Variation in vital rates kage, period and cohort.
Sociological Methodologyol. 20, pp. 295-335.

Yang, Y., Fu, W. J. and Land, K. C. (2004). A Matbtmgical Comparison of
Age-Period-Cohort Models: The Intrinsic EstimatardaConventional Generalized
Linear Models Sociological Methodologys4: 75-110.



