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Abstract

Traditionally, a packet with errors, either due to channel noise or collisions, is discarded
and needs to be retransmitted, leading to performance losses. Hybrid Automatic Retrans-
mission reQuest (H-ARQ) and time diversity multipacket reception approaches, such
as Network Diversity Multiple Access (NDMA), improve the system performance by
requesting additional retransmissions and combining all the signals received together.
However, the high round trip delay time associated to satellite networks introduces lim-
itations in the number of retransmission requests that may be issued by the terminals to
fulfil the Quality of Service (QoS) requirements.
This thesis considers the design of hybrid protocols combining H-ARQ and NDMA for
satellite networks with demand-assigned traffic. The satellite NDMA (S-NDMA) proto-
col is presented and analytical models are proposed for its performance. Energy efficient
QoS provisioning is also analysed. The proposed system’s performance is evaluated for
a Low Earth Orbit (LEO) network with a Single-Carrier with Frequency Domain Equal-
ization (SC-FDE) scheme, and compared to H-NDMA. Results show that the proposed
system is energy efficient and can provide enough QoS to support high demand services
such as video telephony.
Several satellites are needed to cover a broad area of the planet. As the satellites are
constantly moving, their footprints are permanently changing positions. This leads to a
need for a handheld mobile terminal to change its communication to another satellite.
Two handover schemes are proposed on this thesis for S-NDMA protocol: the conven-
tional cold handover and an hot handover based on a distributed Single-Input Multiple-
Output (SIMO) approach. Their feasibility and performance are compared, taking into
account the energy efficiency, the Doppler deviation, the optimal handover point and
time offset.

Keywords: S-NDMA, H-NDMA, SC-FDE, Satellites, Doppler deviation, Quality of Ser-
vice
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Resumo

Um pacote com erros, quer seja devido à existência de colisões ou ruído no canal, é nor-
malmente descartado e necessita de ser retransmitido, levando a perdas de desempenho.
A junção do protocolo H-ARQ (Hybrid Automatic Retransmission reQuest) com técni-
cas de recepção multi-pacote e com diversidade temporal como o NDMA (Network Di-
versity Multiple Access), melhoram o desempenho, visto terem a capacidade de pedir
transmissões extra e combinar todos os sinais recebidos no mesmo período. Contudo, o
atraso provocado pelo tempo de ida e volta na comunicação com uma rede de satélites,
limita o número de retransmissões que possam ser pedidas pelos terminais para garantir
qualidade de serviço.
Esta tese considera o desenho de um protocolo híbrido que combina H-ARQ com NDMA
para redes satélites com tráfego atribuído a pedido. O protocolo S-NDMA (Satellite
NDMA) é apresentado, juntamente com modelos analíticos para o seu desempenho. É
analisada a sua eficiência energética, tendo em conta requisitos de qualidade de serviço
(QoS). O sistema é feito para satélites de órbita baixa (LEO) e com SC-FDE (Single-Carrier
with Frequency Domain Equalization). É feita também uma comparação de desempe-
nhos deste esquema com H-NDMA (Hybrid-NDMA), mostrando que é eficiente em ter-
mos energéticos e que cumpre requisitos de QoS para serviços exigentes como videocha-
madas.
São necessários vários satélites para cobrir uma vasta área do planeta. Como os satélites
estão em constante movimento, a zona de cobertura associada a cada satélite também se
desloca. Isto leva a uma necessidade do terminal móvel trocar constantemente de ligação
para um novo satélite. Nesta dissertação são propostos dois esquemas para S-NDMA:
o tradicional com interrupção temporária de ligação, e um novo com continuidade de
ligação baseado em SIMO distribuído. São estudadas a viabilidade e desempenho dos
dois esquemas, analisando-se a eficiência energética, o efeito de Doppler, o ponto óptimo
de troca e o atraso no tempo na comunicação entre terminais móveis e satélites.
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1
Introduction

1.1 Motivation

The future of telecommunications aims to provide permanent and ubiquitous connectiv-
ity, regardless of location. Satellite communication systems can lead telecommunications
networks to a level where they provide global connectivity anywhere and any time; they
make possible a reachability on inaccessible areas, or areas where terrestrial infrastruc-
ture has been damaged. By having a global reach, with a flexible bandwidth-on-demand
capability, these networks make possible the access to satellites channels from any earth
station within satellite’s coverage area[CY99].
The motivation behind this dissertation was LightSquared technology, which has the inten-
tion to provide 4G wireless broadband services, by combining a worldwide Long Term
Evolution (LTE) terrestrial network with ubiquitous satellite coverage. This combination
between terrestrial and satellite technology provides an user ubiquitous connectivity.
Compared to terrestrial cellular infrastructures, satellite networks have higher propa-
gation delays and require much higher transmission power due to the large distance
between the terminal and the satellite. Although, satellite networks complement the ter-
restrial cellular infrastructure, supporting ubiquitous data and multimedia services with
guaranteed Quality of Service (QoS). To be effective, the Mobile Terminals (MTs) must
have low cost and operate with low power. Therefore, energy efficiency is a major re-
quirement for such systems.

1



1. INTRODUCTION 1.2. Objectives and Contributions

1.2 Objectives and Contributions

A Low Earth Orbit (LEO) satellite network with a SC-FDE scheme is considered on this
dissertation. The satellite network considered, is based in Iridium satellite constellation
[www10], so characteristics of this Motorola’s system are present throughout the disser-
tation chapters. This research work took into account the recently proposed Hybrid-ARQ
NDMA (H-NDMA) [GPB+11], which was created to enhance NDMA [TZB98] protocol’s
error resilience capability. However, H-NDMA is unsuitable for satellite networks due to
the multiple control packets required for additional retransmissions and acknowledge-
ments, which may introduce delay and jitter incompatible with several kinds of QoS
requirements [AMCV06]. So, in order to overlap those issues, a S-NDMA protocol is pro-
posed in this dissertation.
S-NDMA adapts the design of H-NDMA principles to a Demand Assigned Multiple Ac-
cess (DAMA) satellite scenario, adapting Hybrid-Automatic Repeat Request (H-ARQ) to
work with a bounded number of acknowledgement packets. The first part of this con-
tribution is present in chapter 3, where S-NDMA is presented and analytical models are
proposed for obtaining the throughput, energy consumption and transmission delay of
S-NDMA. In another relevant original contribution, this dissertation defines an optimiza-
tion approach for S-NDMA to minimize the energy consumption satisfying a set of QoS
requirements on a DAMA scenario, where the number of MTs (Mobile Terminals) trans-
mitting is known a priori. Those QoS requirements were chosen to match the rigorous
requirements of services like video streaming or video telephony applications. S-NDMA
is compared with H-NDMA protocol on chapter 3, in order to clarify the performance
differences between both protocols.
As the LEO satellites are constantly moving around the planet, their footprints move syn-
chronously with them. So, in order to maintain constant connectivity, it is necessary for
an handheld Mobile Terminal (MT) to communicate with more than one satellite at the
same time, while it is constantly switching its connection to a new satellite. This disser-
tation contributes with the design of a soft handover approach based on a distributed
Single-Input Multiple-Output (SIMO) approach. This new handover approaches per-
formance is analysed for two different satellite constellations with different handover
schemes for S-NDMA protocol: an intra-planar handover scheme and another one based
on Iridium satellite constellation [www10]. Chapter 4 explains in detail the design of the
soft handover approach, and presents the consequences of communicating with more
than one satellite in terms of throughput, energy consumption and transmission delay.
As the movement of satellite is considered on chapter 4, it brings issues like Doppler ef-
fect and offset on time, which are also approached on chapter 4. One paper was published
[ICCCN12] and a second one was submitted to the conference IEEE VTC 2013 spring in
result of the work developed in this dissertation.

2



1. INTRODUCTION 1.3. Dissertation structure

1.3 Dissertation structure

The dissertation structure is briefly organized as follows: Chapter 2 contains related work
overview that was essential to develop this dissertation; Chapter 3 presents the S-NDMA
protocol proposal and its comparison with H-NDMA protocol, as well as performance
results in terms of energy, transmission delay and throughput; Chapter 4 contains the
proposed handover scheme, and analysis its performance in energy consumption, trans-
mission delay, throughput, time offset and Doppler deviation; The last chapter 5 contains
the conclusions and also incorporates future work that could be done by taking this dis-
sertation as a reference.

3
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2
Literature Review

2.1 Satellite Constellations

It is important to know about satellite constellations and subsequent orbit types before
developing satellite networks.
There are two main known types of satellite constellations: Geostationary Orbit (GSO)
and Non-Geostationary Orbit (NGSO)[CAI06a][BWZ00].
In the first case, satellites move circularly around the Earth in approximately twenty four
hours, which means that they move synchronously with the planet movement. GSO con-
stellation stands in equator plane at an altitude of 35786 Km. As the altitude for Earth’s
surface is large, each satellite covers one third of the planet, so there is no need to have a
large number of satellites to cover the entire Earth’s surface.
The big altitude in GSO constellations could have a counterpoint in terms of power con-
sumption from MTs and propagation delay, which is too high for real time applications.
Inmarsat satellite system is an example of a GSO constellation.
In Non-Geostationary constellations, the satellites movement is asynchronous in rela-
tion to Earth’s movement. NGSO could be Low Earth Orbit (LEO) where satellites stand
above the Earth’s surface at an altitude between 500 and 2000 km, or Medium Earth Or-
bit (MEO), which have satellites at an altitude of 3000 to 4000 km. Both orbits can be
circular or elliptical. A disadvantage of NGSO in relation to GSO constellations is the
lower Earth’s surface coverage due to the minor altitude where satellites are standing.
However, an advantage of NGSO constellations over GSO constellations is the lower
propagation delay, allowing the usage of real time applications.
Examples of NGSO constellations for mobile satellite systems are GlobalStar, Iridium or
ICO constellations [AM96].

5



2. LITERATURE REVIEW 2.2. Satellite System Architecture

2.2 Satellite System Architecture

Several parameters must be taken into account in the design of a LEO satellite constella-
tion, including transmission delay, service coverage, minimum elevation angle and the
effects of space radiation [SY07]. A satellite system can be presented as an access network
or as a core network.
In the first case, the satellite retransmits the signal that is received from a terminal to a
gateway on earth. This gateway transmits the signal to a terrestrial core network, where
the transmission to further neighbours is proceeded.
Regarding the latter case, which is the access/core network, the satellite receives the sig-
nal from the terminal and passes it through Inter Satellite Link (ISL) (which are part of a
satellite network), until the satellite that serves the destination terminal is reached. These
Inter Satellite Link (ISL), can be established between satellites belonging to the same type
of orbit, and a link-budget is provided for the link connected to the terminal. Initially,
satellites worked as retransmission stations, so the regeneration of the signal was not im-
plemented on them.
In the first satellite systems the retransmission between satellites was made in a transpar-
ent way, which means that it is not adapted to a defined protocol type, so the signal could
only be modified on Earth. This had some advantages, in view of bandwidth occupied
by the transmitted signal that was not reduced. The link budget on Earth-to-satellite and
vice-versa connections, due to the non-regeneration of the signal on the satellites, has a
joint effect, which affects the emitted power and the size of antennas.
The processing and switching methods have been improved in more recent systems, so
each satellite can have steerable multi-beam antenna, allowing the track of user terminals
through digital beam-forming.
The ISL network is controlled by on-board routing functions of the satellites [SY07][BWZ00].
In this case, terminal antennas and emitted power can be respectively smaller and lower,
due to signal regeneration on-board the satellite, which was achieved with those on-
board routing functions.
In nowadays satellite networks, the link between satellites is not transparent, because it
is adapted to a defined protocol type, complicating the construction of satellite payload so
the system must be truly reliable, because repairs in outer space are not considered[BWZ00].

2.3 Iridium Satellite System

Despite the existence of four classifications for Geocentric satellite orbits, on this thesis it
were only considered the LEO satellite orbits, which have satellites with a minimum al-
titude of 500 km and maximum altitude of 2000 km[BWZ00]. LEO satellite constellations
are promising solutions for satellite networks, for the sake of their low delay and bit error
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characteristics [NBSL11].
Among several LEO satellite system, the popular Motorola’s Iridium system, was cho-
sen to be the constellation used as reference for this research work. It was completely
deployed in May 1998[PRFT99]. The Iridium constellation has 66 cross-linked opera-
tional satellites, plus seven in-orbit spares. These 66 satellites are divided in groups of 11
satellites per plan, resulting in 6 planes, each one with eleven satellites. All the satellites
belonging to this constellation are located 780 km above the Earth’s surface, which means
that they are operating at LEO.
Satellites that are part of Iridium system use ISL to route traffic. Call setup procedures
and the interface of Iridium with the existing public switching telephone network (PSTN),
are handled by regional gateways[PRFT99]. Iridium provides a network where the satel-
lites communicate with other satellites that are near and in adjacent orbits. This kind
of operation allows a simple call to roam over several satellites, coming back to the
ground when downlinked at an Iridium gateway, and patched into an PSTN for sub-
sequent transmission to destination.
The Existence of 48 spot beams with 402Km of diameter apiece on the Earth’s surface for
each satellite, is important to decrease the probability of existing dropped calls or missed
connections.
Satellites are programmable, so it is possible to upload new instructions to them, in order
to maintain good performances and high reliability levels[www10].

2.4 LEO Frequency Range

The most important bands related to this thesis are L-Band (1610 to 1626.5 MHz) and S-
band (2483.5 to 2500 MHz), which are typically used by LEO systems for telephone and
Short Message Service (SMS).
Ultra High Frequency (UHF) and Very High Frequency (VHF) ranges (137 to 401 MHz)
are commonly used by small Low Earth Orbit (LEO) systems to provide low data rate
transmissions, so none of them is appropriated for multimedia services. Multimedia
transmissions are made in Ku (10 to 18 GHz) and Ka bands (18 to 31 GHz). Ku band is
used to provide data communications to the subscriber, and the channel that corresponds
to the communication from the subscriber is in Ka band.
A much wider bandwidth for multimedia systems is given by V-band (40 to 75 GHz). The
technology that is needed to communicate in this higher range is not much developed,
so more research on this subject is needed. It is known that V-band networks will use
stratospheric platforms located at an altitude around 20 km to avoid atmospheric precip-
itation issues [BWZ00].
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2.5 Multiple Access Techniques and Channel Achievement

In satellite systems, there are several ways to define separate communication channels,
which can be assigned to a single terminal or shared by several [Ret80]. Frequency Di-
vision Multiple Access (FDMA), Time Division Multiple Access (TDMA) and Code Divi-
sion Multiple Access (CDMA) are common access techniques, but other techniques that
have been widely deployed in recent networks like Orthogonal Frequency Division Mul-
tiplexing (OFDM) and Single Carrier - Frequency Domain Equalization (SC-FDE) will be
approached in this section too.

2.5.1 TDMA

By using TDMA, users are able to share the same frequency channel, splitting the signal
in different time slots, hence multiple users can share the same transmission medium.
TDMA has some advantages, like easy adaptation to data transmission and voice com-
munication, or the insurance of no interference from simultaneous transmissions, since
the users are separated in time.
Disadvantages of using TDMA could appear when a user is moving from one cell to an-
other, and if all time slots in new cell are being utilized, a disconnection might happen.
Another problem that can be present in TDMA is multipath distortion. In order to over-
take this problem, a time limit can be implemented; if a signal arrives after that time limit,
it is ignored. TDMA schemes need to maintain time slots synchronized, so high synchro-
nization overhead is required. The use of TDMA in the uplink brings the requirement for
adaptive time advanced required variation, due to terminals and satellites movement.
This multiple access technique is used in Global System for Mobile Communications
(GSM) and Satellite communications.

2.5.2 FDMA

FDMA is a multiple access technique where users allocation is made in different spec-
trum frequencies, allowing simultaneous transmissions (full duplex). Individual channel
assignment is made to users on demand. In FDMA, terminal and satellite transmit si-
multaneously and continuously after the voice channel assignment, avoiding much of
the overhead required on TDMA systems [Rap09]. As all users access at the same time
but in different frequencies, interference could be a problem when all users are "talking"
at the same time.
For large bandwidth, FDMA has some limitations due to equalization complexity. FDMA
was improved by two additional approaches: OFDM and SC-FDE. These two techniques
will be addressed on two following subsections.
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2.5.3 Orthogonal Frequency Division Multiplexing

OFDM is an evolution of Frequency Division Multiplexing (FDM), having as a base the
spectral overlapping of sub-carriers, and the transmission of those sub-carriers in par-
allel occupying each a very narrow bandwidth [PA02]. OFDM can compensate the fre-
quency selective fading by equalizing sub-carriers gain and phase. In OFDM, Inverse
Fast Fourier Transform (IFFT) is applied on blocks of M data symbols at the transmitter
side to generate the multiple sub-carriers. On the other hand, receiver can extract the
sub-carriers by applying a Fast Fourier Transform (FFT) on received blocks. In OFDM
systems, sub-carriers are modulated with a conventional modulation scheme [O’R89] be-
fore being send with a much lower rate than the original, leading to an efficient struggle
against multipath fading[PA02][FABSE02].
There is a cyclic prefix whose goal is to avoid Intersymbol Interference (ISI) with the
previous block and make the received block look periodic, simulating a circular convo-
lution, allowing an efficient FFT operation. Cyclic prefix carries the repetition of the last
data symbol in a block, being consequently discarded at the receiver.
OFDM signal is constituted by the sum of several slowly modulated sub-carriers, and
it results in a high peak-to-average power ratio, no mattering if low level modulation
is used on each sub-carrier. In order to maintain the linearity over the range of signal
envelope peaks that should be reproduced, the transmitter power amplifier must be re-
duced in some dBs. This increased power back-off will rise the cost of power amplifier,
so this can be a disadvantage. Sensitivity to carrier frequency offset and phase noise is
another disadvantage present on OFDM systems. The last drawback that is important to
be approached is the data packet granularity, which is a problem related to the fact that
data packet size must have at least the same length of an FFT block, affecting spectral
efficiency of short packet transmissions [FABSE02].

2.5.4 Single Carrier with Frequency Division Equalizer

SC-FDE is an alternative to OFDM, and it is used on this thesis for uplink proposes.
SC-FDE consists in an utilization of only one carrier, having frequency domain equal-
ization. Single carrier radio modems with frequency domain equalization have several
characteristics that are similar to OFDM systems, such as performance, efficiency and
low signal processing complexity. Single Carrier modulation uses only one carrier, un-
like OFDM that uses several sub-carriers, so the Peak average power ratio (PAPR) for
SC-modulated signals is lower. As SC-FDE systems have low PAPR, the power amplifier
of an SC transmitter does not need a big linear range to be able to support a given aver-
age power, so the power amplifier is less complex on these systems. The main difference
of both systems is the placement of an IFFT block operation. In OFDM, the IFFT is made
on the transmitter side, with the propose of multiplex data into parallel sub-carriers. In
case of SC-FDE systems, IFFT operation occurs on receiver side, allowing the conversion
for Frequency Domain Equalization (FDE) signals into time symbols. This main feature
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gives good possibilities of both systems coexistence. For instance, in 3rd Generation Part-
nership Project (3GPP) Long Term Evolution (LTE), SC-FDE is used in transmission, and
OFDM in reception, avoiding IFFT operation complexity on transmitter side, improving
the terminal battery resources [ZCM12]. Figure 2.1 illustrates OFDM and SC-FDE signal
processing, and it shows the different location of IFFT block for both schemes.

Figure 2.1: OFDM and SC-FDE — signal processing [FABSE02]

2.5.5 CDMA

CDMA multiple access technique allows each station, or in this case each terminal, to
transmit over the entire frequency spectrum. Transmissions are distinguished by using
a different code each, which is approximately orthogonal. That code allows CDMA on
receiver side to despise everything except the desired signal, using a time correlation op-
eration. The receiver has the obligation to know the codeword that the transmitter used,
in order to detect the message signal. There is no knowledge among users, so it means
that each users operates in a independent way [Tan02][Rap09].
CDMA has a lower capacity limit than TDMA and FDMA, due to the near-far problem.
This problem usually happens when a large number of mobile users access the same
channel. This problem consists in a strong signal reception from some users, that raise
the noise level at the base station or satellite demodulators for weaker signals, so these
weaker signals have low probabilities of being received. To avoid this problem, it is possi-
ble to implement a power control operation on the satellite. This power control operation
involves a sampling of Radio Signal Strength Indicator (RSSI) levels of each terminal, at
the satellite followed by sending power change commands back to the overpowering ter-
minals to fix the problem. Power control is used for users inside the same cell; out-of-cell
terminals can also cause interference, but this problem is not solvable by the receiver.
As it was said before, the signal is spread over a large spectrum, so this is an advantage,
since multipath fading is substantially reduced[Rap09].

2.6 ARQ schemes

Automatic Repeat Request (ARQ) protocols are reliable data transfer protocols that are
based in retransmissions. Normally, in this type of protocols, the receiver can inform the
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sender of what has been received with and without errors, in order for the sender to re-
transmit what it was not received correctly. This information exchange is performed by
control messages.
ARQ protocols must have three capabilities: error detection, receiver feedback and re-
transmission. Regarding error detection, it must be known at the receiver by applying
error detection techniques. Therefore, the sender must send additional bits beyond the
original data to allow error detection. In terms of receiver feedback, it is necessary that
the sender knows how the receiver received the information; so messages like Acknowl-
edgement (ACK) or Negative Acknowledgement (NACK) are sent back to the sender.
Retransmission refers to the packets that are sent to the receiver again, after being re-
ceived with errors in the previous transmission[KR09]. There are some transmission con-
trol schemes that were created to prevent the sender to flood the receiver with packets
at a speed that is faster than the latter can process [Tan02]. Stop-and-Wait algorithm is
the simplest ARQ scheme, and it consists in the sender waiting for an acknowledgement
before transmitting a new frame. The sender’s waiting time is not eternal, because if the
ACK message does not arrive a time out happens and the retransmission of the original
frame is proceeded [Pet07]. Stop-and-wait could decrease the performance by increasing
the delay. A technique that is used to counter this problem is named pipelining, where
the sender can send several packets and does not have to wait for acknowledgements.
In this case, the range of sequence numbers must be larger, due to the fact that sequence
numbers must be unique, and the number of transmitted packets is bigger. There are two
schemes that use this pipelining technique: Go-Back-N and selective repeat. Go-Back-N,
consists in a sender transmitting a maximum pre-stipulated number of multiple available
packets without having to wait for acknowledgements. This maximum number is also
known as the window size. In this protocol, the window slides through the sequence
number space, so this protocol is also known as sliding window protocol. When the
sender receives a NACK from the receiver or after an acknowledgement times out, it
transmits again from the first packet that was not acknowledged. A problem is the pos-
sibility of several unnecessary packet transmissions, for the packets previously transmit-
ted with success. This problem is more severe when window size and bandwidth delay
product are large, leading to large number of packets in the pipeline. In order to avoid
this problem, Selective Repeat (SR) protocol was created. In SR, the sender only retrans-
mits the packets that he suspects were lost or corrupted during the transmission. When
the sender receives a NACK packet, it retransmits the missing packet. The difference to
Go-Back-N (GBN) protocol is that after the retransmission, the sender still transmits the
packets that are next in sequence order, and not those that comes next to the one who
failed [KR09][Tan02].
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2.7 Forward Error Correction schemes

The use of error-correcting codes could also be referred as Forward Error Correction. A
strategy used in Forward Error Correction (FEC) is to include redundant information on
sent data blocks, allowing the receiver to analyse it and see if data was correctly received,
and if not, to know what was the error. FEC differs from error-detecting codes, since they
include less redundancy than FEC, only enough for the receiver to know that an error
exists, but without knowing what the error is [Tan02]. Forward error correction coding
is normally proposed for end-to-end recovery of several packet losses, using redundant
packets [KRT11]. These error control systems are usually applied on channels where the
information flows in only one direction; in other words, data traffic has a one-way nature.
Those type of channels are also known as simplex channels.
The FEC concept arrived during the 1940s by the hand of R.W. Hamming, which invented
the famous Hamming codes at Bell laboratories, in order to prevent read errors in punch
cards for relay-based electro-mechanical computers. From 1950s to 1970s new codes were
born and consequently algorithms were created to handle those codes. Cyclic codes
were established like Bose–Chaudhuri–Hocquenghem(BCH) codes, Reed–Solomon (RS)
codes, Reed–Muller codes, that have as decoding algorithms Berlekamp–Massey algo-
rithm , and Euclid algorithm. Convolutional codes were also developed, decoded with
the Viterbi algorithm [Miz06].
During the evolution of FEC codes three generations can be identified. The first genera-
tion of FEC codes used linear block codes; it is based on hard decision decoding, which is
a single quantization level in a bit sampling. Concatenated codes, as the name suggests, is
a junction of more than one type of code. The utilization of concatenation codes along in-
terleaving and iterative decoding allows a better performance of errors correction. These
concatenation codes are known as the second generation of FEC [Miz09] [Miz06]. Despite
the second generation has better results than first in terms of coding gain, it has a prob-
lem of compatibility, because second generation FEC frame structures are not compatible
with all systems. Turbo codes and Low Density Parity Check (LDPC) codes were created
in an attempt to surpass this issue and to increase the power of FEC representing both the
newest generation of FEC, which is the third generation, based on soft decision and itera-
tive decoding. Nowadays, turbo codes are often used in communication systems[FC07],
in view of being the most powerful codes, almost achieving Shannon’s theoretical limit.
This limit was discovered by Claude Shannon in 1948, and says what is the maximum
data rate, taking into account the physical channel capacity[Sha48]. Turbo codes consists
in a parallel concatenation of more than one code, and they are associated with soft in-
puts and soft outputs decoding. There are two types of Turbo Codes (TC): Convolutional
TC and Block TC. The first type uses a parallel concatenation of convolutional codes, the
second one uses a block product code. The latter is better for transmissions that require
low redundancy [ASL00].
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2.8 Hybrid ARQ Schemes

Hybrid-ARQ schemes are known as the combination of ARQ and FEC schemes, both
approached in previous sections. When this combination is done in a proper way, the
disadvantages of both schemes can be overcome [LCM84].
In order to classify an ARQ protocol efficiency, it is necessary to measure the throughput,
which is the "average number of user data bits accepted at the receiving end in the time
required for transmission of a single bit" as it is defined in [GKVW04]. Therefore there is
a trade-off between successful transmissions and quantity of user data in the frame, due
to redundancy level of FEC in Hybrid-Automatic Repeat Request (H-ARQ) schemes. In
order to find a balance for both effects it selected a fixed rate code that is appropriated to
channel characteristics and throughput requirements[GKVW04].
The option of including FEC schemes in ARQ protocols was taken because it allows a
correction of frequent error patterns, decreasing the number of retransmissions and in-
creasing the system throughput. Another advantage and drawback surpass, is related
to the H-ARQ ability of allowing the receiver to request a retransmission even when a
uncommon error pattern is detected. H-ARQ has higher reliability and throughput than
standalone FEC and ARQ schemes respectively.
The H-ARQ schemes can be divided in two categories: Type-I Hybrid ARQ and Type-II
Hybrid ARQ [LC83] [LCM84], which are approached on following sub-sections.

2.8.1 Type I Hybrid-ARQ

The type I of hybrid ARQ protocol is the simplest of hybrid protocols, and it uses one-
code or two-code systems. On this protocol, each packet is encoded for error correction
and error detection error control systems [Wic94] . The message and the error detecting
parity bit are encoded using an FEC code. The error correction parity bits are used in
order to correct channel errors at the receiver side. A message estimation and the error
detection parity bits are outputted to an FEC decoder, which tests it for error detection to
determine if the message should be accepted or rejected due to errors.
When the message is long or the channel signal strength is low, Type I H-ARQ can in-
crease the efficiency, because this protocol decreases unsuccessful transmissions proba-
bility by adding extra FEC parity bits. It is possible to have a coding gain if a compensa-
tion between the reduction of transmissions and the increase of message length is made.
There is a crossover point in terms of strength between ARQ protocols and Type I H-ARQ
protocols when the protocol’s efficiency is the main subject. It happens in cases where
signal strength is high. In this cases, this hybrid protocol type does not improve the effi-
ciency, because the strong signal allows a deliver of free error messages. So the extra FEC
parity bits are wasted, hence this H-ARQ protocol type is not the best option in this case,
as opposed to plain ARQ protocols [CC84].
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2.8.2 Type II Hybrid-ARQ

Type II H-ARQ protocol is mainly based in incremental redundancy, because it permits
the protocol to adapt to changing channel conditions. Additional parity bits are send by
the transmitter in response to retransmission requests that were sent by the receiver. The
increased correction capability is allowed when the receiver appends those parity bits to
the received packet [Wic94].
In [CC84] it was stated that this type of scheme does not send FEC parity bits with mes-
sage and error detecting parity bits. There is an intercalation between message bits with
detecting parity bits and FEC parity bits on transmissions. When the message is received
without errors, the FEC parity bits are not sent. The main goal of Type II H-ARQ proto-
cols is to work with the efficiency given by plain ARQ protocols in strong signals and to
obtain the improvement of type I H-ARQ when the quality of the signal is low.

2.9 Multiple-Input Multiple-Output (MIMO) systems

Multiple-Input Multiple-Output (MIMO) communications exploits the physical channel
that is between multiple receiver and transmitter antennas. MIMO systems provide an
spectral efficiency increase for a given power transmission. The introduction of addi-
tional spatial channels, that are exploited by space-time codes, increase the network ca-
pacity. It increases linearly with Signal-to-noise ratio (SNR) for low SNR and logarith-
mically with SNR for high SNR. The channel estimation information in MIMO systems
can be fed back to the transmitter, enabling it to adapt. Although the systems without
feedback can be simpler to implement, with high SNR, the spectral-efficiency bound is
similar to an informed transmitter.
To implement a MIMO communication system it is necessary to implement a particular
coding scheme. Space-time codes provide the exploitation of MIMO degrees of freedom,
enabling spatial and temporal redundancy in the data received by an array of antennas,
and spectral-efficiency increase. Space-time coding can have two basic approaches. In
the first one, the receiver informs the transmitter about the propagation channel informa-
tion, so the transmitter can adjust its coding. This approach has advantages in terms of
capacity, but it can be difficult to apply in dynamic environments. The second approach
implements fixed codes of several rates, offering good performance over all channels.
These fixed codes share transmitted power equally among all spatial channels [BFC05].
MIMO systems brings several advantages over single-antenna-to-single-antenna com-
munication, which is also known as Single-Input Single-Output (SISO). MIMO systems
have less sensitivity to fading due to the existence of multiple spatial paths, which is
known as spatial diversity. Reduction of power is another advantage over the SISO sys-
tems, and a study in [BFC05] revealed that a lower energy per information bit Eb

N0 is
needed, for higher number of antennas on receiver and transmitter side. Figure 2.2 il-
lustrates it, by showing that a higher number of antennas on both sides (receiver and
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transmitter), obtains a greater spectral efficiency with less energy per information bit.

Figure 2.2: Spectral-efficiency bound as a function of noise-spectral-density-normalized
energy per information bit Eb

N0 [BFC05]

2.10 MAC Protocols in satellite communications

The main goal of Medium Access Control (MAC) protocols is to control the access of
communicating stations to the wireless medium, to share the network bandwidth.
Not all MAC protocols are useful to satellite communications, because some require-
ments are not achieved, primarily due to the long propagation delay. A large range of
protocols that are applied in LANs and WANs can not be used for this purpose. "Fun-
damental architectural objectives in the design of MAC protocols for satellite commu-
nications are high channel throughput, low transmission delay, channel stability, proto-
col scalability, channel reconfigurability, and low complexity of the control algorithm"
[Pey99].
In satellite communications, MAC protocols should also enable quick fixes to networks
failures and easy solutions to topology changes. The goal of these MAC protocols is
to satisfy QoS requirements, achievable applying Demand Assigned Multiple Access
(DAMA) or an hybrid mode with random access and reservation mechanisms. The next
three sub-sections address these MAC protocols with demand assignment, random ac-
cess, reservation and an hybrid protocol that is a mixture of random access protocols and
reservations protocols [Pey99].

15



2. LITERATURE REVIEW 2.10. MAC Protocols in satellite communications

2.10.1 Random Access Protocols

Random Access Protocols are contention oriented protocols. The main difference com-
pared to contention-free protocols is that in contention oriented protocols transmissions,
stations do not have guaranteed success in advance [Pey99].
Contention protocols have a maximum throughput percentage stipulated, which de-
pends on the protocol simplicity. Results vary from 18 percent for simplest protocol
(Aloha) to 50 percent on sophisticated ones. The most common protocols, use a form
of Slotted Aloha, and reach maximum throughput values around 36 percent [Fel96].
Random access protocols can be very advantageous regarding implementation, because
they are simpler, and adapt to varying demand. Random access, can also be disadvan-
tageous, due to the fact that collisions may happen, so it can lead to a wasteful of ca-
pacity. This problem can result in lack of real-time application accommodation and non-
guaranteed Quality of Service (QoS).
Satellite communications have a long Round-Trip-Time (RTT), so packet collisions can
aggravate propagation delay, since each packet collision adds in the best case, one round-
trip delay to the packet transmission time [Pey99].
An example of networks that apply random access protocols are Very-small-aperture ter-
minal (VSAT) networks, which consist in transmissions of data bursts by small earth
stations.
Pure Aloha, Slotted Aloha or Carrier Sense Multiple Access (CSMA) are examples of
protocols that use random access. In Pure Aloha, stations are not synchronized, and only
transmit packets when they are ready. When a collision occurs, each user knows that it
happens and retransmits the packet after a random period. This random period provides
stability to the protocol. In CSMA, each station senses the channel before accessing it to
verify if any transmission is occurring. When a transmission is successfully completed,
each ready station transmits with a probability 1 into the next time slot; if a collision
occurs, an adaptive algorithm is executed by every station, calculating the probability
in the next time slot. CSMA does not detect collisions, but there is a derived protocol
named Carrier Sense Multiple Access with Collision Detection (CSMA/CD), where sta-
tions abort transmissions after detecting collisions [Pey99].

2.10.2 Demand Assigned Multiple Access

DAMA is a class of multiple-access techniques, hence terminals or users are able to share
available satellite resources [Fel96].
DAMA protocols can allocate capacity based in FDMA or TDMA architectures. DAMA
protocols are suitable to situations where the traffic pattern is random and with large
variations, in view of the protocol ability to allocate capacity on demand, avoiding inef-
ficient use of transponder capacity [Abr92]. MAC protocols that apply DAMA can use
bandwidth efficiently and increase the throughput, due to the ability to allocate capacity
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on demand, following the station capacity requests. This reservation on demand, as re-
ported earlier, could be explicit or implicit [Ret80]
Regarding implicit reservation, stations compete for reservation slots by using Slotted
Aloha. Slotted Aloha is a way to allocate users, by taking into account consensus among
users on slot boundaries definition. Slot synchronization can be obtained by having a
satellite working like a clock, which is by emitting a pip at the start of each interval
[Tan02]. By using slotted-Aloha protocol, the satellite channel is slotted into segments
with a duration exactly equal to single packet transmission time. Slotted-Aloha elimi-
nates the partial overlapping, because terminals are synchronized to start the transmis-
sion of packets at the beginning of a slot [Ret80].
In Explicit Reservation, all frames have a control subframe with a sequence of bits, that
serve to announce or reserve upcoming transmissions. In these frames, a single reserva-
tion slot is assigned to each station or terminal . This type of reservation scheme reserves
future channel time, in order to send messages to a specific station.

2.10.3 Reservation Protocols

The main goal of reservation protocols is to avoid collisions. Therefore the users distri-
bution leads to the need of a reservation sub-channel, in order to give ability for users to
communicate with each other, since only one station can access the channel at a time.
A large number of reservation protocols use the TDMA protocol or some kind of slotted-
Aloha protocol. As it was said before, TDMA could be inefficient for bursty traffic that
comes from several users. On the other hand, the number of users is irrelevant for
S-Aloha protocol, but user access has to be adaptively controlled for stable operation
[Pey99].
In this type of protocols, it is possible to gain in terms of channel stability, by cutting chan-
nel control mechanism, and vice-versa. By using contention oriented protocols, channel
throughput can be increased, but as a consequence, message delay is going to increase
too. Excluding message transmission time, the minimum delay caused to a message is
more than twice the channel propagation time [Pey99].
Some types of reservations protocols are Reservation Aloha, Priority-Oriented Demand
Assignment and Assigned Slot Listen Before Transmission [Pey99].

2.10.4 Hybrid of Random Access and Reservation Protocols

A MAC protocol using an hybrid mode of random access and reservation protocols is
considered on this research work, where the best characteristics of random access and
TDMA are present. The terminals compete among them during the reservation period.
This dispute has some winners, which are the ones who had success in making reserva-
tions, hence these users transmit without contention during the transmission period.
A main characteristic of hybrid protocols is that their reservation period is much shorter
than transmission period, so this is where their efficiency derives [Pey99]. A known
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Hybrid-Medium Access Control (H-MAC) protocol is Aloha Reservation (Aloha-R) pro-
tocol. In Aloha-R protocol, the frame is divided in slots and the slots are divided in
mini-slots. Slotted-Aloha is used to obtain the mini-slots and they are seen as a common
queue to all users. Reservation is made for data slots, and its number depends on current
load. When a station wants to transmit, it uses a mini-slot to send a packet requesting
a number of mini-slots to transmit data. When this reservation is successfully done, the
station knows what slots it has acquire. A First-In First-Out (FIFO) process is used to
determine the order of reserved slots for each station; in other words, the first to request
the slots to transmit, is the first to obtain them [Pey99].

2.11 Physical Layer solutions

This layer has the function of converting data into bits and vice-versa, depending if it
is for transmission or reception proposes respectively. In the transmission process, the
physical layer receives data from upper layers and converts it to bits. The reception
process is the inverse, with the physical layer receiving the bits that were sent from an-
other node, and converting them into data, that is gathered into frames and passed to
upper layers. The medium compatibility is important in connections among devices, so
this layer has an important role by encoding the frame in a certain format, allowing the
communication between the nodes. Another PHY-Layer main functions are the signal
generation and the timing and synchronization among devices [BNNK08].
In [ZR94][HKL97] was observed, that the signal capture mechanisms can decode a packet
that has a higher power, in comparison with all the other packets involved in a certain col-
lision. This means that PHY-Layer can be used to solve packet collisions problems, which
leads to a conclusion that nowadays these problems could not be exclusively solved by
MAC layer. The next sub-section provides a explanation of Multiple packet reception
systems, which is a PHY-Layer solution to issues involving packet collisions.

2.11.1 Multiple Packet Reception

Research work is being done to suppress the loss of throughput, produced by increas-
ing the number of users communicating in wireless networks. Multiple Packet Recep-
tion (MPR) can be defined as the ability of receiving and decoding more than one packet
from concurrent transmitters; in other words, it is the capability of receiving packets
that are involved in collisions [LSW12]. This MPR characteristic in PHY-layer makes the
packet transmission less restrained than it is on conventional medium access protocols,
where only one packet is received at a given time. Hence, it may leads to an increase
in system throughput. In order to improve networks throughput, new MAC protocols
have to be designed more adapted with this PHY-Layer characteristic. Multiple Packet
Reception is currently an active area of research [ZZL06, RP12].
MPR is normally realized with CDMA or MIMO techniques, where the first one is used
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on the transmitter perspective and the latter in the trans-receiver perspective, where
transmitter and receiver cooperate on some operations. CDMA on transmitter side, al-
lows the receiver to decode multiple data streams by knowing the different codes. In or-
der to enable Multiple Packet Reception, cooperation between transmitters and receivers
is required in some operations. A MIMO system has multiple antennas on both sides
(transmitter and receiver), and each antenna has different channel characteristics; there-
fore packets that are sent from different antennas can be distinguished using channel
estimators [LSW12].
The signal separation is an issue associated to MIMO system, so [vdVT02] developed
an algorithm named Known Modulus Algorithms (KMA), in order to allow packet sep-
aration in asynchronous ad-hoc networks. This algorithm consists in a constant mod-
ulus signal that is sent by the transmitter multiplied by an amplitude modulated code,
which is known at the receiver. The receiver has also an array of antennas that allows
the detection and consequent filtration to obtain the desired user, despise the other ones.
A technique to provide MPR capability was developed in [OLLMML03], where the au-
thors used the baseband signal cyclostationary properties, that appear after a modulation
with specific polynomial phase sequences. Therefore a bandwidth expansion is not made
by proposed modulation, which can be considered as a colorcode to distinguish different
users packets.
There are techniques that do not need a cooperation between transmitter and receiver
functions to have MPR, because only the receiver is able to decode several packets at
the same time. Multi-User Detection (MUD) schemes that stands on the receiver side are
appropriated for MPR. In [WSGLA08, WGLA09] the authors used these techniques to
create MPR, alleviating the interference created by multiple transmissions.
Sub-optimal MUD techniques can be linear or non-linear. Decorrelated detectors [LV90]
and Minimum Mean Square Error (MMSE) detectors are the most known linear MUD
techniques, which have an advantage of yielding an optimal value for the near-far re-
sistance performance metric, but these linear techniques have also as drawback its high
complexity. This disadvantage is not present on non-linear MUD schemes, because the
complexity is much lower, but the performance of these schemes is worst. Non-linear
MUDs have the main function of removing interference from the received signal. The
most known in this category is the Multistage Interference Cancellation (IC) that can
have two forms of interference cancellation: Successively Interference Cancellation (SIC)
[WSGLA08, WGLA09] and in Parallel Interference Cancellation (PIC) ways [BCW96].

2.12 PHY-MAC Cross-layered Designs

As the name of the section indicates, two layers of Open Systems Interconnection (OSI)
model are involved on the cross-layer architectures presented in this section: Physical
Layer and MAC Layer. The OSI reference model usually specifies that layers do not
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share information between them. In a Cross-Layer Design for Wireless Networks it is
assumed that it is important to share information on lower layers in order to improve the
performance on higher layers in terms of wireless communications.
The Cross-Layer concept refers to an interaction between protocols that are at different
layers of the OSI protocol stack. This interaction brings some advantages, because all lev-
els of network protocol stack are affected by wireless link characteristics, hence all layers
must respond to changing channel conditions, leading to a strong union among protocols
at different layers. Some conditions have to be present at all layers in order to provide
QoS delivery and adaptability to channel transmission. For instance, at the physical layer,
dynamic adjustment of receiver filters can be made to respond to interference changes; at
the link layer, the interference level can be affected by adapting power, rate and coding;
finally at the MAC layer, it is possible to adapt scheduling, based on the current level of
interference and on the quality of the current link [BNNK08]. Over the years some re-
search work has been made to develop cross-layered protocols. The authors of [CLZ08]
created a MAC-PHY algorithm for ad-hoc networks that utilizes Vertical-Bell Laborato-
ries Layered Space-Time (V-BLAST), which is an architecture that provide very high data
rates over a wireless channel [WFGV98]. A union of MPR with MAC and a creation of an
adaptive resource allocation algorithm for MIMO Wireless Local Area Network (WLAN)
was made by [HLZ08]. In [GLASW07] a study of a cross-layer MAC algorithm for WLAN
having single antennas terminals and multiple antenna access points was made taking
into consideration an error free transmission channel. In [RP12] it was studied a Cross
Layered MAC-PHY algorithm with MIMO and over a jittery channel, revealing a high
SNR and a low bit error rate.
As a result of several research works, a scheme having PHY-MAC resolutions gained
some relevance; its name is Network-assisted Diversity Multiple Access (NDMA), which
is approached in the next sub-section.

2.12.1 Network Diversity Multiple Access

NDMA was created by Tsatsanis [TZB98] in order to avoid unnecessarily discarding of
colliding packets, for the reason that the signals with those packets can have some mix-
tures of useful user packets information. The study in [TZB98] consisted in doing a se-
lective retransmission of corrupted packets, using the network to create diversity. Sep-
aration techniques are used to recover the user packets. This scheme has the main goal
of transmitting the packets from q collided users by using q slots (packet transmissions),
preserving the channel throughput with collisions.
The received signal from collided packets are stored in memory, and it is combined with
future retransmissions, allowing the extraction of collided packets’, information.
When a collision occurs, this technique guarantees that none of the packets slots are lost,
having this as its biggest advantage. As it was referred earlier, throughput is not penal-
ized, because the number of collided users is equal to the number of required slots, and

20



2. LITERATURE REVIEW 2.12. PHY-MAC Cross-layered Designs

is also equal to the number of transmissions information packet. This technique does not
affect the PHY-layer bit rate parameters of each source for the reason that it is mostly
indicated for multiplexing variable-bit-rate sources, due to the fact that if some users
experience big amounts of load or unstable queues, the performance gets worst, being
compared to a q-TDMA system.
After Tsatsanis et al. published this technique, some research work was done in order to
evolve it. The initial NDMA was designed for flat fading channels, which are not very
appropriated for wireless communications. So in [ZT02] it was built a new strategy for a
frequency selective channel environment using multiuser receivers and CDMA systems.
They implement transceiver architectures and random access strategies to separate col-
lided packets when unknown propagation channels are present. ID signature sequences
were used, making easier the collision detection and resolution process when multipath
effects are present. This work revealed a maintenance of good throughput performance.
A disadvantage that is brought by ID sequences is that they grow linearly instead of log-
arithmically with the number of users, introducing a considerable overhead process. By
taking this issue into account, in [ZST02] methods were developed to resolve packet col-
lision problem without the need of an orthogonal ID sequence; those methods are known
as blind signal separation methods. The blind method differs from the original NDMA
by being less computationally demanding due to its proportionality to the number of col-
liding packets, unlike [TZB98] method which whose proportionality was relative to total
number of users in the system.
A new evolution of NDMA scheme that was used on this thesis was Hybrid-NDMA
scheme, which will be approached in following chapter.

2.12.2 Hybrid NDMA

The combination of an H-ARQ technique with NDMA was proposed by Ganhao et al. in
[GPB+11], who named this mechanism by Hybrid-ARQ NDMA (H-NDMA). Basically,
the access mechanism forces (Mobile Terminals) MTs to transmit a quantity of packets
copies greater than the number of collided MTs. The Base Station (BS) defines the time
slots, which are used by MTs to send data frames. Several MTs could use a given chan-
nel, and the maximum number Z that is doing it, is controlled by the BS. The Base Station
has also the duty of detecting collisions and to inform the MTs that it occurs through a
broadcast downlink channel. After the involved MTs received the collision information
signal, they resend their packets.
H-NDMA is considered by Ganhao et al. a "slotted random access protocol with gated
access", allocating the uplink slots in a organized way, which can be called by a sequence
of epochs, and using an SC-FDE scheme for uplink proposes. The BS transmits a syn-
chronization signal (SYNC) to alert the MTs that a epoch is starting, so they are allowed
to transmit at the next slot. MTs with new packets to transmit wait for the start of a new
epoch. Each epoch is defined by the number P of MTs that transmit data, and it was
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assumed that this number fits 1 ≤ P ≤ Z. When P MTs are linked to a collision, the base
station requests P-1 retransmissions. An ACK signal is sent by the BS to MTs, defining the
ones that must retransmit at the next slot. This stipulated epoch ends when all packets
are correctly received, or when the maximum number of additional retransmissions are
send.
This research work concludes that H-NDMA has advantages in terms of network ca-
pacity and packet delay when compared with the classics NDMA MAC protocol and
Hybrid-ARQ protocol. Scalability was another characteristic shown by this new proto-
col. The performance gets better when more MTs transmit in a certain epoch.

2.13 Handover in Satellite Systems

As this thesis focuses in LEO satellite systems, it is important to refer that satellite speed
on Iridium constellations is extremely high (27000 km/h), and because of that, handover
process happens frequently. There are two types of handover in LEO satellites constel-
lations, which are classified in link-layer and network-layer handover [CAI06a]. Before
starting a more specific explanation about these two handover types, it is important to
emphasize two things: The first is to mention the two different schemes that were cre-
ated to approach cellular coverage geometry for LEO satellites: Satellite Fixed Cell (SFC)
systems, which are the ones focused on this research work, and Earth Fixed Cell (EFC)
systems. In SFC systems, the cell position relative to satellite does not change, i.e, the cells
on the ground move synchronously with the satellite. In EFC systems, the earth’s surface
is divided in predetermined cells with fixed boundaries; so the satellite has a stipulated
time to be assigned with a fixed cell [Ngu02].

From the user standpoint, it is preferable to block a new arriving call than to interrupt a
conversation. One way to handle this issue is by allocating resources before starting any
handover operation, in order to reduce the probability of a forced termination. Another
approach is by queuing handover (QH) requests, which are placed for a maximum time
interval, which is equal to the time period of MTs existence in a area that is covered by
two satellites. This handover request queueing is made in case of lack of channel avail-
ability in the destination cell [MAEIB12].
When a change of user’s Internet Protocol (IP) address occurs due to the change of satel-
lite’s coverage area, a network-layer handover is going to proceed, transferring the cur-
rent connections of higher-level protocols to a new IP address [CAI06a]. Network-layer
handover schemes can be of three types: hard handover, soft handover and signalling di-
versity (inter-segment) handover. In hard handover, the current link is released, and only
after this happens the next link is established, allowing a new connection to a different
satellite. In soft-handover, the terminal user only turns off the first link when a second
link is connected, which means that before the handover process is complete, the user has
two links, each connected to different satellites, but the data only flows through the new
link. Finally, in Signaling-diversity schemes, data packets flows through both links, the
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old and the new, generalizing the soft-handover schemes. Regarding the link-layer han-
dover, QoS is taken into consideration to evaluate the handover performance. It is done
by considering the probability of having a blocked call, and the probability of a call being
dropped, both during handover process, existing a trade-off between them. This type of
handover occurs when one or several links between communication endpoints need to
change, due to the dynamic connectivity pattern in LEO systems. Link-layer handover
can have three categories: spot-beam handover schemes, satellite handover schemes and
ISL handover schemes [CAI06a].

2.13.1 Spot-beam Handover Schemes

The spot-beam handover occurs inside one satellite coverage area, which means that
other satellites are not involved in this process, so it is also called intra-satellite han-
dover. This handover occurs when the terminal crosses the boundary between spot-
beams that are under a unique satellite coverage. Actually it is not really the terminal
that moves across the spot-beams, but the satellite movement related to Earth provoke a
constant movement of spot-beams, so they are constantly passing over a fixed point on
Earth’s surface. As the spot-beam areas are small, intra-satellite handover are frequent
[CAI06a, NLSvA01].

2.13.2 Satellite Handover Schemes

The name of this scheme is actually very self-explanatory, for the reason that the han-
dover is between different satellites, i.e., the user’s attachment point is transferred to
another satellite. In [NLSvA01] was presented a study of handover on satellite IP net-
works, and proposed two types of satellite handover: proactive handover and reactive
handover. The first one is based on handover prediction, so the current satellite asks the
new satellite for resource reservations before starting the handover process. In the latter
case, there is not any kind of preparation, which means that resources reservation is done
only when the user asks for an handover. Proactive handover schemes are more complex
comparative to Reactive handover schemes, because the first one needs more network
resources and computation overhead. However, in LEO constellations, the satellites posi-
tions are easily known and handover can be predicted in advance, so proactive handover
is more appropriated for them. An illustration of satellite handover is present in figure
2.3.
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Figure 2.3: Satellite handover: a) initially, user 1 and user 2 communicate through satellite
A and B; and b) after user 2 hands over to satellite C, the communication is through
satellites A, B, and C. Figure from [CAI06a].

2.13.3 ISL Handover Schemes

ISL handovers happens when LEO satellites are in polar areas. In neighbouring satel-
lites, changes of connectivity patterns occurs, i.e, changes in distance and viewing angle
between satellites that are neighbours are the reason why ISL are temporarily switched
off. When this occurs, ISL are rerouted producing ISL handovers [CAI06b, CAI06a].
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3
Satellite Communications

This chapter covers the first part of this research work, which consists in a study in terms
of throughput, packet transmission delay, and energy consumption, by taking into ac-
count a vertical line (no angle) communication with a LEO satellite. It was considered a
fixed distance of 780 km between the terminal and satellite. QoS constraints are consid-
ered, in order to allow voice communication services.
This chapter describes minutely the proposed schemes and the protocols that were used
along the physical parameters. Some illustrations and descriptions of how the commu-
nication with one satellite was idealized are presented in this chapter too.
As the communication between MTs and satellites involves large distances, Round-Trip-
Time (RTT) is too large, so an H-NDMA scheme is not efficient to handle this problem,
since it was designed for shorter distances [GPB+11]. A S-NDMA protocol is proposed
as a solution to overlap this issue. This chapter presents the design of S-NDMA and a
comparison based on simulation results with H-NDMA protocol.

3.1 System Characterization

The uplink transmission in a satellite system is considered in this thesis. A set of MTs
send data to a satellite. MTs are low resource battery operated devices, whereas the satel-
lite is a high resource device that runs a multi-packet detection algorithm with H-ARQ
error control in real-time. The MTs send data packets using the time slots defined by the
satellite (for the sake of simplicity, it is assumed that the packets associated to each user
have the same duration). This thesis considers a pure DAMA approach: before transmit-
ting in the uplink channel, a MT sends a transmission request through an uplink control
channel. Besides defining time slots, the schedule specifies which MTs transmits in each
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slot (there can be more than one per slot) and what transmission power is used. The up-
link scheduling is selected using the optimization algorithm proposed in the following
sections.

3.2 Medium Access Control Protocol

In S-NDMA, the slots in an uplink data channel, from the MTs to the satellite, are orga-
nized as a sequence of super-frames, where the MTs’ transmissions are scheduled after a
request. Packets are transmitted within epochs, that may involve several MTs and be dis-
tributed over up toR+1 super-frames. Individual packets are firstly scheduled to P +n0

slots in an initial super-frame for P transmitting MTs, where n0 ≥ 0 defines a number
of redundant retransmissions used to improve error resilience. It is assumed that the
satellite is capable of discerning all colliding data packets using user-specific orthogo-
nal ID sequences defined in the schedule. The initial number of packets’ transmissions
allows the separation of all P packets transmitted simultaneously [TZB00]. However,
due to channel errors, some of the packets may not be successfully received, so addi-
tional slots may be scheduled in future super-frames. An epoch ends when all packets
have been correctly received or after the R + 1th super-frame. Besides the scheduling
information, the downlink control channel supports the exchange of acknowledgement
information about the packets received in each slot. The number of packet transmissions
in the sth super-frame is denoted as ns, where s ≤ R, and the vector with all ns values is
denoted as n = [n0, n1, ..., nR]. The time interval between two successive super-frames of
an epoch (used to transmit a given packet), T , is at least above the longest RTT measured
by the furthest MT. Therefore, R will be bounded by the delay requirements specified
for the QoS traffic class that is being transmitted on a given epoch. It should be noted
that H-NDMA defined in [GPB+11] is a special case of S-NDMA, where n = [0, 1, 1, ..., 1].
This means that S-NDMA trades off a lower delay for a higher energy consumption per
packet transmitted. Figure 3.1 illustrates an epoch in the S-NDMA slotted access scheme,
where P = 2 MTs are scheduled for R = 2 and n = [n0, n1, n2]. MTs A and B transmit
the packets in 2 + n0 slots of the first super-frame and in n1 slots of the second. MT B

does not transmit in the third super-frame of the epoch, since its packet was successfully
received after the second super-frame. Information regarding which packets are received
in a given epoch, can be passed to physical level by a matrix present in figure 3.2. This
matrix contains information of P = 4 users and a total number of slots allocated to an
epoch ζl = 4, in a case where three terminals transmit on the first epoch, one terminal
transmit at the second, and none at the third epoch. In Figure 3.2, it is presented a case
where n = [2, 1, 1], so in the first super-frame of the epoch P + n0 = 6 copies of packets
are transmitted, on the second super-frame of the epoch n1 = 1 copies, and on the third
super-frame of the epoch n2 = 1 copies. This information can be used to calculate the
Packet Error Rate (PER), considering the error of collision probabilities due to scheduling
composition.
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Figure 3.1: S-NDMA Demand Assigned scheme

Figure 3.2: Mapping to physical layer matrix example
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3.2.1 Handling very low power using CDMA

The high distance between satellites and MTs and the limited transmission power in the
MTs introduce a challenge in the design of S-NDMA with a large number (hundreds) of
retransmissions that allow the correct reception of the transmitted packets. This is not
possible in a physical implementation due to the complexity of the H-NDMA receiver
algorithm.
This thesis proposes a solution to reduce the H-NDMA receiver complexity. The solu-
tion combines H-NDMA and CDMA, and group slots into CDMA frames applying the
H-NDMA receiver algorithm to the CDMA frames. This decreases the number of packets
handled by NDMA by a spreading factor Sf . Besides the lower NDMA complexity, the
noise power is also reduced, due to the channel spreading factor gain. When the narrow
band signal is transformed into a CDMA signal by a spread spectrum operation, the orig-
inal channel bandwidth is replaced by a channel bandwidth Sf times higher. Since the
original bandwidth is now replaced by the bandwidth of the CDMA signal, the spectral
efficiency of the system is reduced by Sf times. Therefore, the Sf value must be chosen
to assure the best trade-off between NDMA complexity and transmission data rate. It
should be mentioned that a higher value of Sf decreases NDMA’s complexity and trans-
mission data rate and a lower Sf value does the opposite. A value of Sf = 128 was
chosen for a LEO scenario, by taking into account the mentioned trade-off balance. This
number allows the reception of packet with less than ten CDMA frames.

3.2.2 Multipacket Detection Receiver Structure

This thesis considers the uplink transmission of a satellite system with SC-FDE. We
adopted the uncoded multipacket detection scheme proposed in [GDB+11] for SC-FDE
systems. An analytical expression for the PER is derived there and briefly described in
this section.
Nodes contend for the channel at each epoch and collisions might happen. A data block,
of N symbols, transmitted by a user p and experiencing multiple collisions, can be ex-
pressed, on the time domain, as {sn,p;n = 0, ..., N − 1}, and its correspondent on the
frequency domain as {Sk,p; k = 0, ..., N − 1}. At the receiver, at the frequency domain,
the received signal from multiple MTs for a given transmission r is

Y
(r)
k =

P∑
p=1

Sk,pH
(r)
k,p +N

(r)
k , (3.1)

where H(r)
k,p is the channel response for the pth MT at the rth transmission. N (r)

k is the
channel noise for the rth transmission. The total number of slots allocated to an epoch
until the l+ 1th super-frame is given by ζl. Considering that P MTs transmit P + ζl times
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and 0 ≤ l ≤ R, then the received P + ζl transmissions are characterized as follows:

Yk = HT
k Sk + Nk (3.2)
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For a given MT p, the estimated signal at the frequency domain is

S̃k,p =
[
F

(1)
k,p ... F

(P+ζl)
k,p

]
Yk = FT

k,pYk . (3.3)

Fk,p corresponds to the feedforward coefficients of the proposed system, and these are
chosen to minimize the mean square error 2σ2

Ek,p
for a MT p. Considering that Γp =

[Γp,1 = 0, . . . ,Γp,p = 1, . . . ,Γp,P = 0]T , 2σ2
Ek,p

is evaluated as follows

2σ2
Ek,p

= E
[
|S̃k,p − Sk,p|2

]
=

(
FT
k,pH

T
k − Γp

)
E
[
SkS
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k

] (
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)H
+FT

k,pE
[
NkN
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k

]
F∗k,p . (3.4)

Regarding E
[
|Sk,p|2

]
= 2σ2

S and E
[∣∣∣N (r)

k

∣∣∣2] = 2σ2
N , the optimal Fk,p is obtained by

applying the method of Lagrange multipliers to (3.4), which results1

Fk,p =

(
HH
k Hk +

2σ2
N

2σ2
S

IP+ζl

)−1

HH
k Γp

(
1− 1

2Nσ2
S

)
. (3.5)

From (3.4) and (3.5) results

σ2
p =

1

N2

N−1∑
k=0

E
[∣∣∣S̃k,p − Sk,p∣∣∣2] . (3.6)

For a Quadrature Phase Shift Keying (QPSK) constellation and beingQ(x) the well known
Gaussian error function, the Bit Error Rate (BER) of a given user p is

BERp ' Q
(

1

σp

)
. (3.7)

For an uncoded system with independent and isolated errors, the PER for a fixed packet
size of M bits is

PERp ' 1− (1−BERp)M . (3.8)

1It should be noted that σ2
s and σ2

N denote the variance of the real and imaginary parts of Sk,p and N (r)
k

respectively.
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3.3 Analytical Model

This section studies how the throughput, delay, jitter and energy consumption of a de-
mand assigned uplink channel in a S-NDMA system are influenced by the PER, trans-
mission power and the distance to the satellite. The following modeling conditions were
considered:

a) The number of MTs transmitting in a slot, P , is known and follows the schedule
defined by the satellite.

b) Perfect average power control, that leads to a uniform average Eb/N0 value for all
MTs at the satellite.

3.3.1 Packet Transmission

A packet is transmitted within an epoch, and the system behavior can be modeled by
its state during the sequence of super-frames that belong to the epoch. For a demand
assigned approach, the uplink schedule is defined by a slot vector n = [n0, n1, ..., nR],
which specifies how many redundant slots are allocated to the P MTs that transmit dur-
ing an epoch (besides the initial P slots always defined), in up to a maximum of R + 1

super-frames.
For a scenario with perfect average power control, it is irrelevant which MTs stopped
transmitting during each retransmission super-frame but not the number of MTs that
stopped transmitting after a super-frame, due to a successful packet. The system state,
denoted by the vector Ψ(l) = {ψ(l)

k , k = 0...l}, can be defined by the number of MTs
whose packets were successfully received and stopped transmitting at the end of the
super-frame k = 0, ..., l (assuming l ≤ R retransmission super-frames exist during an
epoch). The random variables ψ(l)

k satisfy

l∑
k=0

ψ
(l)
k = P , (3.9)

for all l ∈ [0, R], since the total number of MTs transmitting during the epoch is equal to
P .
The state space of Ψ(l) is an l + 1-dimension Pascal’s simplex, denoted by the set Ω

(l)
P ,

which has a finite number of values for a vector K(l) ∈ Ω
(l)
P that satisfy equation (3.9).

Each state Ψ(l) = {ψ(l)
0 = K

(l)
0 , ..., ψ

(l)
l = K

(l)
l } defines the set of transmission sequences,

ς
(
Ψ(l) = K(l)

)
, where K(l)

0 MTs stopped transmitting after the initial P + n0 slots, K(l)
1

MTs stopped transmitting after the first retransmission super-frame, and so on until K(l)
l

MTs stopped transmission at the last retransmission super-frame considered, l ≤ R. The
cardinality of ς

(
Ψ(l) = K(l)

)
defines the total number of combinations of MTs transmis-

sions that produce this transmission sequence, and is equal to the following multinomial
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coefficient ∣∣∣ς (Ψ(l) = K(l)
)∣∣∣ =

P !∏l
k=0K

(l)
k !

. (3.10)

The epoch ends when all packets are correctly received at the satellite, or after R retrans-
mission super-frames. Therefore, the epoch is defined by Ψ(R).
The probability mass function for Ψ(R) can be defined recursively using the probabil-
ity mass functions of Ψ(l) for l = 0, ..., R. All MTs transmit in the first super-frame, so
Ψ(0) = P is constant.
The average packet error rate at the l + 1th super-frame with P MTs is denoted by
PERP

(
Ψ(l)

)
, and for the proposed receiver it is calculated using (3.3)-(3.8), where Hk

is a (P + ζl) × P matrix with the channel response. This matrix has zero coefficients for
the slots of the epoch where the MTs did not transmit.
For a given Eb/N0, the PER can be reduced by increasing the number of retransmissions
of a packet. For the same number of retransmissions, the PER decreases when the num-
ber of interfering concurrent transmissions is also decreased. So, when a MT transmits
P + ζl copies of a packet, the actual PER (PERl

(
Ψ(l)

)
) is bounded by

PERl (Ψ = [P − 1, 0, ..., 1]) ≤ PERl
(

Ψ(l)
)
≤ PERl (Ψ = [0, 0, ..., P ]) , (3.11)

where PERl corresponds to the average PER of the users that transmit at the l + 1th
super-frame.
At the end of a super-frame l + 1, MTs with packets not received by the BS retransmit
them at the next super-frame; the MTs that transmitted successfully at super-frame l + 1

will be counted by ψ(x)
l for x = l + 1, ..., R. The conditional probability mass function for

ψ(l+1) given ψ(l) follows

Pr
{

Ψ(l+1) =
[
ψ

(l+1)
0 = K

(l)
0 , ..., ψ

(l+1)
l−1 = K

(l)
l−1,

ψ
(l+1)
l = m,ψ

(l+1)
l+1 = K

(l)
l −m

]
| Ψ(l) = K(l)

}
= bi

(
K

(l)
l ,m, 1− PERl

(
Ψ(l)

))
, (3.12)

where bi(J, k, p) =
(
J
k

)
(1 − p)J−k denotes the binomial distribution and ψ

(l+1)
l = n ∈[

0,K
(l)
l

]
represents the number of packets successfully received during retransmission

super-frame l. Equation (3.12) can be used to generate all possible values of K(R) in Ω
(R)
P ,

by exploring all valid l and n values. The probability mass function for Ψ(l) can also be
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written explicitly as

Pr
{

Ψ(l) = K(l)
}

=
P !∏l

k=0K
(l)
k !

(
l∏

i=0

PERi

(
Ψ(i)

))K(l)
l

l−1∏
j=0

((
1− PERj

(
Ψ(j)

)) j−1∏
i=0

PERi

(
Ψ(i)

))K(l)
j

, (3.13)

where

ψ
(i)
j =

ψ
(l)
j = K

(l)
j j < i < l

ψ
(i)
i =

∑l
k=iK

(l)
k j = i < l

. (3.14)

The average number of slots used by a MT to transmit a packet during an epoch with P
active MTs where Ψ(R) = K(R) is

tx
(

Ψ(R) = K(R)
)

=
1

P

R∑
l=0

(P + ζl)K
(R)
l . (3.15)

The expected number of slots can be calculated using a Bayesian approach for all K(R) in
Ω

(R)
P ,

E
[
tx
(

Ω
(R)
P

)]
=∑

K(R)∈Ω
(R)
P

Pr
{

Ψ(R) = K(R)
}
tx
(

Ψ(R) = K(R)
)
. (3.16)

A packet is not correctly received if it is transmitted on all epoch slots and its reception
fails after the last slot. Consequently, the expected number of packets received with errors
during an epoch is

E
[
err

(
Ψ(R) = K(R)

)]
= K

(R)
R PERR

(
Ψ(R)

)
. (3.17)

Assuming that packet failures are independent, the packet error probability for an epoch
Ω

(R)
P is given by

perr

(
Ω

(R)
P

)
=∑

K(R)∈Ω
(R)
P

1

P
Pr
{

Ψ(R) = K(R)
}
E
[
err

(
Ψ(R) = K(R)

)]
. (3.18)

An upper bound for the packet error probability of an epoch with R retransmission
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super-frames can be calculated using (3.11),

perr

(
Ω

(R)
P

)
≤ PERR

(
Ψ(R) = [0, 0, ..., P ]

)
. (3.19)

3.3.2 Transmission Parameters

A communication link between a MT and a satellite requires the definition of a set of Ra-
dio Frequency (RF) link parameters: pt = transmitted power (Watts); pr = received power
(Watts); gt = transmit antenna gain; gr = receive antenna gain; and rs = path distance
(meters).
The antenna’s transmission power of an handheld MT is a parameter that has some lim-
itations, due to people safety concerns. Therefore, it was decided to fix pt with a value of
2.5 Watts, aligned with current handheld MTs.
Beyond the fixed pt value, it is necessary to obtain the values of gt, gr and the free space
path loss lfs, in order to calculate the power received in satellite (pr). According to [Jr.08],
the antennas gains are given by

g = ηa

(
πdm
λ

)2

, (3.20)

where ηa corresponds to the antenna aperture efficiency, dm indicates the antenna’s phys-
ical diameter, and λ the wavelength in the free space. As the λ value can be given by

λ =
c

fc
, (3.21)

where c is the phase velocity of light in a vacuum, and fc is carrier wave frequency. So
the gain equation can be simplified to

g = 109.66f2d2
mηa. (3.22)

The gain equation is used to calculate gt and gr, varying only the antennas diameters, and
it was assumed a diameter of 0.1m to the MT antenna, a diameter of 2.1m for the satellite
antenna and an aperture efficiency of 90% was considered for both antennas. The carrier
wave frequency was stipulated as fc = 2.2 GHz, which is situated in L band. According to
[Jr.08] the gains of both antennas in dBs are given by

G = 10log10(109.66f2
c d

2
mηa), (3.23)

so it results in an MT antenna gain of GT = 6.7914dBs and in a satellite antenna gain of
GS = 33.2357dBs.
According to [Jr.08] the equation that calculates the free space path loss in dBs (Lfs) is
given by

Lfs = 20 log (fc) + 20 log (rs) + 92.44, (3.24)
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where rs is variable, by taking into account the different positions of satellites, and fc is
in GHz. After all these parameters are calculated and considered, and having pt as the
transmitted power in dBs, it is possible to calculate the received power, which according
to [Jr.08], it is calculated as follows,

Pr(dB) = pt +GT +GS − Lfs. (3.25)

These transmission/reception parameters are always considered during the communi-
cation between MTs and satellites, and they are applied in this chapter, that analyse the
comparison between S-NDMA and H-NDMA for a fixed rs = 780km, and in the next
chapter, where rs is variable, due to the consideration of the satellites’ movement.

3.3.3 Throughput

The throughput can be calculated using (3.26), where the ratio of the number of packets
received per epoch to the average number of transmissions is calculated.

S =

P∑
j=1

j bi
(
P, j, 1− perr

(
Ω

(R)
P

))
E
[
tx
(

Ω
(R)
P

)] . (3.26)

3.3.4 Packet Service Time

The packet’s service time, τs, depends mainly on which super-frame of an epoch the
packet is correctly received, but is also affected by scheduling delay relatively to the pre-
vious slots. Its expected value when P MTs transmit in an epoch can be defined as

E [τs] = (RT + nRδ + E [εR])

R∏
i=0

perr

(
Ω

(i)
P

)
+(

R∑
r=0

(rT + nrδ + E [εr])
(

1− perr
(

Ω
(r)
P

)) r−1∏
i=0

perr

(
Ω

(i)
P

))

≈

(
R∑
r=0

(rT + nrδ)
(

1− perr
(

Ω
(r)
P

)) r−1∏
i=0

perr

(
Ω

(i)
P

))

+ (RT + nRδ)
R∏
i=0

perr

(
Ω

(i)
P

)
+ E [ε] , (3.27)

where εr denotes the scheduling delay for super-frame r and δ denotes the slot time dura-
tion. It is assumed the simplification that the scheduling delay statistics do not depends
on the super-frame index, so that they can be modeled by a single random variable ε.
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3.3.5 Energy Consumption

Multiple MTs transmit packets to the uplink channel, which arrive at the BS with an av-
erage reception power Pr due to the assumption of perfect average power control. A
simplified energy model is proposed in this section, which considers only the transmis-
sion energy and neglects the energy consumption related to the circuit and algorithm
complexity [SA05].
The transmission power per packet, Pp, for each MT includes the transmission signal
power pt and the amplifier’s power consumption Pamp, where Pamp = βpt. The trans-
mission power per packet can be then defined as Pp = (1+β)pt. β is given by β = ξ/η−1

with η as the drain efficiency of the radio frequency power amplifier and ξ as the peak-
to-average-ratio [SA05]. A constant value η = 0.35 was considered. For a QPSK con-
stellation, ξ ≈ 15/2, considering that the bandwidth efficiency is approximately equal
to the number of bits per symbol for an Multi-Level Quadrature Amplitude Modula-
tion (M-QAM) constellation [SA05].
Considering that Eb/N0 is the bit energy Eb over the noise N0 ratio, then the Additive
White Gaussian Noise (AWGN) power spectral density is σ2

N = N0
2 = −174 dBm/Hz for

a given bandwidth B; the energy for each packet transmission Ep is

Ep = (1 + β) ptTon (3.28)

assuming Pr = MEb
Ton

and Ep = PpTon, where Ton is the packet transmission time for a
total of M bits and pt is the transmission power with a constant value of 2.5 Watts.
The energy per useful packet, denoted by EPUP , measures the average transmitted en-
ergy for each packet correctly received by the BS. It depends on the expected number
of epochs required for the BS to receive correctly the packet, E [Nε], the average energy
consumption during each epoch, and the success rate at the end of the last epoch.
Considering that packet transmissions occur in up to ME successive epochs, the success
rate is given by 1 − (Perr)

ME , where Perr denotes the average packet error probability
during an epoch, given by (3.18). Therefore, the average number of epochs to transmit a
packet with success is

E [Nε] =

ME−1∑
k=0

(k + 1) (Perr)
k (1− Perr) +ME (Perr)

ME

= 1− (Perr)
ME + Perr

1− (Perr)
ME

1− Perr
. (3.29)

The average number of slots where the MT transmits during an epoch, E [Txε], can be
calculated using (3.16).
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Finally, the Energy per Useful Packet transmission (EPUP ) is given by

EPUP (P,R,ME , Eb/N0) =
E [Nε]E [Txε]Ep(

1− (Perr)
ME

) . (3.30)

3.3.6 QoS Constraints

Satellite networks’ RTT presents major challenges when QoS guarantees have to be pro-
vided to multimedia traffic. For a given QoS class these constraints typically include the
specification of [AMCV06] an upper PER threshold (PERmax) and delay bound (Dmax).
The objective should be to minimize the EPUP and to provide these guarantees support-
ing the total traffic load λ =

∑P
p=1 λp, which comprehends the load coming from all the P

MTs connected to the satellite. A final concern relates to the different distances from the
satellite to each MT; a farther away MT requires higher transmission power, which might
origin different coverage regions of a satellite depending on the QoS class. In the analysis
done here it is assumed that only MTs at similar distances to the satellite are grouped into
an epoch. Thus, the epoch’s EPUP optimization takes only into account the number of
MTs transmitting and not the distance to the satellite.
The system’s performance is influenced by the scheduled number P of MTs in an epoch
and the average Eb/N0 measured at the satellite. Using the model proposed above, it is
possible to predict how the system behaves for all possible values for P and Eb/N0, and
to define the optimal values for the S-NDMA parameters taking into account the QoS
requirements.
When a PERmax bound requirement is defined, it is necessary to calculate the minimum
number of packet transmissions, ζR+P , that guarantee it. It is clear that HT

k in (3.3) is not
affected when R is set to zero or a value above zero, as long as the total number of slots
with transmissions (ζ ′0 + P for a single super-frame) does not change, i.e. ζ ′0 = ζR. From
(3.19), ζR could be obtained as the minimum value of ζ ′0 = n′0 that satisfies the condition,

ζR ≈ min
n′
0

{
PER0

(
Ψ′(0) = [P ]

)
≤ PERmax

}
. (3.31)

A Dmax delay bound introduces a limitation in the number of super-frames that can be
part of an epoch. The dominant component of (3.27) is due to the product RT , where
T depends on the altitude of the satellite orbits (e.g. T ≈ 154.8 ms for a MEO with an
altitude of 23222 km and T ≈ 5.2 ms for a LEO satellite network with an altitude of 781
km, considering an angle of 0 ◦). Assuming that no error recovery is tried after an epoch,
i.e. ME = 1, R must satisfy

R ≤ 1 + bDmax/T c , (3.32)

where bxc defines the floor operation, that returns the maximum integer below or equal
to x. Given R, it is necessary to define the vector n, which specifies how the ζR slots
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are distributed over the R + 1 super-frames. This problem can be defined as an EPUP
minimization problem, since the condition above already insures the delay bound,

n? = min
n
{EPUP (P,R, 1, Eb/N0)} . (3.33)

On the other hand, for the QoS classes that do not define a delay bound, it is trivial to
prove that the lowest EPUP is achieved when n = [0, 1, 1, ..., 1], which corresponds to
the transmission pattern used in H-NDMA. In this case, ME can be above one, to allow
having assured packet transmissions with bounded epoch durations.
These set of equations can be used to define the optimal parameters for S-NDMA trans-
missions, which can be formulated as:

Minimize: EPUP (P ?, E?b /N0)

Subject to: S < 1 ,

S ≥ Jλ ,

E [τs] ≤ Dmax .

This research work intends to evaluate the feasibility of such parameter selection algo-
rithm. The next section, analyzes the S-NDMA performance for different QoS require-
ments, for different P , Eb/N0 and n values, and compares it with the performance of
H-NDMA.

3.4 Performance Analysis

In this section, the system performance is analyzed for H-NDMA and S-NDMA, consid-
ering the PER, throughput, EPUP and delay. It models an LEO satellite constellation,
with circular orbits at an altitude of 781 km (like in Iridium). In these conditions, we
define T based on the RTT of the furthest MT within a coverage range of 1720 km radius
(corresponding to 30 ◦ of the earth’s perimeter, requiring a minimum of six satellites per
orbit and six orbit planes to provide full coverage of the earth’s surface).

Figure 3.3: Satellite with θ displacement for RTT calculation purposes

Figure 3.3 illustrates the way RTT was calculated for θ = 30 ◦. The earth’s radius is
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Rearth = 6371 km and the distance from earth surface to satellite H with θ = 0 ◦C is 781
km. The distance from earth surface to satellite with θ = 30 ◦, Rm is given by,

Rm =
√
R2
e + (Re +H)2 − 2Re(Re +H) cos θ.. (3.34)

Using (3.34), it was possible to conclude that Rm = 3580.4 km for θ = 30o. Finally, the
RTT to that distance is calculted using

RTT = 2× Rm
c

(3.35)

resulting RTT = 23.8ms.
A severely time dispersive channel was considered, with rich multipath propagation and
uncorrelated Rayleigh fading for each path and user (similar results were obtained for
other fading models). To cope with channel correlation for different retransmissions, the
Shifted Packet technique of [DMB+09] was considered, where each retransmitted block
has a different cyclic shift. MTs transmit uncoded data blocks with N = 256 symbols
selected from a QPSK constellation with Gray mapping with a 4µs transmission time.
As an example, we consider video telephony traffic QoS requirements [AMCV06], which
define a PERmax ≤ 1% and Dmax ≤ 100ms. Due to the complexity of resolving (3.4) and
(3.3) in real-time, the capacity to handle MPR is limited to a maximum value of P+ζR. For
this analysis it is considered a maximum number of 5 simultaneous MTs’ transmissions
and a value of ζR ≤ 6.
The S-NDMA configuration follows section 3.3.6. First, it is determined the minimum
value of ζR that satisfies equation (3.31) for an average PER ≤ PERmax, labelled in
Figure 3.4 as ζRmax for P = 5 MTs when Eb/N0 is between -3 dB and 12 dB. The figure
also represents the minimum value of ζR that allows an average PER ≤ 0.99, which
defines the minimum value that n0 may take. The figure shows that it is possible to
satisfy the PER condition for Eb/N0 ≥ −2dB with five transmitting MTs (P = 5). A lower
number of MTs demand for higher Eb/N0 values to satisfy the PER requirement. Given
the Dmax condition, ME was set to one (no recovery from transmission failures during
an epoch) and R was set to 3, guaranteeing that the maximum delay for any packet is
within the defined Dmax bound, even when an additional RTT is required to schedule
the packet transmission. In order to find the optimal value for n that minimizes the
EPUP , all possible values of n were tested to satisfy n0 ≥ ζRmin . Figure 3.5 depicts
the values of (EPUP/Ep)(Eb/N0) for S-NDMA over n1 and n2 for P = 5 and Eb/N0 =

−2dB. For each individual MT, (1/Ep)(Eb/N0) is constant, given by (3.28). Therefore,
(EPUP/Ep)(Eb/N0) shows the variation of EPUP , ignoring all individual MT specific
parameters (path loss model, etc.). Figure 3.5 also depicts the minimum value achievable
for H-NDMA. The figure shows that the EPUP for n? is only slightly higher than the
minimum EPUP that could be achieved for H-NDMA. The remaining results presented
below show the performance of S-NDMA for n = n?, which was calculated for all integer
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Figure 3.4: ζR maximum (satisfying PERmax) and minimum (satisfying PER ≤ 99%)
over Eb/N0 for P = 5 MTs.
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Figure 3.5: (EPUP/Ep)(Eb/N0) for varying n over n1 for Eb/N0 = −2dB and P = 5 MTs.
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values of Eb/N0 between −3 dB and 12dB and for one up to five transmitting MTs.
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Figure 3.6: Average PER over Eb/N0 and P for S-NDMA and H-NDMA.

Figure 3.6 depicts the average PER over Eb/N0 and P for S-NDMA and H-NDMA, us-
ing the ζR value defined by (3.31). It shows that the Average PER condition is satis-
fied by all scenarios tested for Eb/N0 > 0dB, and for Eb/N0 > −2dB for P = 5MTs.
The irregular pattern of the average PER is due to the variation of the total number of
slots used to transmit a packet, represented by ζRmax in figure 3.4. Figure 3.7 depicts
the saturated throughput, calculated using (3.26), for different P and Eb/N0 values and
for H-NDMA and S-NDMA. The figure shows that the system throughput increases
with higher P values (i.e. with more MTs transmitting). It also shows that S-NDMA’s
throughput, compared to H-NDMA’s, degrades for higher P values for low Eb/N0 val-
ues. For higher Eb/N0 values the S-NDMA’s throughput follows H-NDMA’s since both
systems are equivalent as ζR ≤ 2 and n? = [011] for S-NDMA. Figure 3.8 depicts the
(EPUP/Ep)(Eb/N0) calculated using (3.30), in the conditions of figure 3.7. It shows that
a higher number of MTs transmitting require a higher EPUP for each packet transmit-
ted, confirming that S-NDMA also slightly degrades the EPUP compared to H-NDMA.
However, since the throughput increment is more significant than the EPUP degra-
dation, a higher number of MTs actually decreases the average EPUP measured for a
given throughput level, represented in figure 3.9. This figure shows that the minimum
EPUP value for S-NDMA is reached for P = 5 MTs and S ≈ 53%, and that it grows
for higher throughputs. Notice that this configuration also applies to lower throughput
values, since idle slots can be introduced in the super-frame, to force a higher throughput
in the remaining slots, as long as the number of scheduled MTs is at least five.
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Figure 3.7: Saturated throughput over Eb/N0 for P = 5 MTs for S-NDMA and H-NDMA.
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Figure 3.8: (EPUP/Ep)(Eb/N0) over Eb/N0 and P for S-NDMA and H-NDMA.
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Figure 3.9: (EPUP/Ep)(Eb/N0) over Throughput (S) and P for S-NDMA and H-NDMA.

Figure 3.10 depicts the Eb/N0 values that correspond to the EPUP values represented in
figure 3.9. The values represented can be used to define the Eb/N0 value at the satellite
for a given set of packets scheduled for transmission in a given slot. Using (3.25) and
(3.28), the calculated Eb/N0 value can be converted in the individual pt value that each
individual MT should use. The introduction of QoS requirements in S-NDMA forces an
increment that may reach about 1 dB in the Eb/N0 compared to a best effort minimum
EPUP approach, provided by H-NDMA.
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Figure 3.10: Eb/N0 over Throughput (S) and P for S-NDMA and H-NDMA.

42



3. SATELLITE COMMUNICATIONS 3.4. Performance Analysis

2 0 2 4 6 8 10 12
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

Eb/N0[dB]

Av
er

ag
e 

Pa
ck

et
 D

el
ay

 [s
]

(+): H NDMA
(o): S NDMA

Figure 3.11: Average packet delay over Eb/N0 for P = 5 MTs.

Figure 3.11 depicts the average packet delay over Eb/N0 for P = 5 MTs for S-NDMA
and H-NDMA. It can be seen that S-NDMA effectively controls the maximum delay,
compared to H-NDMA, producing only a slight degradation in the energy per packet,
illustrated in figure 3.9 for the most energy efficient network configuration. Therefore,
S-NDMA can be used in a satellite network to provide QoS guarantees with measurable
energy savings.
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4
Satellite Handover

This chapter presents a new approach to the communication between MTs and satellites
based on previous chapter (3) S-NDMA proposal. It is introduced the distributed mul-
tipacket reception communication with more than one satellite, allowing the study of
alternative satellite handover processes. Two satellite handover schemes are illustrated,
studied and discussed on this chapter. One of them consists in an intra-planar handover
scheme, which is not based in a real LEO constellation, and the other one is based on the
Iridium satellite constellation handover scheme. Optimal handover conditions are ap-
proached in this study, and issues like Doppler deviation and time offset due to satellite
movement are analysed too. Throughput, energy consumption and packet delay analysis
are present in this chapter too, considering the same QoS constraints assumed in the 3rd
chapter.

4.1 Communication with Two Satellites

Figure 4.1: Basics of the communication with two satellites
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Usually, a MT is associated to a single satellite and communicates only with that satel-
lite. However, near the handover zones, the signal transmitted to the satellites can be
received and processed by more than one satellite. This brings the possibility of using
the signal received in other satellites to improve the communication during handover: it
allows a soft handover approach with minimal service interruption and energy, when a
distributed multipacket reception algorithm is used.

Figure 4.1 illustrates a communication between a MT and two satellites. The terminal
sends a signal for both satellites, but it is only synchronized with the nearest one. For
instance, the dark blue line on 4.1 represents the communication with the satellite that is
closer, so the terminal and the satellite are synchronized through that link. The cyan line
represents the communication channel with the farthest satellite. It is proposed the use of
the Inter Satellite Link (ISL) to support the distributed MPR and satellite soft handover.
The nearest satellite receives channel state information from the farthest satellite. Using
this information it can combine the signal that comes from the MT and the other that
comes from the other satellite through an ISL, represented in figure 4.1.

4.1.1 Multipacket Detection Receiver Structure

The communication with two satellites, implies some changes in multipacket detection
receiver structure. Those differences are explained in relation to a single satellite commu-
nication structure, which is presented in section 3.2.2.

Yk = HT
k Sk + Nk (4.1)
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It is possible to verify in equation (4.1) that the size of matrix Hk changed from equation
(3.3), having now the double of lines. This change is related to the concatenation of
channel state information measured locally and the channel state information received
from the second satellite; it now combines spatial diversity and temporal diversity. An
equal size change occurs in the Nk matrix, where the channel noise is measured, taking
into account the communication with both satellites. The new lines present in Hk matrix
are influenced by the different path losses on different satellites. This difference was
mapped into the channel gain of the Hk coefficients associated to the second satellite.

The average ratio of channel gains of the first and second satellites is given by

√√√√ E
(1)
b
N0

E
(2)
b
N0

.
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The estimation of the signal at the frequency domain was also modified . Equation (3.3)
changed by having twice the number of feedforward coefficients due to the additional
signals from the second satellite. The new estimated signal at the frequency domain is
given by

S̃k,p =
[
F

(1)
k,p ... F

(2(P+ζl))
k,p

]
Yk = FT

k,pYk . (4.2)

The rest of the Multipacket Detection Receiver Structure follows what was explained in
3.2.2 section.

Spatial diversity is present on this scheme, due to the reception of the signal in different
antennas, for a subsequent signal combination. This process results in an improved signal
reception with diversity gain.

4.1.2 Packet Transmission for Two Satellites

The packet transmission for two satellites is identical to packet transmission for a single
satellite 3.3.1; the MT transmits according to what is specified in S-NDMA. The only
difference is on the measured average packet error, which is lower due to the combination
of two signals received in two satellites. The PER calculation at the l + 1th super-frame
with P MTs, PERP

(
Ψ(l)

)
involves new Hk, having in this case a size of (2(P + ζl)) ×

P , which is the double of the lines of Hk in the communication with one satellite. The
efficiency of this scheme depends on the satellite orbits adopted, and on how different are
the time and frequency shifts. The next sections study these effects and the optimization
of the proposed handover approach for two satellite orbits: considering handover within
planar orbits; and considering the inter-satellite handovers used in the Iridium system.

4.2 Intra-planar Handover Scheme

Figure 4.2 illustrates a communication with two satellites, where both satellites move
with the same speed in the same plan, so the distance between them does not change
with the time or with the movement (it is equal to 5991,3 km). In the following analysis,
it is considered that the terminal travels the earth surface following the velocity of the
satellite’s spots and the satellites are stopped. Seven satellites equally spaced are consid-
ered in a orbit that covers all the perimeter of the earth. The angle θ, measured from the
centre of the Earth, between two satellites, (as it is indicated in figure 4.2), has a value of
approximately 51.43 ◦. The seven satellites were chosen by taking into consideration the
maximum angle that a terminal in earth’s surface can communicate with a satellite ( ap-
proximately 54 ◦). This angle is given by the skylines on both sides of the globe, because
they are obstacles to the communication between the MT and the satellite. So the seven
satellites was the optimal choice, because the θ angle is closer but smaller than 54 ◦.
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Figure 4.2: Intra-planar Handover Scheme

Figure 4.3: Maximum satellite range

The arrow right above the earth’s surface in figure 4.2, indicates the path taken by the
terminal (i.e. the satellites footprint) starting in α = 0 ◦ and ending in α = θ. When
the terminal starts the course, it only communicates with the satellite on the left side of
the mentioned figure. When the value of α is equal to 0 ◦, it is in the nearest point to
the satellite. Due to the earth’s shape and the satellite height considered (780) km, the
terminal looses the satellite coverage when it reaches the skyline, for αmax = 27.03o, fig-
ure 4.3 illustrates the satellite maximum angle covered, and the largest distance where
a terminal and a satellite are able to communicate. Considering figure 4.2, when α ex-
ceeds 27.03 ◦, the terminal is only communicating with the satellite on the right side of
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the figure. This satellite handover is usually not made abruptly; it is preceded by a zone
where the terminal communicates with both satellites, which can be called the Handover
Zone. As it is possible to see in figure 4.2, this handover zone is covered by both satellites
during 2.68 ◦, starting in α = 24.37 ◦ and ending at α = 27.05 ◦. The point on earth’s
surface where the terminal is equidistant to both satellites occurs when α = θ

2 , in other
words, when α = 25.71 ◦. The handover zone for the second satellite is equal, with the
same width of 2.68 ◦. Due to the high orbital velocity of the satellite, the satellite crosses
this handover zone in less than the RTT. Therefore, it is not possible to apply the H-ARQ
approach while the MT is transmitting to two satellites during handover. The system
has to be dimensioned to be successful with a single transmission burst. The use of a
CDMA spreading factor Sf = 128, results in a transmission of a CDMA frame (figure 4.4)
with 256 CDMA data blocks, where each CDMA data block has 128 chips and a overall
duration of 4.26 ms, for a chip rate of 7.68 Mchips/s. By having this frame structure,
it is possible to obtain a maximum PER of 1% with a lower ζl. The satellites height in
this scenario vary from 780 m to 3251.7 km, which are respectively when α = 0 ◦ and
α = 27.05 ◦.

Figure 4.4: CDMA Frame

4.3 Iridium Handover Scheme

Iridium Handover scheme is studied as an example of a realistic vision of satellite han-
dover process. This scheme takes into consideration the satellite coverage areas, also
known as satellite footprints. The distance between adjacent cells center is

√
3Rb [MAEIB12],

where Rb = 2209km. The Iridium Handover was customized for this thesis purposes.
Figure 4.5 represents the proposed handover scheme. Each circumference in figure 4.5
represents the coverage area of each satellite, having a radius Rb, equal to 2209Km. The
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zones where the circumferences overlap, are the regions where the communication in par-
allel with more than one satellite occurs. As the satellites travels around the globe, these
footprints are synchronously moving in relation to satellites, so it was decided for this
analysis to also fix a point on earth’s surface, and study the communication between the
terminal and the satellites, while the footprints positions are changing. The cellphones
line, depicted in figure 4.5, represents all the studied positions between the terminal and
the satellite footprint. Regarding x axis, the footprints are moving towards decreasing
values, so as the terminal is stopped or is moving with a much lower speed than the satel-
lite, the position of the terminal relatively to the footprints evolves from bottom (x = 0)
to top (x = 3

2R) as it is represented by the arrow that stands next to the cellphones line.

Figure 4.5: Iridium Handover Scheme

The figure 4.5 has four satellite footprints, but in this handover scheme, only two foot-
prints are considered, which are the ones the illustrated cellphones line crosses. In other
words, it is studied an handover between those two footprints, that are associated with
two satellites. These two satellite footprints, along the cellphones line are represented by
the following equations

MTPositions =



(
x− 3Rf

2

)2
+ (z −Rf )2 = R2

f ,

x2 +

(
z −Rf +

√
(3)Rf

2

)2

= R2
f ,

z = 1.5Rf ,

(4.3)

where Rf defines the satellite footprint radius; and z and x represent the figure 4.5 axis
respectively. The distance between the two satellites on this scenario is constant, and is
equal to 3826,1 km. The CDMA frame structure is equal to the one that was introduced
on the previous scenario (figure 4.4).
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4.4 Intra-planar Handover Scheme Performance Analysis

This section presents results concerning throughput, energy consumption, packet delay,
Doppler deviation and time offset, for the intra-planar handover Scheme.

4.4.1 Doppler Deviation

Figure 4.6: Doppler Deviation

Doppler deviation is characterized by the deviation on the original carrier frequency,
due to fast-moving satellites. Actually the terminal present on earth’s surface could be
moving, but it can be considered that it is stopped, since its speed is much lower than the
satellite speed. Figure 4.6 shows an arrow with a label v(t), which represents the relative
velocity between the satellite and the terminal. This relative velocity and its angle β with
the signal propagation direction are used to obtain the value of the Doppler frequency
shift, which is given by

f = fc

(
1 +

v(t)

c
cos(β)

)
, (4.4)

where fc corresponds to original carrier frequency, and f to the frequency of the received
signal, influenced by the Doppler shift. The figure 4.7 shows the evolution of the fre-
quency of the received signal, by taking into account the satellite position α variation,
and consequently β variation.
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Figure 4.7: Doppler Deviation(α)

The carrier frequency considered is 2GHz, so the deviation is not significant, because it is
much smaller when compared with the original frequency. Figure 4.7 presents the carrier
deviation at the receiver. Only handover zone (communication with two satellites) was
considered for this Doppler deviation study. In figure 4.2, when the terminal enters in
the zone where it is covered by two satellites (α = 24.3 ◦), it is closer to the left satellite.
Figure 4.6 shows that Doppler effect is less intense in the received carrier frequency for
the closest satellite, and more intense on farthest satellite. It shows this effect from the
point where the terminal enters the handover zone, until it is equidistant to both satellites,
where the Doppler deviation is the same for both. A possible way to overlap this issue is
by compensating on the receiver side that deviation, which is known a priori.

A way to compensate the Doppler offset is presented in [AMGL10], where the terminal
continuously calculates the offset. After this calculation, the transmission of frequency
is corrected in the opposite direction of Doppler deviation, so the transmitted carrier ap-
pears in the correct frequency at the receiver. This solution cannot be applied for the fur-
thest satellite, since the transmitter already compensates the Doppler shift for the nearest
satellite. A possible way to handle this shift is to compensate it at the receiver. When
the satellite has several spot beams, it is possible to know a priori the deviation for each
spot beam, which is a fraction of the deviation on the total footprint. Anyway, due to
the low magnitude of this effect, it can mostly compensated by the SC-FDE transmission
mechanism.

4.4.2 Time Offset

Beyond Doppler deviation, there is a time offset between the frame arrival instants in
different satellites, since the distances paths among different satellites and the MT are
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not the same. Therefore, when the terminal is communicating with two satellites, its
transmission is only time aligned with the nearest one.
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Figure 4.8: Propagation Delay (α)

Figure 4.8 depicts the propagation delay in the communication with the first satellite and
with the second satellite, which will receive the MT after the handover.
One of the major advantages of SC-FDE is its capability of using low complexity fre-
quency domain equalization instead of costly time-discrete convolution operations. This
advantage is gained at the expense of a Cyclic Prefix (CP), which is necessary to cope with
time dispersive channels. As with current OFDM-based (Orthogonal Frequency Division
Multiplexing) schemes, the CP length is long enough to cope with the maximum relative
channel delay. Therefore, it is well known that this time offsets can be compensated in
a SC-FDE as long as they are shorter than the cyclic prefix duration. So, this CP can be
made large enough to compensate the maximum signal delay associated to the satellites
in the border of the coverage area, i.e, the satellites that can be involved in a handover
process. Therefore in the worst case scenario (i.e handover between two satellites) the
CP’s size can be similar or higher than the size of a CDMA frame, which decreases the
spectral efficiency of the system.
In this approach, the terminal has to do the handover in the part of the handover zone
where the time shift is below the cyclic prefix. For instance, if a CP of approximately 20%

of the size of a CDMA Frame is considered, when the MT enters the handover zone, it is
capable of overlapping the propagation delay, because the difference between the prop-
agation delay of both satellites is approximately 0.2 CDMA Frames. There is a trade-off
between the time offset resilience and the bandwidth efficiency. So, we can reduce the
handover zone, resulting in the decrease of approximately 10%, gaining bandwidth ef-
ficiency. For instance, it is possible to see in figure 4.8 that the time offset between the
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communication with one and two satellites does not overlap the stipulated cyclic pre-
fix duration when α is between (25.2 ◦) and (25.7 ◦), which would limit the handover to
a subset of the handover zone (0.5 ◦). As the figure only represents half of terminal’s
travel, and the other part is symmetric, the terminal effective handover zone would be
restricted to a course of (1 ◦). Another way to surpass this time offset constrain is by using
conformal antennas [Jos06], which are antennas that are designed to follow a prescribed
radiation pattern. They are composed by an array of several identical small antenna el-
ements. In a receiving conformal antenna, the signals received by each antenna element
are combined in the correct phase to enhance the signals from a specific direction and
assures a bigger sensitivity to a signal that comes from a particular terminal. Conformal
antennas give the possibility to generate two or more radiation beams, which can be bet-
ter when compared to scanning a single beam. Again, using spot beams, it is possible
to juxtapose several spots with a coverage of up to 1o, and to realign the frame structure
at the receiver for each spot beam, guaranteeing that the time offset is bellow the cyclic
prefix duration for the regions covered by each spot beam.

4.4.3 Throughput Analysis

Average throughput decreases with α’s growth, because it leads to a larger distance be-
tween the terminal and the satellite. Figure 4.9 presents the throughput values from α = 0

to the middle of handover zone (4.2). The throughput derivative from the communica-
tion with only one satellite is compared to the throughput on a communication with two
satellites. During the handover zone, there is only communication with two satellites,
but for better understanding, it was decided to show how the throughput with a single
satellite would be on that zone too.
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Figure 4.9: Throughput(α)
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Figure 4.9 shows that once the terminal enters the handover zone, the throughput grows
10% due to the diversity gains produced by the communication with two satellites. When
α reaches the middle zone (where the MT is equidistant from both satellites), the through-
put difference between sending the signal for one and for two satellites, increases to a
maximum value, because the largest distance on a communication with only one satellite
is reached, meaning that it is in the imminence of switching the communication to the
second satellite. The graph for the rest of terminal course, which is from α = θ

2 to α = θ,
will be like a mirrored version of this throughput graphic, where the throughput increase
with a similar pattern as it decreases in this figure.

4.4.4 Energy Consumption Analysis

In terms of energy consumption, figure 4.10 indicates that a gain of 3.4dBs is obtained
once the terminal enters the handover zone due to the additional space diversity.
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Figure 4.10: EPUP(α)

It is possible to observe in figure 4.10 that the gain resulting from the communication
with two satellites increases in the handover zone, until it reaches the middle of this
zone. Figure 4.10 shows only half of the handover zone, until the equidistant point for
both satellites. The other half is symmetric. Although the area coverage by both satellites
is short, it can be seen that the use of spatial diversity almost sets EPUP and throughput
almost constant in the handover zone, where these parameters reach their critical values
for an hard-handover approach.

4.4.5 Packet Delay Analysis

Figure 4.11 depicts the average packet delay over angle α variation, for a communica-
tion with a single satellite and with two satellites, using S-NDMA protocol. It takes into
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account the retransmission probabilities of S-NDMA for a single satellite, and the prop-
agation delay for the furthest satellite and the ISL for two satellites. It can be seen that
average packet delay is lower when communicating with two satellites (i.e. in the han-
dover zone). As it is possible to attend in figure 4.11, a decrease of approximately 1 ms in
packet’s delay is verified once the terminal enters the handover zone. The large distance
between both satellites is responsible for increasing the packet delay, but in this case, the
number of retransmissions when a MT is communicating with a single satellite leads to
a higher packet delay. The packet’s delay, δT , for a communication with two satellites is
defined by the longest path traversed by the packet, plus the packet transmission time.
For the scenario of Figure 4.1, it is calculated using δT = δMT−B + δB−A + (P + n0)δp,
where δMT−B , δB−A and δp denote respectively the propagation delay from the MT to
satellite B, the propagation delay in the ISL, and the packet transmission time, which is
multiplied by the number of transmitted copies.
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Figure 4.11: Packet Delay(α)

4.5 Iridium Handover Scheme Performance Analysis

This section presents results concerning throughput, energy consumption, packet delay,
Doppler deviation and time offset, for the Iridium Handover Scheme.

4.5.1 Doppler Deviation

Just like it was approached on the last section, this Doppler deviation sub-section studies
the changes on received carrier frequency, but in this case, is on the satellites of Iridium
handover scheme (figure 4.5). Equation (4.4) was used in this study too, in order to
calculate the value of the Doppler frequency shift.
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Figure 4.12: Doppler Deviation for Iridium Handover Scheme(x)

Figure 4.12 depicts the received carrier frequency deviation changes by taking into ac-
count the different MT locations, from 1406Km to 2055Km which is the interval of the
handover zone, represented in figure 4.5 by the overlap of the two satellite footprints
where the cellphones line crosses.

The behaviour of the Doppler shifts in figure 4.12 are similar to the ones depicted in figure
4.6, but the values of received carrier frequency deviation for Iridium handover scheme
are a little bit smaller, because on this scenario, the distance between terminals and satel-
lites is smaller. The carrier frequency is the same (2 GHz) in this scenario, and the values
that are present in figure 4.12 are the deviation values relative to that original carrier fre-
quency. It is possible to see that initially, the deviation for the first satellite is lower than
the deviation for the second, who are respectively the closest and farthest satellites on
the moment the MT enters the handover zone. The moment where the two line crosses
(1743km) is when the MT is equidistant to both satellites. An almost symmetric process
is done after this point, where the terminal is closer to the second satellite and farthest
from the first. The approach to handle this constrain is the same as previously presented
in section 4.4.1.

4.5.2 Time Offset

The time offset constrain, that was already exposed in section 4.4.2 is also analysed in
this Iridium handover scheme. Figure 4.13 depicts the propagation delay between the MT
communication with one and with two satellites, only in the handover zone (x = 1406Km
to x = 2055Km). The CDMA data blocks size (N = 256 bits) and the CDMA spreading
factor (Sf = 128) remain the same for this scenario.
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Figure 4.13: Propagation Delay (x)

Figure 4.13 shows that once the terminal enters the handover zone, there is a difference
of approximately 0.42 CDMA Frames, between the closest and the furthest satellite. If
the CP size is stipulated in 15% of the CDMA Frame’s size, in order to gain spectral
efficiency, the terminal has approximately 150 km to do the handover process, which is
approximately from x = 1670 km to x = 1820 km, where the difference of data blocks is
smaller than the CP. In this handover model, the satellites are closer to the MTs, so the
margin to do the handover process is bigger and more slots can be allocated, so it is easier
to decrease the size of the CP, improving the spectral efficiency, and it stills compensate
the time offsets.

4.5.3 Throughput Analysis

Unlike the throughput analysis for the intra planar handover scheme that is made only
to halfway of handover zone, the throughput analysis for the Iridium handover scheme
is made for all the zone where the MT is communicating with both satellites.
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Figure 4.14: Throughput (x)

Figure 4.14 depicts the throughput values in the communication with only one satellite
during the travel of a MT in an interval that goes from 0 km to 3315 km. This interval
corresponds to the course of the MT, represented by the cellphones line of figure 4.5.

The red line in figure two corresponds to the throughput that results from the commu-
nication of the MT with two satellites, and the blue line represents the throughput mea-
sured with the communication with a single satellite. In figure 4.14 it can be seen that
as soon as the terminal enters the handover zone (which is when the red line starts), an
increase of approximately 15% on throughput is verified.

The several abrupt changes in throughput values are caused by the increase of ζl, which
results in a larger number of copies of a packet, that occur in view of the different dis-
tance between the MT and the satellite, resulting in a growth of the NDMA complexity.
This NDMA complexity increases or decreases, in order to achieve the stipulated QoS
requirements minimizing the energy consumption..

The point in figure 4.14 where the difference of throughput values is greater, is the point
where the terminal is equidistant to both satellites. After this point, the MT is aligned
with the satellite that initially was the farthest, so the handover process occurs, and when
the terminal leaves the handover zone (end of red line), it will only communicate with
that satellite.

4.5.4 Energy Consumption Analysis

Figure 4.15 depicts the EPUP values for different MT locations, which goes from 0 km to
3315 km. Like it was mentioned before, it indicates the cellphones line on figure 4.5.
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Figure 4.15: EPUP (x)

The red line represents the communication between a MT and two satellites, and the
blue line the communication with a single satellite at a time. When the red line starts
(1406 km), indicating the beginning of the zone where the MT is able to communicate
with both satellites (handover zone), a gain of approximately 1.4dBs is verified. Initially
(x = 0 km) the MT is at a point that has the shortest distance to the first satellite and the
farthest distance to the second satellite. When the MT reaches the handover zone, it is still
closer to the first satellite than the second, so the gain in this stage is the minimum in the
handover zone (1.4dBs). The gain grows until the terminal reaches the kilometre 1743,
where it is equidistant to both satellites, and needs the maximum EPUP to communicate
with only one of them. In this situation, the gain to the communication with two satellites
at the same time is maximum (approximately 2.3 dBs) . The gain decreases after this
point, until it leaves the handover zone, because the terminal is getting closer to the
second satellite and the EPUP for the communication with only the second satellite is
decreasing too.

Once again, it is visible the effect of spatial diversity on energy consumption, because
it makes EPUP almost constant during the handover process, due to the approximately
constant ζl throughout the roam of MT in the handover zone.

4.5.5 Packet Delay Analysis

Figure 4.16 depicts the average packet delay over the x axis represented in figure 4.5 by
the cellphones line. As it was said before, the packet delay involves the retransmission
probabilities of S-NDMA for a single satellite and the propagation delay for the furthest
satellite and ISL between the two satellites.
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Figure 4.16: Packet Delay(x)

As soon as the MT enters the handover zone, the communication with both satellites
leads to an increase of approximately 6 ms the packet delay, and in the point where the
MT reaches the point x = 1743 km (point equidistant to both satellites), it has a maxi-
mum difference of 1.8 ms. The fact that the communication with two satellites does not
have retransmissions is an advantage, but it is not sufficient to have a lower packet delay,
because the packet delay is very influenced by the large distance between satellites. The
difference is not significant, but in this case the packet delay is higher for the communi-
cation with two satellites, due to the lowest satellites’ altitude for this scenario.
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5
Conclusions and Future Work

During this dissertation a new NDMA protocol was proposed, S-NDMA, that can be
regarded as a H-NDMA protocol especially designed to provide QoS guarantees for sce-
narios with a high RTT, such as a satellite network. An analytical model was derived for
the network throughput, energy consumption and packet delay for S-NDMA. A config-
uration method was also proposed to configure S-NDMA to provide a given QoS level.
The S-NDMA performance was compared to H-NDMA, showing that a properly config-
ured S-NDMA system is capable of satisfying the QoS constraints of the video telephony
traffic with only a slight degradation on the energy efficiency of H-NDMA. Therefore, it
can be a good option for the satellite links of future high data rate hybrid satellite-cellular
networks.
The S-NDMA was used to handle two satellite handover schemes, and it was proved to
be efficient in terms of energy consumption and throughput, satisfying the QoS require-
ments. The handover process benefits from spatial diversity, and it was showed that its
existence improved the energy consumption and throughput, but introduces constraints
of Doppler deviation and time offset and packet delay (in the Iridium scheme case). This
dissertation has provided solutions for those issues. It also proposed the use of CDMA
with NDMA to limit the calculation complexity, and it was possible to verify that this
solution can handle the low power that mobile terminals use to communicate with satel-
lites, by spreading the bandwidth and decrease the noise power. Although the data rate
is reduced.
In terms of future work, it would be interesting to apply satellite diversity for higher
orbits, for instance MEO satellites. New satellite constellations could be designed, pro-
viding the existence of more overlapping among satellite footprints and specially suited
to handle time offset and Doppler deviation constraints, where the capacities of SIMO
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S-NDMA can be exploited.
Another challenge that can be approached for future work is to increase the data rate in
the communications between the mobile terminals and satellites. A possible approach to
improve data rate is by using coded transmissions (e.g. turbo codes), in order to take full
advantage of channel capacities.
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