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Abstract

The partially truncated Euler–Maruyama (EM) method was recently proposed in our

earlier paper (Guo, Liu, Mao and Yue, 2017) for highly nonlinear stochastic differential

equations (SDEs), where the finite-time strong L
r-convergence theory was established.

In this note, we will point out that one condition imposed there is restrictive in the sense

that this condition might force the stepsize to be so small that the partially truncated

EM method would be inapplicable. In this note, we will remove this restrictive condition

but still be able to establish the finite-time strong L
r-convergence rate. The advantages

of our new results will be highlighted by the comparisons with our earlier results in (Guo,

Liu, Mao and Yue, 2017).

Key words: Stochastic differential equation, local Lipschitz condition, Khasminskii-

type condition, partially truncated Euler-Maruyama method, convergence rate.

1 Introduction

Influenced by Mao’s papers [8, 9], we recently in [3] developed a new explicit numerical scheme,

called the partially truncated EM method, for nonlinear SDEs under the local Lipschitz condi-
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tion plus the Khasminskii-type condition. The real benefits of this new method lie in that the

method can well preserve the asymptotic stability and boundedness of the underlying SDEs.

However, we will point out in Section 2 that one condition imposed in [3] is restrictive in the

sense that this condition might force the stepsize to be so small that the partially truncated

EM method would be inapplicable. In this note, we will remove this restrictive condition but

still be able to establish the finite-time strong Lr-convergence rate.

As this is the continuation of our earlier paper [3], we will use the same notation as used

there. We will only list and cite some necessary references here but the reader can find more

in [3].

2 Motivation

In this section, we will point out that one condition imposed in [3] is restrictive in the sense

that this condition might force the stepsize to be so small that the partially truncated EM

method would be inapplicable. For this purpose, we need to make a quick review on the

partially truncated EM method. Consider a d-dimensional SDE

dx(t) = f(x(t))dt+ g(x(t))dB(t) (2.1)

on t ≥ 0 with the initial value x(0) = x0 ∈ R
d, where B(t) is an m-dimensional Brownian

motion, f : Rd → R
d and g : Rd → R

d×m. We assume that f and g can be decomposed as

f(x) = F1(x) + F (x) and g(x) = G1(x) +G(x), (2.2)

where F1, F : Rd → R
d and G1, G : Rd → R

d×m are all Borel measurable. The assumptions

imposed in [3] are listed below.

Assumption 2.1 Assume that there are constants L1 > 0 and γ ≥ 0 such that

|F1(x)− F1(y)| ∨ |G1(x)−G1(y)| ≤ L1|x− y| (2.3)

and

|F (x)− F (y)| ∨ |G(x)−G(y)| ≤ L1(1 + |x|γ + |y|γ)|x− y| (2.4)

for all x, y ∈ R
d.
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Assumption 2.2 Assume that there is a pair of constants r̄ > 2 and L2 such that

(x− y)T (F (x)− F (y)) +
r̄ − 1

2
|G(x)−G(y)|2 ≤ L2|x− y|2 (2.5)

for all x, y ∈ R
d.

Assumption 2.3 Assume that there are constants p̄ > r̄ and K2 > 0 such that

xTF (x) +
p̄− 1

2
|G(x)|2 ≤ K2(1 + |x|2) (2.6)

for all x ∈ R
d.

As pointed out in [3], (2.6) cannot be deduced from (2.5) as we need p̄ > r̄. Moreover, we

observe from (2.3) that the coefficients F1 and G1 satisfy the linear growth condition, namely

there exists a constant K1 > 0 such that

|F1(x)| ∨ |G1(x)| ≤ K1(1 + |x|) (2.7)

for all x ∈ R
d.

To define the partially truncated EM numerical solutions, we first choose a strictly in-

creasing continuous function µ : R+ → R+ such that µ(u) → ∞ as u → ∞ and

sup
|x|≤u

(

|F (x)| ∨ |G(x)|
)

≤ µ(u), ∀u ≥ 1. (2.8)

Denote by µ−1 the inverse function of µ and we see that µ−1 is a strictly increasing continuous

function from [µ(0),∞) to R+. We also choose a strictly decreasing function h : (0, 1] → (0,∞)

and a constant h̄ ≥ 1 such that

lim
∆→0

h(∆) = ∞ and ∆1/4h(∆) ≤ h̄, ∀∆ ∈ (0, 1]. (2.9)

Before we proceed, let us make an useful remark.

Remark 2.4 In [3] where the partially truncated EM was originally developed, it was required

to choose a number ∆∗ ∈ (0, 1] and a strictly decreasing function h : (0,∆∗] → (0,∞) such

that

h(∆∗) ≥ µ(1), lim
∆→0

h(∆) = ∞ and ∆1/4h(∆) ≤ 1, ∀∆ ∈ (0, 1).

In this paper, we simply let ∆∗ = 1 and remove the condition h(∆∗) ≥ µ(1). In other words, we

have made the choice of function h much more flexible. We emphasise that these modifications
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do not make any effect on the results in [3]. In fact, the condition h(∆∗) ≥ µ(1) was only used

to show [3, Lemma 2.5] (followed from [8]). Instead of [3, Lemma 2.5], we will have our new

Lemma 3.2. Comparing these two lemmas, we observe that the constant 2K2 in [3, Lemma

2.5] is now replaced by K4 in our our new Lemma 3.2. But this change does not have any

effect on the results in [3]. We can also check that replacing ∆1/4h(∆) ≤ 1 by ∆1/4h(∆) ≤ h̄

does not make any effect on the proof of [3, Lemma 3.2],which we will cite as Lemma 3.3 in

this paper (in fact, such a change does not make any effect on any result in [3]).

For a given stepsize ∆ ∈ (0, 1], let us define the mapping π∆ : Rd → R
d by

π∆(x) = (|x| ∧ µ−1(h(∆)))
x

|x|
,

where we set x/|x| = 0 when x = 0. We then define the truncated functions

F∆(x) = F (π∆(x)) and G∆(x) = G(π∆(x)) (2.10)

for x ∈ R
d. It is easy to see that

|F∆(x)| ∨ |G∆(x)| ≤ µ(µ−1(h(∆))) = h(∆) ∀x ∈ R
d. (2.11)

From now on we will define

f∆(x) = F1(x) + F∆(x) and g∆(x) = G1(x) +G∆(x). (2.12)

The discrete-time partially truncated EM numerical solutions X∆(tk) ≈ x(tk) for tk = k∆

are formed by setting X∆(0) = x0 and computing

X∆(tk+1) = X∆(tk) + f∆(X∆(tk))∆ + g∆(X∆(tk))∆Bk, (2.13)

for k = 0, 1, · · · , where ∆Bk = B(tk+1)−B(tk). There are two versions of the continuous-time

truncated EM solutions. The first one is defined by

x̄∆(t) =
∞
∑

k=0

X∆(tk)I[tk,tk+1)(t), t ≥ 0, (2.14)

where throughout this paper ID denotes the indicator function of set D. This is a simple step

process so its sample paths are not continuous. We will refer to this as the continuous-time

step-process partially truncated EM solution. The other one is defined by

x∆(t) = x0 +

∫ t

0

f∆(x̄∆(s))ds+

∫ t

0

g∆(x̄∆(s))dB(s) (2.15)
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for t ≥ 0. We will refer to this as the continuous-time continuous-sample partially truncated

EM solution. We observe that x∆(tk) = x̄∆(tk) = X∆(tk) for all k ≥ 0. Moreover, x∆(t) is an

Itô process with its Itô differential

dx∆(t) = f∆(x̄∆(t))dt+ g∆(x̄∆(t))dB(t). (2.16)

The following theorem is one of the main results in [3].

Theorem 2.5 ([3, Theorem 3.1]) Let Assumptions 2.1, 2.2 and 2.3 hold and let T > 0 be

arbitrary. If p ∈ (r̄, p̄), 2p > r̄γ and for r ∈ [2, r̄)

h(∆) ≥ µ((∆r/2(h(∆))r)−1/(p−r)), (2.17)

then there is a ∆̄ ∈ (0,∆∗] such that for all ∆ ∈ (0, ∆̄]

E|x∆(T )− x(T )|r ≤ C∆r/2(h(∆))r (2.18)

and

E|x̄∆(T )− x(T )|r ≤ C∆r/2(h(∆))r, (2.19)

where throughout this paper C stands for generic positive real constants.

Let us now explain, via an example, that condition (2.17) is somehow restrictive as it

might force the stepsize to be so small that the partially truncated EM method would be

inapplicable. Consider the scalar power logistic model in a population system (see, e.g., [1])

dx(t) = x(t)[(5− 10x2(t))dt+ x(t)dB(t)], (2.20)

where B(t) is a scalar Brownian motion. Naturally, we can decompose the coefficients f(x) =

5x− 10x3 and g(x) = x2 in the form of (2.2) with

F1(x) = 5x, F (x) = −10x3, G1(x) = 0, G(x) = x2.

Obviously, (2.3) is satisfied by F1 and G1, while it is easy to verify

|F (x)− F (y)| ∨ |G(x)−G(y)| ≤ 15|x− y|(1 + x2 + y2), ∀x, y ∈ R.

Thus, Assumption 2.1 is satisfied with γ = 2. It is also not difficult to show that for r̄ = 3,

(x− y)(F (x)− F (y)) +
r̄ − 1

2
|G(x)−G(y)|2 ≤ 0, ∀x, y ∈ R,
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whence Assumption 2.2 is satisfied with r̄ = 3. Moreover, for p̄ = 21,

xF (x) +
p̄− 1

2
|G(x)|2 = 0, ∀x,∈ R,

so Assumption 2.3 is satisfied with p̄ = 21. Furthermore, we have

sup
|x|≤u

(

|F (x)| ∨ |G(x)|
)

≤ 10u3, ∀u ≥ 1,

whence we can choose µ(u) = 10u3. Finally choose h(∆) = ∆−1/6 which meets condition

(2.9). Then, for r = 2 and p = 20, condition (2.17) becomes

∆−1/6 ≥ 10∆−1/9, namely ∆ ≤ 10−18. (2.21)

This means we have to use an extremely small stepsize in order to apply Theorem 2.5 but this

is not realistic. It is therefore very useful to remove this restrictive condition (2.17) and this

is the main driven force for us to write this note.

3 Main Results

3.1 Convergence rate

It was shown in [3] that under Assumptions 2.1 and 2.3, for any p ∈ (2, p̄),

xTf(x) +
p− 1

2
|g(x)|2 ≤ K3(1 + |x|2) (3.1)

for all x ∈ R
d, where

K3 = 2K1 +K2 +
K2

1(p− 1)(p̄− 1)

p̄− p
.

It was also shown in [3] that under Assumptions 2.1 and 2.2, for any q ∈ (2, r̄)

(x− y)T (f(x)− f(y)) +
q − 1

2
|g(x)− g(y)|2 ≤ L3|x− y|2, (3.2)

where

L3 = 2L1 + L2 +
L2
1(q − 1)(r̄ − 1)

r̄ − q
.

The following lemma is therefore well known (see, e.g., [5, 7, 11]).

Lemma 3.1 Under Assumptions 2.1 and 2.3, the SDE (2.1) has a unique global solution x(t)

and, moreover, for any p ∈ (2, p̄),

sup
0≤t≤T

E|x(t)|p < ∞, ∀T > 0. (3.3)

6



The following lemma shows that the truncated functions F∆ and G∆ preserve Assumption

2.3 very well.

Lemma 3.2 Let Assumption 2.3 hold. Then, for all ∆ ∈ (0, 1], we have

xTF∆(x) +
p̄− 1

2
|G∆(x)|

2 ≤ K4(1 + |x|2), ∀x ∈ R
d, (3.4)

where K4 = 2K2

(

1 ∨ [1/µ−1(h(1))]
)

.

Proof. This lemma was essentially proved in [3, 8] but we here do not need condition h(∆∗) ≥

µ(1) as we pointed out in Remark 2.4.

Fix any ∆ ∈ (0, 1]. For x ∈ R
d with |x| ≤ µ−1(h(∆)), the required assertion (3.4) holds

clearly. For x ∈ R
d with |x| > µ−1(h(∆)), the proof of [8, Lemma 2.4] shows that

xTF∆(x) +
p̄− 1

2
|G∆(x)|

2 ≤
|x|

µ−1(h(∆))
K2(1 + [µ−1(h(∆))]2).

Noting that µ−1(h(∆)) ≥ µ−1(h(1)), we then derive

xTF∆(x) +
p̄− 1

2
|G∆(x)|

2 ≤ K2|x|
( 1

µ−1(h(1))
+ |x|

)

≤ K2

(

1 ∨ [1/µ−1(h(1))]
)

(|x|+ |x|2) ≤ 0.5K4(1 + 2|x|2) ≤ K4(1 + |x|2)

as required. 2

As we explained in Remark 2.4, this lemma plays the same role as [3, Lemma 2.5] did and

all the results in [3] work although our new condition (2.9) on the function h(·) is simpler. In

particular, we can then cite a lemma from [3] for the use of this paper.

Lemma 3.3 Let Assumptions 2.1 and 2.3 hold. Let p ∈ (2, p̄) and T > 0 be arbitrary. Then

sup
0<∆≤1

sup
0≤t≤T

E|x∆(t)|
p ≤ C. (3.5)

(We emphasise once again that C stands for generic positive real constants dependent on

T, p̄, p, x0, K1, K2, h̄ etc. but independent of ∆ and its values may change between occurrences.)

The following lemma was essentially proved in [3].

Lemma 3.4 Let Assumptions 2.1 and 2.3 hold. Let p ∈ (0, p̄) and T > 0 be arbitrary. Then,

for every ∆ ∈ (0, 1],

E|x∆(t)− x̄∆(t)|
p ≤ C∆p/2(h(∆))p, ∀t ∈ [0, T ]. (3.6)

7



Proof. This lemma was proved in [3] for p ∈ (2, p̄) in the sense that there is a ∆̄ ∈ (0, 1] such

that assertion (3.6) holds for all ∆ ∈ (0, ∆̄]. Our new version here is therefore an improvement

of that in [3]. It is sufficient to show our lemma for p ∈ (2, p̄) as the assertion for p ∈ (0, 2]

follows then from the Hölder inequality. We hence fix p ∈ (2, p̄) arbitrarily. It follows from

Lemma 3.3 that

sup
0<∆≤1

sup
0≤t≤T

E|x∆(t)|
p ≤ C(h(1))p. (3.7)

Now, fix any ∆ ∈ (0, 1]. For any t ∈ [0, T ], there is a unique k ≥ 0 such that tk ≤ t ≤ tk+1.

By (2.7) and (2.11), it is easy to show from (2.15) that

E|x∆(t)− x̄∆(t)|
p ≤ C∆p/2

(

1 + E|x̄∆(t)|
p + (h(∆))p

)

. (3.8)

But, by (3.7) and the decreasing property of h,

E|x̄∆(t)|
p ≤ C(h(1))p ≤ C(h(∆))p.

We hence get assertion (3.6) from (3.8). 2

Let us now present one more lemma which will be used in the proof of our main theorem

later.

Lemma 3.5 Let Assumption 2.1 hold. Then

|f(x)− f(y)| ∨ |g(x)− g(y)| ≤ 2L1(1 + |x|γ + |y|γ)|x− y| (3.9)

for all x, y ∈ R
d. Moreover, for any ∆ ∈ (0, 1],

|f∆(x)− f∆(y)| ∨ |g∆(x)− g∆(y)| ≤ 2L1(1 + |x|γ + |y|γ)|x− y| (3.10)

for all x, y ∈ R
d.

Proof. Assertion (3.9) follows easily from Assumption 2.1. To show assertion (3.10), we first

show that the truncated functions F∆ and G∆ preserve condition (2.4) perfectly. In fact, by

condition (2.4) , we have

|F∆(x)− F∆(y)| ∨ |G∆(x)−G∆(y)|

= |F (π∆(x))− F (π∆(y))| ∨ |G(π∆(x))−G(π∆(y))|

≤ L1(1 + |π∆(x)|
γ + |π∆(y)|

γ) |π∆(x)− π∆(y)|
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for all x, y ∈ R
d. Noting

|π∆(x)| ≤ |x|, |π∆(y)| ≤ |y|, |π∆(x)− π∆(y)| ≤ |x− y|,

we get

|F∆(x)− F∆(y)| ∨ |G∆(x)−G∆(y)| ≤ L1(1 + |x|γ + |y|γ)|x− y|. (3.11)

This, together with condition (2.3), implies the other assertion (3.10). 2

Moreover, we also observe from Assumption 2.1 that

|F (x)| ∨ |G(x)| ≤ L4|x|
(1+γ), ∀|x| ≥ 1, (3.12)

where L4 = 2L1 + |F (0)|+ |G(0)|.

The following theorem is our main result in this paper which shows the rate of Lr-

convergence. From now on, we will fix T > 0 arbitrarily.

Theorem 3.6 Let Assumptions 2.1, 2.2, 2.3 hold and assume that there is a number p ∈ (2, p̄)

such that

p > (1 + γ)r̄. (3.13)

Let r ∈ [2, r̄) be arbitrary. Then for any ∆ ∈ (0, 1],

E|x(T )− x∆(T )|
r ≤ C

(

(µ−1(h(∆)))−(p−(1+γ)r) +∆r/2(h(∆))r
)

(3.14)

and

E|x(T )− x̄∆(T )|
r ≤ C

(

(µ−1(h(∆)))−(p−(1+γ)r) +∆r/2(h(∆))r
)

. (3.15)

In particular, recalling (3.12), we may define

µ(u) = L4u
(1+γ), u ≥ 0, (3.16)

and let

h(∆) = h̄∆−ε for some ε ∈ (0, 1/4] (3.17)

to get

E|x(T )− x∆(T )|
r ≤ C ∆[ε(p−(1+γ)r)/(1+γ)]∧[r(1−2ε)/2] (3.18)

and

E|x(T )− x̄∆(T )|
r ≤ C ∆[ε(p−(1+γ)r)/(1+γ)]∧[r(1−2ε)/2] (3.19)

for all ∆ ∈ (0, 1].
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Proof. First of all, fix a number q ∈ (r, r̄). By (3.13), we have

p > (1 + γ)q. (3.20)

We also fix ∆ ∈ (0, 1] arbitrarily. Let ζ∆(t) = x(t)−x∆(t) for t ≥ 0. For each integer n > |x0|,

define the stopping time

ρn = inf{t ≥ 0 : |x(t)| ∨ |x∆(t)| ≥ n},

where we set inf ∅ = ∞ (as usual ∅ denotes the empty set). By the Itô formula, we have that

for 0 ≤ t ≤ T ,

E|ζ∆(t ∧ ρn)|
r ≤ E

∫ t∧ρn

0

r|ζ∆(s)|
r−2

(

ζT∆(s)[f(x(s))− f∆(x̄∆(s))]

+
r − 1

2
|g(x(s))− g∆(x̄∆(s))|

2
)

ds. (3.21)

Noting

r − 1

2
|g(x(s))− g∆(x̄∆(s))|

2

≤
r − 1

2

[(

1 +
q − r

r − 1

)

|g(x(s))− g(x∆(s))|
2 +

(

1 +
r − 1

q − r

)

|g(x∆(s))− g∆(x̄∆(s))|
2
]

=
q − 1

2
|g(x(s))− g(x∆(s))|

2 +
(r − 1)(q − 1)

2(q − r)
|g(x∆(s))− g(x̄∆(s))|

2,

we get from (3.21) that

E|ζ∆(t ∧ ρn)|
r ≤ H1 +H2, (3.22)

where

H1 = E

∫ t∧ρn

0

r|ζ∆(s)|
r−2

(

ζT∆(s)[f(x(s))− f(x∆(s))]

+
q − 1

2
|g(x(s))− g(x∆(s))|

2
)

ds (3.23)

and

H2 = E

∫ t∧ρn

0

r|ζ∆(s)|
r−2

(

ζT∆(s)[f(x∆(s))− f∆(x̄∆(s))]

+
(r − 1)(q − 1)

2(q − r)
|g(x∆(s))− g∆(x̄∆(s))|

2
)

ds. (3.24)

By (3.2), we have

H1 ≤ rL3E

∫ t∧ρn

0

|ζ∆(s)|
rds. (3.25)
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It is also easy to see that

H2 ≤ H3 +H4, (3.26)

where

H3 = E

∫ t∧ρn

0

r|ζ∆(s)|
r−2

(

ζT∆(s)[f(x∆(s))− f∆(x∆(s))]

+
(r − 1)(q − 1)

(q − r)
|g(x∆(s))− g∆(x∆(s))|

2
)

ds

and

H4 = E

∫ t∧ρn

0

r|ζ∆(s)|
r−2

(

ζT∆(s)[f∆(x∆(s))− f∆(x̄∆(s))]

+
(r − 1)(q − 1)

(q − r)
|g∆(x∆(s))− g∆(x̄∆(s))|

2
)

ds.

Let us estimate H4 first. By (3.10), we have

H4 ≤ E

∫ t∧ρn

0

r|ζ∆(s)|
r−2

(

0.5|ζ∆(s)|
2 + 0.5|f∆(x∆(s))− f∆(x̄∆(s))|

2

+
(r − 1)(q − 1)

(q − r)
|g∆(x∆(s))− g∆(x̄∆(s))|

2
)

ds

≤ 0.5rE

∫ t∧ρn

0

|ζ∆(s)|
rds

+ CE

∫ t∧ρn

0

|ζ∆(s)|
r−2(1 + |x∆(s)|

2γ + |x̄∆(s)|
2γ) |x∆(s)− x̄∆(s)|

2ds. (3.27)

But, by the well-known Young inequality (see, e.g., [10, p.52]),

|ζ∆(s)|
r−2(1 + |x∆(s)|

2γ + |x̄∆(s)|
2γ) |x∆(s)− x̄∆(s)|

2

≤
r − 2

r
|ζ∆(s)|

r +
2

r
(1 + |x∆(s)|

2γ + |x̄∆(s)|
2γ)r/2 |x∆(s)− x̄∆(s)|

r

≤|ζ∆(s)|
r + C(1 + |x∆(s)|

γr + |x̄∆(s)|
γr) |x∆(s)− x̄∆(s)|

r.

Substituting this into (3.27) yields

H4 ≤ CE

∫ t∧ρn

0

|ζ∆(s)|
rds

+ C

∫ T

0

E

(

(1 + |x∆(s)|
γr + |x̄∆(s)|

γr) |x∆(s)− x̄∆(s)|
r
)

ds. (3.28)

By the Hölder inequality,

E

(

(1 + |x∆(s)|
γr + |x̄∆(s)|

γr) |x∆(s)− x̄∆(s)|
r
)

≤3γr(p−1)/p
(

E(1 + |x∆(s)|
p + |x̄∆(s)|

p)
)γr/p(

E|x∆(s)− x̄∆(s)|
pr/(p−γr)

)(p−γr)/p

.
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But, by (3.20), we have p > (1 + γ)r and hence pr/(p − γr) < p. So we can apply Lemmas

3.3 and 3.4 to get

E

(

(1 + |x∆(s)|
γr + |x̄∆(s)|

γr) |x∆(s)− x̄∆(s)|
r
)

≤ C∆r/2(h(∆))r.

Substituting this into (3.28) gives

H4 ≤ E

∫ t∧ρn

0

|ζ∆(s)|
rds+ C∆r/2(h(∆))r. (3.29)

Let us now estimate H3. It is easy to show that

H3 ≤ CE

∫ t∧ρn

0

|ζ∆(s)|
rds+H5, (3.30)

where

H5 = C

∫ T

0

(

E|f(x∆(s))− f∆(x∆(s))|
r + E|g(x∆(s))− g∆(x∆(s))|

r
)

ds. (3.31)

Recalling (2.2), (2.12) and (2.10), we see

E|f(x∆(s))− f∆(x∆(s))|
r = E|F (x∆(s))− F∆(x∆(s))|

r = E|F (x∆(s))− F (π∆(x∆(s)))|
r.

By (2.4), the Hölder inequality and Lemma 3.3, we then derive

E|f(x∆(s))− f∆(x∆(s))|
r

≤C E

(

(1 + |x∆(s)|
γr + |π∆(x∆(s))|

γr) |x∆(s)− π∆(x∆(s))|
r
)

≤C
(

E(1 + |x∆(s)|
p + |π∆(x∆(s))|

p)
)γr/p(

E|x∆(s)− π∆(x∆(s))|
pr/(p−γr)

)(p−γr)/p

≤C
(

E

[

I{|x∆(s)|>µ−1(h(∆))}|x∆(s)|
pr/(p−γr)

])(p−γr)/p

≤C
([

P{|x∆(s)| > µ−1(h(∆))}
](p−(1+γ)r)/(p−γr) [

E|x∆(s)|
p
]r/(p−γr))(p−γr)/p

≤C
(

E|x∆(s)|
p

(µ−1(h(∆)))p

)(p−(1+γ)r)/p

≤C(µ−1(h(∆)))−(p−(1+γ)r).

Similarly, we can show

E|g(x∆(s))− g∆(x∆(s))|
r ≤ C(µ−1(h(∆)))−(p−(1+γ)r).

Substituting the two inequalities into (3.31) and then putting the resulting inequality into

(3.30), we obtain

H3 ≤ CE

∫ t∧ρn

0

|ζ∆(s)|
rds+ C(µ−1(h(∆)))−(p−(1+γ)r). (3.32)

12



Combining (3.22), (3.25), (3.26, (3.29) and (3.32) together we get

E|ζ∆(t ∧ ρn)|
r

≤ C
(

E

∫ t∧ρn

0

|ζ∆(s)|
rds+ (µ−1(h(∆)))−(p−(1+γ)r) +∆r/2(h(∆))r

)

≤ C
(

∫ t

0

E|ζ∆(s ∧ ρn)|
rds+ (µ−1(h(∆)))−(p−(1+γ)r) +∆r/2(h(∆))r

)

. (3.33)

An application of the Gronwall inequality yields that

E|ζ∆(T ∧ ρn)|
r ≤ C

(

(µ−1(h(∆)))−(p−(1+γ)r) +∆r/2(h(∆))r
)

.

This implies the desired assertion (3.14) by letting n → ∞. The another assertion (3.15)

follows from (3.14) and Lemma 3.4.

Finally, when µ is defined by (3.16), then µ−1(u) = (u/L4)
1/(1+γ). Substituting this and

(3.17) into (3.14) we get

E|x(T )− x∆(T )|r ≤ C
(

∆ε(p−(1+γ)r)/(1+γ) +∆r(1−2ε)/2
)

,

which is the required assertion (3.18). Similarly, we can show (3.19). The proof is therefore

complete. 2

The following corollary shows that the order of Lr-convergence is close to 1/2. This is

almost optimal if we recall that the classical EM method has order 1/2 of Lr-convergence

under the global Lipschitz condition.

Corollary 3.7 Let Assumptions 2.1, 2.2 hold and let Assumption 2.3 hold for any p̄ > r̄. Let

µ(·) and h(·) be defined by (3.16) and (3.17). Then, for any r ∈ [2, r̄) and any ε ∈ (0, 1/4),

E|x(T )− x∆(T )|
r ≤ C∆r(1−2ε)/2 (3.34)

and

E|x(T )− x̄∆(T )|
r ≤ C∆r(1−2ε)/2. (3.35)

Proof. Choosing p sufficiently large for

ε(p− (1 + γ)r)/(1 + γ) > r(1− 2ε)/2,

we get the assertions from (3.18) and (3.19). 2

Let us discuss an example to illustrate this corollary before we make a comparison between

our new Theorem 3.6 and our earlier result, namely Theorem 2.5.
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Example 3.8 Consider the scalar stochastic Ginzburgh–Landau equation (see, e.g., [2, 6])

dx(t) = (ax(t)− bx3(t))dt+ cx(t)dB(t), (3.36)

where B(t) is a scalar Brownian motion and a, b, c are three positive numbers. We naturally

decompose the coefficients f(x) = ax− bx3 and g(x) = cx in the form of (2.2) with

F1(x) = ax, F (x) = bx3, G1(x) = cx, G(x) = 0

for x ∈ R. Both F1(x) and G1(x) are linear functions of x so they satisfy condition (2.3) of

course. Also, for x, y ∈ R,

|F (x)− F (y)| = b(x2 + xy + y2)|x− y| ≤ 2b(x2 + y2)|x− y|.

Thus, Assumption 2.1 is satisfied with γ = 2 as G(x) = 0. Moreover, for any r̄ > 2

(x− y)(F (x)− F (y)) +
r̄ − 1

2
|G(x)−G(y)|2 = −b(x2 + xy + y2)(x− y)2 ≤ 0.

This means that Assumption 2.2 holds for any r̄ > 2. Furthermore, for any p̄ > 2,

xF (x) +
p̄− 1

2
|G(x)|2 = −bx4 ≤ 0.

Hence, Assumption 2.3 is also satisfied for any p̄ > 2. To apply Corollary 3.7, we still need to

design functions µ and h. Noting that

sup
|x|≤u

(|F (x)| ∨ |G(x)|) ≤ (b ∨ c)u3, ∀u ≥ 1,

we can have µ(u) = (b ∨ v)u3 and its inverse function µ−1(u) = (u/(b ∨ c))1/3 for u ≥ 0. For

ε ∈ (0, 1/4], we define h(∆) = h̄∆−ε for ∆ > 0. Obviously, (2.9) holds. We can therefore

conclude by Corollary 3.7 that for any r ≥ 2, the partially truncated EM solutions of the SDE

(3.36) satisfy

E|x(T )− x∆(T )|
r ≤ C∆r(1−2ε)/2 and E|x(T )− x̄∆(T )|

r ≤ C(∆r(1−2ε)/2).

That is, the order of Lr-convergence can be arbitrarily close to 1/2.

3.2 Comparison

It is time to compare our new Theorem 3.6 with our earlier result, namely Theorem 2.5.

Although both theorems are formed under the same set of assumptions (i.e., Assumptions 2.1,

2.2 and 2.3), we observe the following key differences:
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• Theorem 3.6 does not need condition (2.17) in Theorem 2.5.

• The assertions of Theorem 3.6 hold for any ∆ ∈ (0, 1] while the assertions of Theorem

2.5 holds only for sufficiently small ∆ which satisfies condition (2.17).

• Condition p > (1 + γ)r̄ in Theorem 3.6 is stronger than 2p > γr̄ in Theorem 2.5.

• The convergence order showed by Theorem 3.6 is worse than that by Theorem 2.5,

although could be the same when p is sufficiently large as Corollary 3.7 has shown.

The key advantage of our new Theorem 3.6 lies in that it does not need condition (2.17).

We have already seen in Section 2 that condition (2.17) could sometimes make Theorem 2.5

inapplicable.

Example 3.9 Let us return to the SDE (2.20) and show that our new Theorem 3.6 is indeed

applicable. We have already verified that Assumptions 2.1, 2.2 and 2.3 hold with γ = 2, r̄ = 3

and p̄ = 21. We also have µ(u) = 3u3.

Let us first let h(∆) = ∆−1/5. For r = 2 and p = 20, condition (2.17) becomes

∆−1/5 ≥ 10−1/10, namely ∆ ≤ 10−10,

and Theorem 2.5 shows that the partially truncated EM method applied to the SDE (2.20)

has the property that

E|x(T )− x∆(T )|
2 ∨ E|x(T )− x̄∆(T )|

2 ≤ C∆3/5. (3.37)

On the other hand, all the conditions of our new Theorem 3.6 are satisfied and hence we can

conclude that

E|x(T )− x∆(T )|
2 ∨ E|x(T )− x̄∆(T )|

2 ≤ C(∆14/15 +∆3/5) ≤ C∆3/5 (3.38)

for any stepsize ∆ ∈ (0, 1]. This shows the same convergence rate as (3.37) did but we have

no longer required ∆ ≤ 10−10.

To improve the convergence rate, let us choose h(∆) = ∆−1/6. Again, let r = 2 and

p = 20. We already showed in Section 2 that condition (2.17) forces ∆ ≤ 10−18. In this

situation, Theorem 2.5 shows

E|x(T )− x∆(T )|
2 ∨ E|x(T )− x̄∆(T )|

2 ≤ C∆2/3. (3.39)
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But, applying Theorem 3.6 we get

E|x(T )− x∆(T )|
2 ∨ E|x(T )− x̄∆(T )|

2 ≤ C(∆7/9 +∆2/3) ≤ C∆2/3. (3.40)

for any stepsize ∆ ∈ (0, 1]. In other words, our new Theorem 3.6 shows the same convergence

rate as Theorem 2.5 did without the unrealistic condition ∆ ≤ 10−18.

Let us discuss one 2-dimensional example to illustrate our theory further.

Example 3.10 Consider a 2-dimensional stochastic Lotka-Volterra system described by

dx(t) = diag(x1(t), x2(t))[b+ Ax2(t)]dt+ σx(t)dB(t), (3.41)

where xs(t) = (xs
1(t), x

s
2(t))

T for any s ≥ 1, b = (b1, b2)
T , σ ∈ R

2×2,

A =





−1 −1

−1 −1



 .

We naturally decompose the coefficients into f(x) = F1(x) + F (x) and g(x) = G1(x) + G(x)

with

F1(x) = (b1x1, b2x2)
T , F (x) = (ϕ1(x), ϕ2(x))

T , G1(x) = σx, G(x) = 0,

where

ϕi(x) =
2

∑

j=1

aijxix
2
j , 1 ≤ i ≤ 2.

As both F1(x) and G1(x) are linear functions of x, they of course satisfy condition (2.3). For

x, y ∈ R
2, noting

ϕi(x)− ϕi(y) =
2

∑

j=1

aij(xix
2
j − yiy

2
j ) =

2
∑

j=1

aij[xi(x
2
j − y2j ) + (xi − yi)y

2
j ],

we see that there is a positive constant L1 such that

|F (x)− F (y)| ≤ L1(1 + |x|2 + |y|2)|x− y|.

In other words, we have verified Assumption 2.1 as G(x) = 0. To verify Assumption 2.2, we
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derive that

(x− y)T (F (x)− F (y))

=− (x− y)T (x|x|2 − y|y|2)

=− (x− y)T ((x− y)|x|2 + y|x|2 − x|y|2 + (x− y)|y|2)

=− (|x− y|2 − xTy)(|x|2 + |y|2) + 2|x|2|y|2

=−
1

2
|x− y|2(|x|2 + |y|2)−

1

2
(|x|2 + |y|2)2 + 2|x|2|y|2

=−
1

2
|x− y|2(|x|2 + |y|2)−

1

2
(|x|2 − |y|2)2

≤0.

This means that Assumption 2.2 holds for any r̄ > 2. Meanwhile, for any p̄ > 2,

xF (x) +
p̄− 1

2
|G(x)|2 = (x2)TAx2 ≤ 0.

Thus, Assumption 2.3 is satisfied. Noting that

sup
|x|≤u

(|F (x)| ∨ |G(x)|) ≤ (|A|F ∨ σ)u3, ∀u ≥ 1,

which leads µ(u) = (3 ∨ σ)u3. By using the same method in Example 3.8, we conclude that

the order of Lr-convergence can be arbitrarily close to 1/2 for any r ≥ 2.

4 Numerical Example

The convergence rate of the partially truncated EM method was illustrated in [3] by the

following example.

Example 4.1 Consider a nonlinear SDE described by

dx(t) = (x(t)− x5(t))dt+ x2(t)dB(t), t ≥ 0, (4.1)

with the initial value x(0) = 1.

To our best knowledge, the fully tamed EM method (see [4]) defined by

Xi+1 = Xi +
f(Xi)∆ + g(Xi)∆Bi

max{1,∆|f(Xi)∆ + g(Xi)∆Bi|}
,

is also developed for SDEs with both drift and diffusion coefficients growing super-linearly.

Consider that the convergence rate of the fully tamed EM method is not obtained in [4], we
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Figure 1: The strong convergence rate at the terminal time T = 3.

simulate 10,000 sample paths to test the mean-square error. We regard the numerical solutions

generated by the partially truncated EM method and the fully tamed EM method in interval

[0, 3] with the very small step size ∆ = 2−12 as the ‘exact solutions’, respectively. Figure 1

displays the L2 errors of the fully tamed EM method and the partially truncated EM method

at the terminal time T = 3. It is shown from the figure that both the two methods have the

convergence rate of approximately a half for the sufficiently small stepsizes.

Furthermore, we explore possibility of preserving positivity of the two methods using the

simulation results. The true solution of the SDE (4.1) starting from a positive initial value

will never cross the origin, see Appendix for the proof. It can be seen from the 3000 simulated

paths with the stepsize ∆ = 2−7 in Figures 2 and 3 that the partially truncated EM method

has higher chance to preserve the positivity than the fully tamed method. It should be noted

that the structure of either the partially truncated EM or the fully tamed method would not

guarantee non-negative numerical solutions. Therefore, it would be interesting to conduct

some rigorous analyses on the probability of non-negative solutions of both the two methods.

We have been working on this topic and will report it in the future work.

5 Conclusion

The main contribution of this paper is that we removed a restrictive condition imposed in [3]

but still are able to establish the finite-time strong Lr-convergence for highly nonlinear SDEs.
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Figure 2: The 3000 sample paths generated by the partially truncated EM method.

Figure 3: The 3000 sample paths generated by the fully tamed EM method.
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A couple of examples were used to highlight the advantages of our new results compared with

the earlier ones in [3]. New techniques were developed in this paper to obtain the results.

Appendix

Now we prove almost all the sample path of dx(t) = (x(t) − x5(t))dt + x2(t)dB(t) starting

from a non-zero state, given x(0) > 0, will never reach the origin.

Define the stopping time,

τk = inf{t > 0 : x(t) /∈ [
1

k
, k]}.

Clearly, τk is increasing as k → ∞. Set τ∞ = lim
n→∞

τk, if we can prove τk
a.s.
−→ ∞ as k → ∞,

then x(t) > 0 a.s. for all t > 0. That is to say, to complete the proof, we need to show

that τ∞ = ∞. To prove this, for any constant T , if P{τk ≤ T} → 0 as k → ∞, then we

have P{τ∞ = ∞} = 1, which is the required assertion. For θ ∈ (0, 1), define a C2− function

V : (0,∞) → (0,∞) by

V (x) = xθ − 1− θ log(x).

It is clear that V (·) ≥ 0 and V (x) → ∞ as x → ∞ or x → 0. Applying the Itô formula

yields

dV (x(t)) =

[

(θxθ−1(t)−
θ

x(t)
)(x(t)− x5(t)) +

1

2
(θ(θ − 1)xθ−2(t) +

θ

x2(t)
)x4(t)

]

dt

+(θxθ−1(t)−
θ

x(t)
)x2(t)dB(t)

By boundedness of polynomial, for θ ∈ (0, 1), there exists a constant K1 such that

θxθ − θxθ+4 − θ + θx4 +
1

2
θ(θ − 1)xθ+2 +

1

2
θx2 ≤ K1.

Therefore, for any t ∈ [0, T ],

EV (x(t ∧ τk)) ≤ V (x(0)) +K1T.

So

P{τk ≤ T}

[

V (
1

k
) ∧ V (k)

]

≤ EV (x(T ∧ τk)) ≤ V (x(0)) +K1T.

Then we have P{τk ≤ T} → 0 since V ( 1
R
) ∧ V (k) → ∞ as k → ∞.

That is

P{τ∞ = ∞} = 1.
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