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Abstract: A BiCMOS chip-based real-time intensity modulation/direct detection spatial 
division multiplexing system is experimentally demonstrated for both optical interconnects. 
100 Gbps/λ/core electrical duobinary (EDB) transmission over 1 km 7-core multicore fiber 
(MCF) is carried out, achieving KP4 forward error correction (FEC) limit (BER < 2E-4). 
Using optical dispersion compensation, 7 × 100 Gbps/λ/core transmission of both non-return-
to-zero (NRZ) and EDB signals over 10 km MCF transmission is achieved with BER lower 
than 7% overhead hard-decision FEC limit (BER < 3.8E-3). The integrated low complexity 
transceiver IC and analog signal processing approach make such a system highly attractive 
for the high-speed intra-datacenter interconnects. 
© 2018 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 
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1. Introduction

Emerging mobile and cloud applications drive ever-increasing capacity demands in 
datacenters, which are expected to handle 99% of the global network data by 2020 [1]. In the 
near future, the need for 400G connectivity and beyond has been crystal clear for intra-
datacenter networks [2, 3]. Intra-datacenter interconnects (DCIs) comprise server-to-ToR (top 
of rack), ToR-to-fabric, and inter-fabric links, covering links with transmission distances from 
tens of meters to several kilometers [4].To address the growing capacity demands in DCIs, 
research efforts have been put on improving the single lane rate, e.g., to 100 Gbps and beyond 
with intensity modulation and direct detection (IM/DD) systems [5–9]. In addition, low 
latency should be guaranteed for time-critical services involving DCNs (e.g., remote control), 
and therefore heavy digital signal processing (DSP) needs to be avoided. Recent 
demonstrations over 100 Gbps real-time IM/DD systems were reported using advanced 
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modulation formats, e.g. four-level pulse amplitude modulation (PAM-4) [10, 11] and 
discrete multitone (DMT) [12]. Nevertheless, advancements in low power consumption and 
low complexity transceiver integrated circuit (IC) designs make simple non-return-to-zero 
(NRZ) [13] and partial response modulation format, such as electrical duo-binary (EDB) [14], 
attractive for high-speed real-time communications in optical interconnects, especially when 
communications are achievable with simple analog equalization. 

Meanwhile, apart from the improvements of the lane rate, scaling up the lane count per 
fiber is being intensively investigated. Transporting data using the spatial division 
multiplexing (SDM) approach, for instance, through different modes in a single fiber, i.e., few 
mode fibers (FMFs) or in independent cores of multicore fibers (MCFs) are widely studied in 
[15–17]. FMF based short reach interconnects [18] suffer from the differential mode 
dispersion and modal interference which needs to be addressed with complex DSP and 
therefore may hinder its deployment in the DCIs. In short reach communication systems, 
where transceiver complexity and energy consumption are among the main concerns, MCF-
based SDM system is appreciated for its high capacity as well as good performance. 

Recently, a real-time multicore fiber (MCF)-based IM/DD system was reported in [19] 
where the lane rate (i.e., the data rate per wavelength per core) is limited to 25 Gbps. In this 
paper, using an in-house developed BiCMOS based transmitter and receiver chipset, MCF 
and fan-in/fan-out (FI/FO) devices, we experimentally demonstrate a real-time IM/DD 
transmission system using 100 Gbps/λ/core NRZ and EDB modulation formats over a 7-core 
fiber, which significantly advances the state-of-the-art lane rate while verifying its potential to 
scale up the lane count per fiber. EDB signaling over 1 km 7-core fiber is demonstrated, 
achieving KP4 FEC limit with bit error rate (BER) = 2E-4. Employing optical dispersion 
compensation, the 7% overhead (OH) hard decision (HD) FEC limit (i.e., BER = 3.8E-3) and 
KP4 FEC limit can be achieved for NRZ and EDB signals, respectively, after 10 km 
transmission. As an extension of our previous work in [20], this paper includes the following 
two new contributions: (i) we elaborate the in-house designed electrical and optical 
components for the experiment setup, including the electrical transceivers, the broadband 
optical transmitter, the MCF and the fan-in/fan-out (FI/FO); and (ii) the experiment results are 
extensively extended by including the link property and performance of NRZ/EDB signaling 
over 1 km. 

The remainder of this paper is organized as follows: Section 2 presents the components 
used in the link. Section 3 and 4 discuss the experiment setup and results of the real-time 
transmission over 1 km and 10 km MCF at 100 Gbps/λ/core. Conclusions and future work are 
drawn in Section 5. 

2. In-house developed components for MCF enabled high-speed optical
interconnects

2.1 Electrical transceiver 

Fig. 1. Schematic diagram of the transceiver architecture used in the experiment. 

A schematic diagram of the electrical transceiver is shown in Fig. 1. Both the transmitter (Tx) 
and the receiver (Rx) are designed in-house by the BiFAST team in a 0.13 μm BiCMOS 
technology, occupying 1555μm × 4567 μm and 1926 μm × 2585 μm respectively. The 4-to-1 
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MUX in the TX IC is capable of multiplexing 4 lanes of 25 Gbps signals into a serial 100 
Gbps stream. A six-tap analog feedforward equalizer (FFE) is designed as a tapped delay line, 
where each gain cell can be independently tuned with a precision of 8 bit. The FFE shapes the 
NRZ input waveform together with the subsequent components in the link. At the receiver 
side, the RX IC [21] consists of 2 parallel level-shifting limiting amplifiers (LA), an XOR-
gate and a 1-to-4 DEMUX. The NRZ detection needs only one LA to be configured and kept 
constant. For EDB transmission, 4 lanes of 25 Gbps should be precoded by a flip-flop and an 
XOR-gate operation [22] and then fed into the 4-to-1 MUX. At the receiver side, the 
threshold of both LAs need to be controlled to ensure the upper and lower eye of the EDB 
signals can be correctly extracted from the varied received optical power. An XOR gate 
architecture is needed at the receiver to decode the EDB signals. The energy consumption of 
the TX and RX are less than 1 W and 1.2 W respectively [14]. 

2.2 Electro-absorption modulated laser 

The monolithically integrated distributed feedback laser with traveling-wave electro-
absorption modulator (DFB-TWEAM) [23] was in-house fabricated, grown by metal organic 
vapor phase epitaxy (MOVPE) on n-doped InP substrate [24]. The gain section of the laser 
consists of 7 quantum wells (QWs), each of which is 7 nm thick, whereas the modulator has 
12 QWs with a thickness of 9 nm. The laser and the modulator are integrated using a butt-
joint technique. The 3 dB bandwidth of the DFB-EAM is beyond 90 GHz. The P(I) and P(V) 
characteristics of the transmitter operating at room temperature (22 ◦C) can be found in [25]. 
The DFB-laser exhibits a threshold of 25 mA and an output slope of 0.4 W/A. In the 
experiment, the DFB is biased at 117.0 mA with a output power of ~3 mW. the EAM is 
biased at −1.85 V and a 50 GHz RF amplifier is used to drive the DFB-TWEAM [6] with the 
swing around 2.2 Vpp. 

2.3 7-core MCF and FI/FO 

The cross section of the 7-core fiber and the compact low-loss FI/FO modules are shown in 
the insets in Fig. 2. Cores of the trench-assisted MCF are designed as a hexagonal 
distribution. The cladding diameter of the MCF is 150 μm and the core pitch is set as 42 μm. 
Comparable properties can be found in each core of the fabricated MCF and single mode 
fiber (SMF) in terms of attenuation, dispersion and mode field diameter [26]. The crosstalk 
between adjacent cores is as low as −45 dB/100 km. The average attenuation per core is less 
than 0.2 dB/km at 1550 nm. The FI/FO is realized by chemically etching the 7 bare SMF until 
the cladding diameter matches the MCF core pitch and arranging them in the hexagonal 
lattice [7]. The insertion loss per FI/FO is less than 1.5 dB. The end-to-end insertion loss of 
each core including MCF as well as a pair of FI/FO modules is listed in Table 1, where the 
difference is mainly caused by the fabrication of the FI/FO modules and the coupling of the 
fiber. 

Table 1. End-to-end insertion loss including MCF and FI/FO modules 

Core No. End-to-end insertion loss of 1 km MCF End-to-end insertion loss 10 km MCF 

Core 1 2 dB 3.9 dB 

Core 2 5.3 dB 6.6 dB 

Core 3 3.3 dB 6.4 dB 

Core 4 5.2 dB 5.2 dB 

Core 5 4.2 dB 8.1 dB 

Core 6 2.3 dB 5.7 dB 

Core 7 5.0 dB 6.9 dB 
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3. Experiment setup

Fig. 2. Experiment setup. 

The experiment setup is illustrated in Fig. 2. A Xilinx Virtex Ultrascale FPGA generates four 
electrical 27 −1 pseudo-random bit streams (PRBS) at 25 Gbps, which are shifted with a delay 
of 0, 32, 64 and 96 bits and multiplexed into a 100 Gbps NRZ signal by the TX IC. The 6-tap 
FFE at the TX side is used to compensate the frequency roll-off and dispersion induced inter-
symbol-interference in the link. A 50 GHz RF amplifier is used to drive the DFB-TWEAM 
[6] with the swing around 2.2 Vpp. The DFB-laser and the EAM are biased at 117.0 mA and
−1.85 V, respectively. The output signal centered at 1548.7 nm, is firstly amplified by an
erbium-doped fiber amplifier (EDFA) and then divided into 8 branches using a 1x8 power
splitter. Seven streams of the split signals (1 splitter output is not used) are further de-
correlated with different delays, and launched into the 7 cores of the MCF via the low-loss
and low crosstalk FI/FO module split and connected to seven individual SMF pigtails at the
other end. After the MCF transmission, the spatial channels are demultiplexed by another
FI/FO module so that the signals in each core can be connected to a SMF. A variable optical
attenuator (VOA) is employed to adjust the received optical power before the pre-amplifier
and an InP-based PIN-PD (>90 GHz 3-dB BW) with a responsivity of 0.2 A/W. The received
100 Gbps data is deserialized by the RX IC into 4 × 25 Gbps streams for real-time error
detection. In our experimental setup, the EDFA at the transmitter side is used to compensate
the splitting loss of the optical coupler while the one at the receiver side is used to adjust the
received optical power to measure the BER performance. These EDFAs can be avoided in the
practical implementations.

Comparing to the EDB, the NRZ detection, as mentioned previously, needs only one LA 
to be configured which can be kept constant regardless of the power fluctuation, and therefore 
has potentially lower RX complexity. The initial tap weights in the FFE for the NRZ or EDB 
are calculated by using a least square error algorithm to fit the linear combination of the 
impulse responses to an ideal pulse, as shown in Fig. 3(a) and 3(b). Once the taps are set, the 
system can operate continuously without changing the filter configuration. In the 
measurements, the tap weights are further adapted to minimize the BER. For the 10 km MCF 
transmission, a fixed dispersion compensation module (DCM) of −159 ps/nm is used for 
coarse dispersion compensation. The dispersion compensation can be realized by writing 
gratings in multicore fibers, so that DCM is not necessary for each core [27]. 
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Fig. 3. (a) Impulse responses of each tap in the FFE, (b) linear combination with the optimum 
tap weights. 

4. Results and discussion

Fig. 4. (a) Relative frequency response of the b2b optical link and different cores of 1 km 
MCF, (b) BER of real-time 100 Gbps EDB signal measurement for b2b and different cores 
after 1 km MCF transmission, eye diagrams of b2b (c) NRZ signal and (d) EDB signal 
measured for optical b2b, eye diagram of (e) NRZ signal and (f) EDB signals measured at core 
7 after 1 km MCF transmission. 

4.1 NRZ and EDB transmission over 1 km MCF 

Figure 4 shows the end-to-end relative frequency responses of the optical back-to-back (b2b) 
and after transmissions over all the 7 cores of the 1 km MCF. Each curve is normalized with 
respect to his own direct current response. Only small variations among the cores are 
observed, which can attribute to the imperfect fabrication of the fiber cores. A dispersion-
induced RF fading notch appears at around 55 GHz for all the cores. The eye diagrams of the 
received NRZ and EDB signals in the optical b2b configuration are widely open (see Fig. 4(c) 
and 4(d), respectively) thanks to the broadband DFB-EAM and the PIN-PD, as well as the 
equalization at the transmitter. The end-to-end bandwidth of the link is mainly limited by the 
fiber chromatic dispersion. After transmission, the middle eye of the NRZ stream is hardly 
open, as shown in Fig. 4(e). With a received power of ~6 dBm, the best BER that the detected 
NRZ signal reaches is 4.0E−3. On the other hand, 100 Gbps EDB signal suffers less from the 
chromatic distortion because of the required bandwidth is only half of that for NRZ signal, as 
previously shown in [23]. BER performance of the received EDB signal and the eye-diagram 
received at core 7 after 1 km MCF transmission can be seen in Fig. 4(b) and 4(f). Reaching 
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7%-OH HD-FEC limit, the sensitivity of b2b configuration is −2dBm. The power penalty due 
to the 1 km MCF transmission is around 1.7 dB. 

Fig. 5. Relative frequency response of the b2b optical link and different cores of 10 km MCF, 
eye diagrams of the NRZ signal measured at core 4 (b) and core 5 (c), EDB signal measured at 
core 4 (d) and core 5 (e) with the received power of 6 dBm. 

4.2 NRZ and EDB transmission over 10 km MCF 

Fig. 6. BER of the real-time 100Gbps (a) NRZ signals and (b) EDB signals measured for b2b 
transmission and different cores after 10 km MCF. 

The relative channel responses over the optical b2b and all the cores of the 10 km MCF are 
shown in Fig. 5. One can observe a frequency dip at around 62 GHz across all the cores, 
indicating that a residual dispersion of 16 ps/nm is not fully compensated by the DCM. The 
variation among different cores is caused by insertion loss and end face reflection of the 
fabricated FI/FO devices. The eye-diagrams of the received signals after 10 km MCF 
transmission in core 4 and core 5 are shown in Fig. 5(b) and 5(e) with the received optical 
power of ~6 dBm. Inter-symbol-interference due to fiber transmission is the main contributor 
to the eye closing comparing to the b2b case. We evaluate the optical transmission 
performance of both the NRZ and the EDB at 100 Gbps using the experiment setup shown in 
Fig. 2. Apart from the fixed DCM, the six-tap analog FFE at the TX is adjusted to enhance 
the system tolerance towards the imperfect dispersion compensation. The BER curves of the 
received optical signals after 10 km MCF transmission using the NRZ and the EDB are 
shown in Fig. 6, respectively. For the NRZ case, BER = 2.8E−6 is reached and no error floor 
is observed in b2b configuration thanks to the broadband optical transceiver. In the 10 km 
MCF transmission cases, the signal quality is degraded due to the chromatic dispersion. The 
transmission in all the cores saturates at BER around 3E-3, yet below the 7%-OH HD-FEC. 
The power penalties compared with the b2b transmission of NRZ signal ranges from 4.4 dB 
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to 7.3 dB in different cores with an average value of 6.3 dB. In the EDB transmission, except 
for core 5, all the other spatial channels have similar receiver sensitivities to reach BER of 
3.8E−3 after the 10 km MCF transmission. The sensitivity variation is mainly due to the 
imperfect fabrication consistency of each core and the end face reflection in the MCF link 
including FI/FO. The EDB requires only half bandwidth comparing to NRZ, as a result, less 
filtering effect over the link causes much lower penalty (<2 dB) compared to the b2b 
configuration. The eye diagrams of the received EDB signals with the best (core 4) and the 
worst (core 5) transmission performances are shown in Fig. 5(d) and 5(e), respectively. 
Comparing to the NRZ, considerably better BER performance at higher received optical 
power can be achieved in the EDB transmission cases, in which all the spatial channels 
achieve BER below the KP4 FEC limit (BER = 2.0E−4). 

5. Conclusions

In this paper, we experimentally demonstrated real-time 7 × 100 Gbps/λ/core IM/DD 
transmission over 1 km and 10 km MCF. Self-developed BiCMOS chipset and monolithic 
integrated DFB-EAM provide high lane rate and the in-house fabricated MCF and FI/FO 
modules are used to scale the lane count in spatial dimension. Over 1 km, EDB 
communication below KP4 FEC limit is achieved. With optical dispersion compensation, 
both NRZ and EDB transmission over 10 km MCF achieving 7%-OH-FEC limit are enabled. 
Simpler Rx configuration can be found for NRZ transmission while better transmission 
performance of EDB signal can be observed due to the lower bandwidth occupation. The real-
time DSP-free SDM system demonstrates its potential to support high-speed DCI. Operation 
at 1.55 um band offers high capacity and interoperability throughout the intra-DC and inter-
DC networks. In the future work, we would explore WDM technology for and further extend 
the current system in wavelength domain. 
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