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Edge theories of symmetry-protected topological phases are well-known to possess global symme-
try anomalies. In this work we focus on two-dimensional bosonic phases protected by an on-site
symmetry and analyse the corresponding edge anomalies in more detail. Physical interpretations
of the anomaly in terms of an obstruction to orbifolding and constructing symmetry-preserving
boundaries are connected to the cohomology classification of symmetry-protected phases in two di-
mensions. Using the tensor network and matrix product state formalism we numerically illustrate
our arguments and discuss computational detection schemes to identify symmetry-protected order
in a ground state wave function.

Global symmetries of local quantum many-body
Hamiltonians can be implemented in fundamentally dif-
ferent ways in the corresponding low-energy states, even
if there is no spontaneous symmetry breaking. This ob-
servation has led to the concept of symmetry-protected
(and symmetry-enriched) topological phases [1–4], which
have been the subject of intense research in recent
years. The different low-energy symmetry realizations
were found to manifest themselves in various physical
properties. For instance, symmetry defects bind frac-
tional charges and with open boundaries, Symmetry Pro-
tected Topological (SPT) phases admit edge degrees of
freedom which cannot exist without the presence of the
higher-dimensional bulk. It was subsequently realized
that these edge theories possess a fatal global symmetry
anomaly which prevents them from being realizable as
an independent lattice system [5–7].

In this work we focus on SPT phases in two spatial di-
mensions. We also restrict ourselves to bosonic systems
with discrete, unitary on-site symmetries. SPT phases
are characterized by an energy gap and a unique ground
state when defined with closed boundary conditions, im-
plying that there are no non-trivial topological superse-
lection sectors. They are adiabatically connected to the
trivial product state phase when the global symmetries
are allowed to be broken. In two dimensions, the edge
of a SPT phase has to either break the symmetry or be
gapless. We will only consider the gapless case here.

Our goal in this work is two-sided. First, we want
to deepen the understanding of anomalies associated to
unitary global symmetries in one dimensional gapless sys-
tems, and their connection to SPT phases in two dimen-
sions. Secondly, we want to use the anomaly to study
SPT phases numerically. For our numerical results we
make great use of the Matrix Product Operator (MPO)
formalism for SPT phases [1, 8]. All SPT ground states
we use are tensor networks where the virtual symme-
try action is implemented by a MPO. These MPOs are
explicit lattice realizations of the anomalous symmetry
action on the edge [1], and the group defect lines we use
in our theoretical arguments. For related work on lattice
defects and the connection between tensor network meth-
ods and Conformal Field Theories (CFTs), see [9–14].

Below we first discuss how group cohomology, under-
lying the SPT classification [2], arises in CFT via group
defect lines. We then establish a relation between group
cohomology and an obstruction to both orbifolding [15–
17] and finding symmetric boundary conditions [18]. We
numerically illustrate the appearance of non-trivial co-
homology classes in CFTs associated to two-dimensional
SPT phases using the strange correlator method [19]. At
the end, we discuss how CFT techniques can be exploited
to optimize numerical detection of SPT phases via the en-
tanglement spectrum. Numerical schemes to uniquely de-
termine a two-dimensional SPT phase already exist [20],
but do not rely on the entanglement spectrum.

Group defect lines – We use conformal field theory to
describe the gapless one-dimensional systems localized at
the edge of the two-dimensional SPT bulk. By assump-
tion, these CFTs inherit the global symmetry group G
from the bulk, which provides the possibility of intro-
ducing twist fields σig(z) [21]. A twist field σig(z) has
a branch cut attached to it such that any field crossing
the cut changes with the group action corresponding to
g ∈ G. The branch cuts associated to the twist fields are
special instances of topological defect lines [22–24], which
in the case of Rational Conformal Field Theories (RCFT)
are well-understood [25, 26]. We will therefore refer to
these branch cuts as group defect lines, which play a cen-
tral role in this manuscript. Let us now consider the
vertex operator V(g,h), which is represented by the path
integral on a pair-of-pants-manifold with twisted bound-
ary conditions as shown in Figure 1(a). Note that via
the operator-state correspondance V(g,h) contains infor-
mation about three-point functions of twist fields. In our
graphical notation, group defect lines are equipped with
arrows, which indicate what direction of crossing the line
corresponds to an action of g and what direction to an
action of g−1. Reversing an arrow is equivalent to chang-
ing the label g by g−1. We also pick the convention that
the arrows on defect lines indicate the orientation of the
boundary on which they terminate. We can multiply ev-
ery vertex operator V(g,h) with a different phase β(g, h),
with the restriction that β(e, g) = β(g, e) = 1 for all
g ∈ G, where e is the identity group element. Once we
fix these phases, the phase of the path integral on other
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FIG. 1. (a) Vertex operator with twisted boundary conditions
labeled by group elements g, h and gh. (b) Operators associ-
ated to four-point functions of twist fields can be decomposed
in two different ways in vertex operators.

manifolds is also automatically fixed by cutting and glu-
ing. Phases of the form b(g)b(h)b(gh)−1 are trivial since
they can be absorbed in the states on the boundary of
the vertex operator.

The operator associated to four-point functions of
twist fields can be decomposed in two different ways in
terms of vertex operators V(g,h) as illustrated in Fig-
ure 1(b). These two different decompositions differ by
a phase α(g, h, k), which satisfies α(e, g, h) = α(g, e, h) =
α(g, h, e) = 1 for all g, h ∈ G. By considering op-
erators associated to five-point functions one can show
that this phase must satisfy the consistency condition
α(g, h, k)α(g, hk, l)α(h, k, l) = α(gh, k, l)α(g, h, kl), im-
plying that α(g, h, k) is a group 3-cocycle [27]. As-
signing different phases β(g, h) to the vertex operators
V(g,h) changes the 3-cocycle α(g, h, k) by a coboundary

to α(g, h, k)β(g, h)β(gh, k)β(g, hk)−1β(h, k)−1. This de-
fines an equivalence relation on solutions of the 3-cocycle
relation. The different equivalence classes constitute the
third cohomology group H3(G,U(1)).
Orbifolding and boundary conditions – In Ref. [15–

17] it was observed that orbifolds of SPT edge theo-
ries cannot be made modular invariant. We will argue
that for CFTs with α(g, h, k) in a non-trivial cohomol-
ogy class there is indeed a conflict between orbifolding
and global diffeomorphism invariance. For RCFT, it is
already known that H3(G,U(1)) forms an obstruction to
orbifolding [28, 29]. Our argument holds for both ratio-
nal and irrational CFTs. In the path integral formalism,
the orbifold partition function on a torus is obtained by
summing over partition functions with boundary condi-
tions along the two non-contractible cycles twisted by
group elements g and h [30, 31]. To get a consistent
twisted partition function g and h have to commute. The
twisted boundary conditions are implemented by insert-
ing appropriate group defect lines. The crossing point of
the defect lines has to be resolved using trivalent junc-
tions as those appearing in the vertex operators V(g,h).
The torus partition function of the orbifold theory is thus

Zorb(τ) =
∑

g,h∈G | [g,h]=e

ε(g, h)
h

g

h ggh
, (1)

where we represent the torus as a square with opposite
sides identified. τ is the modular parameter of the torus
and [g, h] = ghg−1h−1. The phases ε(g, h) occuring in

this sum are called discrete torsion [32] and are given by
ε(g, h) = β(g, h)β(h, g)−1.

Using the results of appendix D and E of Ref. [8] one
can derive the transformation of the orbifold partition
function under the modular group. Under a Dehn twist,
or T transformation, the partition function becomes

Zorb(τ + 1) =
∑

g,h∈G | [g,h]=e

ε(g, h)

α(h, g, h)

hgh

h gh
, (2)

while under the S transformation we get

Zorb(−1/τ) =
∑

g,h∈G | [g,h]=e

ε(g, h)ωg(h, h
−1)

gh−1

g
h−1

,

(3)

where ωg(h, h
−1) = α(g, h, h−1)α(h, h−1, g)α(h, g, h−1)−1.

We derive these expressions explicitly in the supplemen-
tary material. Let us first consider the case α ≡ 1. In
Ref. [32] a set of conditions on ε(g, h) were derived based
on modular invariance of the torus and higher genus par-
tition functions. One can check that these conditions are
equivalent to the requirement that β(g, h) is a 2-cocycle,
i.e. β(g, h) satisfies β(g, h)β(gh, k) = β(g, hk)β(h, k).
This produces the known result that the number of
different orbifolds corresponds to the number of second
cohomology classes H2(G,U(1)). When α 6= 1, equations
(2) and (3) are equivalent to the expressions derived
previously for the T and S matrices in the ground
state subspace of the corresponding two-dimensional
Dijkgraaf-Witten gauge theory on the torus [33, 34].
Thus modular invariance implies that α(g, h, k) belongs
to the trivial cohomology class in H3(G,U(1)), provided
that all twisted Dijkgraaf-Witten gauge theories can
be distinguished from the untwisted gauge theory via
these T and S matrices. For 3-cocycles where this is not
possible –see Ref. [35]– we suspect that the anomaly can
only be detected on higher-genus Riemann surfaces.

In Ref. [18] it was argued that anomalous edge theories
of two-dimensional SPT phases do not admit boundary
conditions preserving both the conformal symmetry and
the global symmetry G. It is easy to show that for CFTs
with a non-trivial 3-cocycle α(g, h, k) such boundary con-
ditions indeed do not exist. To see this, one simply needs
to realize that a global symmetry action on the Hilbert
space of the space-like open interval is represented in the
path integral by a group defect line going from one time-
like boundary to the other. Conformal boundary condi-
tions preserving the global symmetry G should then sat-
isfy the condition shown in Figure 2(a). Now looking at
Figure 2(b), the phase ξ(g, h, k) depicted there can be de-
rived in two different ways; equality of both phases then
implies α(g, h, k) = β(g, h)β(gh, k)β(g, hk)−1β(h, k)−1,
from which it follows that α(g, h, k) indeed belongs to
the trivial class in H3(G,U(1)).
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FIG. 2. Properties of symmetry preserving boundary condi-
tions. Fat vertical lines represent the CFT boundary, lines
with arrows are group defect lines.

Strange correlator spectra – To illustrate that CFTs as-
sociated to two-dimensional SPTs indeed have 3-cocycles
α(g, h, k) in a non-trivial class of H3(G,U(1)) we first
employ the strange correlator method [19]. We con-
sider the overlap of the SPT tensor network states on
the hexagonal lattice studied in Ref. [8] (which are de-
rived from the discrete path integrals in Ref. [2]) with the
symmetric product state

∑
g∈G |g〉 on all physical indices,

and interpret this overlap as a partition function. The
tensor network states of Ref. [8], and therefore the corre-
sponding partition functions, are completely determined
by a group G, a 3-cocycle α(g, h, k), and a branching
structure. To obtain a finite size CFT spectrum we put
the partition function on a cylinder and diagonalize the
transfer matrix, which is identified with exp(−HCFT).
The result for G = Z2 and α(g, h, k) in the non-trivial
class of H3(Z2, U(1)) = Z2 = {0, 1} (we denote the group
action as addition mod 2) is shown in Figure 3(a). We
rescaled the spectra such that the lowest eigenvalues can
be identified with the scaling dimensions ∆ = h+ h̄ and
the momenta with the spins s = h − h̄ of the under-
lying CFT [36, 37]. The lowest eigenvalues follow the
pattern ∆ = e2/R2 +m2R2/4, with e,m ∈ Z, of the free

boson CFT at the self-dual radius R =
√

2. From the en-
tanglement entropy scaling of the transfer matrix fixed
point[38] in Figure 3(c) we also find a central charge very
close to one. The important information to observe the
Z2 anomaly in this theory is contained in the symmetry
labels in the left upper plot of Figure 3. These labels
can be obtained via the MPO symmetry action of the
original tensor network states as derived in Refs. [1, 8].
The Z2 symmetry quantum numbers for the compacti-
fied boson primaries labeled by charge e and winding m
are (−1)e+m, in accordance with Ref. [39]. From this we
deduce that the CFT partition function with boundary
conditions twisted in the time direction by the non-trivial
element of Z2 corresponds to Z1|0 = |χ1|2 − |χs|2, where
χ1 is the character corresponding to the identity primary
field, and χs is the character corresponding to the semion
primary field. Now we can use the S matrix of the self-

dual boson CFT, given by 1√
2

(
1 1
1 −1

)
, to find that the

partition function with boundary conditions twisted in
the spatial direction is Z0|1 = χ1χ̄s + χsχ̄1. We ver-
ified this expression numerically by explicity diagonal-
izing the transfer matrix with twisted boundary condi-
tions, which we constructed using the MPO techniques
from Ref. [8]. The result is shown in Figure 3(b). Note
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FIG. 3. (a): Spectrum of HCFT, with exp(−HCFT) the Z2

SPT strange correlator partition function transfer matrix.
Circumference L = 18 and ABC branching structure [41].
Z2 symmetry labels are denoted with + or o. The scaling di-
mension ∆ = h+ h̄ is plotted against the spin s = h− h̄. (b):
Spectrum of the same transfer matrix, but with Z2 twisted
boundary conditions. (c): Entanglement entropy S(l) of an
interval of length l in the transfer matrix fixed point with
L = 21.

that in the twisted spectrum the spins get shifted by 1/4
[40], which is also the shift in the topological spin of
symmetry defects in the two-dimensional bulk character-
istic for the non-trivial SPT order. Using the results of
Ref. [25], we can conclude from the spatially twisted par-
tition function that the Z2 defect line coincides with the
semion topological defect. Looking at the F -symbols of
the semion modular tensor category, we indeed find that
recoupling the Z2 defect gives phases in the non-trivial
class of H3(Z2, U(1)).

The free boson CFT at the self-dual radius is equiva-
lent to the SU(2)1 Wess-Zumino-Witten CFT. From the
twisted partition function Z1|0 = |χ1|2−|χs|2 we see that
the Z2 symmetry action is the same as the g ↔ −g sym-
metry in the SU(2)k=1 CFT, which has been known for
some time to be anomalous when the level k is odd [42].
Interestingly, this anomaly has recently been connected
to the Lieb-Schultz-Mattis theorem for one-dimensional
spin chains [43–46]. Our analysis shows that the anomaly
associated to non-trivial Z2 SPT phases is the same as
the one underlying the Lieb-Schultz-Mattis theorem.

In Figure 4 we show similar spectra for the groups
Z2×Z2 with non-trivial Type II cocycle, Z2×Z2×Z2 with
a non-trivial Type III cocycle, and Z3 with 3-cocycles
from both non-trivial classes in H3(Z3, U(1)) = Z3.
For explicit expressions for these 3-cocycles we refer to
[20, 47]. The spectra for Z2 × Z2 and Z2 × Z2 × Z2

again correspond to a compactified boson with R =
√

2
and the symmetry labels, which respectively denote the
eigenvalues of the group elements (1, 1) and (1, 1, 1), are
identical to those of Z2 in Figure 3. This implies that
both anomalies associated to a non-trivial Type II and
Type III cocycle are signaled by a shift of 1/4 in the
topological spins of the corresponding twisted sectors.
We note that similar spectra were obtained by diagonal-
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FIG. 4. Strange correlator spectra obtained with ABC
branching structure [41] (a): Z2 × Z2 SPT with non-trivial
Type II cocycle. L=9. (1,1) symmetry quantum numbers are
indicated with + or o. (b): Z2 × Z2 × Z2 with non-trivial
Type III coycle. L=5. (1,1,1) symmetry quantum numbers
are shown. (c) and (d): Z3 with 3-cocycles from both non-
trivial classes in H3(Z3, U(1)). L=12. ω = exp(2iπ/3) is the
Z3 quantum number.
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FIG. 5. (a): Entanglement spectrum for the non-trivial Z2

SPT with Z2 symmetry labels. L = 8, λ = 0.05 and branching
structure as used in Ref.[49]. (b): Finite-entanglement scal-
ing: Entanglement entropy of a half-infinite partition of the
entanglement Hamiltonian ground state versus the logarithm
of the correlation length induced via finite bond dimension.
The central charge is extracted using S = c/6 log(ξ) [38]

.

izing one-dimensional lattice Hamiltonians in [48]. For

Z3 we obtain a R ≈
√

1.85 free boson CFT, similar to
Ref. [41]. The symmetry labels agree with the general
formula exp(2iπ(e + pm)/N) for symmetry group ZN
and a 3-cocycle labeled by p ∈ {0, 1, . . . , N} = ZN =
H3(ZN , U(1)), as proposed in Ref. [39].
Entanglement spectrum – For the non-trivial Z2 SPT

we also computed the entanglement spectrum. From
the same SPT tensor network, now perturbed with the
local filtering exp(λσx) on the physical indices, we ob-
tain the entanglement Hamiltonian via the prescription
of Ref. [50]. The spectrum of the entanglement Hamilto-
nian on a finite ring is plotted in 5(a). We again rec-
ognize a compactified free boson CFT, but now with
R = 2, which is again rational. In Figure 5(b) we extract
the central charge c for the entanglement Hamiltonian in
the thermodynamic limit, using finite-entanglement scal-

ing [51, 52]. Again we find c to lie very close to one.
To label the strange correlator spectra with symmetry
quantum numbers, we used the explicit MPO construc-
tions from Refs. [1, 8]. This is of course not feasible for
the numerical detection of SPT order in generic many-
body ground states. The advantage of the entanglement
spectrum, however, is that one does not need to know
the MPOs to find the symmetry quantum numbers. We
put the two-dimensional system on an infinite cylinder,
and define a modified reduced density matrix ρgL for the
half-infinite left part as ρgL ≡ trR ((1L ⊗ U(g)R)|ψ〉〈ψ|),
where |ψ〉 is the ground state and U(g)R with g ∈ G
is the on-site global symmetry action on the right half.
We can now project the reduced density matrix on the
subspace corresponding to irrep µ with character rµ(g)
using

∑
g∈G r

µ(g)ρgL. The result of this procedure for Z2

is shown in Figure 5. Again the Z2 quantum numbers
are given by (−1)e+m. For the R = 2 free boson CFT
we cannot associate a primary field with the Z2 defect,
since it only commutes with the Virasoro algebra, and
not with the full extended chiral algebra. Using Poisson
resummation one can still perform the S transformation
to obtain

1

η(−1/τ)η̄(−1/τ̄)

∑
e,m∈Z

(−1)e+mq̃
1
2 ( e

R+mR
2 )

2
¯̃q

1
2 ( e

R−m
R
2 )

2

=
1

η(τ)η̄(τ̄)

∑
e,m∈Z+1/2

q
1
2 ( e

R+mR
2 )

2

q̄
1
2 ( e

R−m
R
2 )

2

,

(4)

with q = exp(2πiτ) and q̃ = exp(−2πi/τ). From (4) we
again see the characteristic shift of 1/4 in the spins of
the twisted spectrum. Equation (4) can easily be gener-
alized for all ZN SPTs, showing that the formula from
Ref. [39] for the symmetry labels in the untwisted sector
and the formula from Ref. [40] for the scaling dimensions
and spins in the twisted sector are equivalent. So to nu-
merically detect the SPT order one only needs a single,
untwisted ground state. However, there might be situa-
tions where the CFT techniques do not apply, in which
case one explicitly has to compute the twisted ground
states, as was done in Ref. [20].
Outlook – In this work we restricted ourselves to uni-

tary, on-site symmetries in bosonic systems. For the
anomaly analysis of CFTs describing edge theories of
phases protected by time-reversal or spatial reflection it
is known that one needs to consider partition functions
on unorientable spacetimes [17]. It would be interesting
to connect this to the approach of this paper. Using the
recent results of Refs. [49, 53, 54] the defect line for-
malism can be extended to fermionic CFTs, where an
objective would be to make connection with the the re-
sults of Ref. [55] on global anomalies in orbifolds. The
arguments based on defect lines can also be generalized to
higher dimensional systems. This is in contrast to most
other CFT techniques, which rely on the analytical prop-
erties of conformal symmetry in one spatial dimension.
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We leave these directions open for future work.
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Supplementary material

Here we study the properties of group defect lines in
more detail and derive the orbifold properties under the
modular transformations. To start, we first note that the
group defect lines satisfy following property:

gh gh
g

h

=
gh

, (5)

which we will use multiple times below. Let us now
also introduce following notation for the vertex operator
V(g,g−1):

g

g−1

e
g

g−1
≡

(6)

From (5) it then follows that

g

g−1 (7)

is equivalent to the empty graph, i.e. no defect line. This
implies following identity:

g g−1 g
=

g
. (8)

Now we can also connect the vertex operators V(g,g−1)

and V(g−1,g) and obtain

g g−1 g
=

gχg , (9)

where χg is a phase. Using the property shown in Fig.
1 one can easily derive that χg = α(g, g−1, g). From (8)
and (9) we can conclude that

g−1 g
= χg g−1 g

. (10)

To derive the modular transformation of the orbifold par-
tition function we also need following two identities:

= α−1(gh, h−1, h)

g

h

gh

h−1

g

gh

h

= α(g−1, g, h)

g−1

h

ghh

g−1

gh
h−1

(11)
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which can again be derived using Fig. 1 in the following
way:

g

h

gh

h−1
gh = α−1(gh, h−1, h)

gh

e

h

h−1

gh

= α−1(gh, h−1, h)
gh

, (12)

and similarly for the second identity in (11).
Now we are ready to derive the modular properties of

the orbifold partition function. Let us first start with the
T transformation, which is defined as

h

g

h

g

gh →

g
h

g

gh
h

h

. (13)

Using the relations above we can now obtain

g
h

g

gh
h

h

gh

gh

h
gh

h−1

=

gh

gh

h
= α(gh, h−1, h) h

h−1

= α(gh, h−1, h)α(h, gh, h−1)

gh

gh

gh2h−1

h

h

= α(gh,h−1,h)α(h,gh,h−1)
α(gh2,h−1,h)

gh

gh

h

h

, (14)

which gives (2) after a few applications of the 3-cocycle
relation. The S transformation correponds to

h

g

h

g

gh →
h g

g h

gh

. (15)

Similar to the T matrix we can now do a series of ma-
nipulations to obtain

h g

g h

gh

h g

g

gh=

h
h

h g

g

gh

= α(gh, h−1, h)

h

= α(gh,h−1,h)
α(h,g,h−1)

g

h

h

g

gh−1

= α(gh,h−1,h)α(h−1,h,gh−1)
α(h,g,h−1)

g

g
h−1

h−1

, (16)

which, combined with the 3-cocycle relation, gives equa-
tion (3).
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