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Vision-based Force Feedback Estimation for
Robot-assisted Surgery using Instrument-constrained

Biomechanical 3D Maps
Nazim Haouchine1, Winnie Kuang2, Stephane Cotin1, and Michael Yip2

Abstract—We present a method for estimating visual and
haptic force feedback on robotic surgical systems that currently
do not include significant force feedback for the operator. Our
approach permits to compute contact forces between instruments
and tissues without additional sensors, relying only on endoscopic
images acquired by a stereoscopic camera. Using an underlying
biomechanical model built on-the-fly from the organ shape and
by considering the surgical tool as boundary conditions acting
on the surface of the model, contact force can be estimated at
the tip of the tool. At the same time these constraints generate
stresses that permit to compose a new endoscopic image as visual
feedback for the surgeon. The results are demonstrated on in-

vivo sequences of a human liver during robotic surgery, while
quantitative validation is performed on an DejaVu and ex-vivo

experimentation with ground truth to show the advantage of our
approach.

Index Terms—Computer-aided Surgery, Force Feedback,
Physics-based Simulation, Vision-based 3D Reconstruction.

I. INTRODUCTION

ROBOTIC-assisted minimally invasive surgery (RMIS)
techniques have been developed to positively impact

the patients’ post-operative and intra-operative outcome. In
such procedures, organs are manipulated indirectly via robotic
instruments inserted through trocars while watching a monitor
that retrieves the view captured via an endoscopic camera. This
procedure reduces the risks of bleeding and hemorrhaging and
shortens the recovery time which makes it a standard and well-
established procedure.

The two main disadvantages of this type of procedures
are: (1) a limited visual perception of the scene retrieved
from the endoscopic camera and (2) the lack of interaction
feedback since surgeons are not in direct contact with the
organs, but with robotic interfaces (teleoperated from master
console) that guide the instrument. This loss of feedback
makes robotic procedures challenging and require additional
decision support, especially for unexperienced surgeons.

Some solutions have been proposed to overcome the limited
visual perception, mainly based on Augmented Reality tech-
niques [1], [2], [3]. Force and visual feedback are negligible
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in current surgical robotic systems despite their importance
in improving surgical skills [4], [5]. This could be explained
by the cost of implementing such sensors, in addition to the
complex design requirements that the surgical environment
imposes.

This work presents a novel method that permits to estimate,
without additional sensors, the force between instruments and
tissues when performing RMIS.

Our method uses a biomechanical map built on-the-fly from
stereoscopic images using 3D reconstruction and meshing
techniques. By populating the 3D map with mechanical tissue
properties and tracking instrument/tissue non-rigid interaction,
forces can be computed at the tip of the tool and can be
transmitted to the surgeon as both visual and haptic feedback.

(a) (b) (c)

Fig. 1: Our method allows to estimate, using only the endo-
scopic images (a), the force feedback due to instrument/tissue
contact for robot-assisted minimally invasive surgery, and
compute both visual feedback (b) and force magnitude (c).

II. RELATED WORKS

Several methods for force feedback have been proposed in
the literature relying on force sensors or vision-based sensors
[6], [7].

The considerable amount of work relying on force sensors
[8], [9], [10] has mainly focused on the development of
miniaturized sensors to ease their integration with actual
systems. In addition to their small size, they have to be
water resistant and insensitive to changes in temperature and
sterilizable. Although these methods are generally recognized
to be efficient and accurate, their high cost makes them seldom
used in current surgical robots.

Vision-based methods have been proposed as an alternative
to force sensor approaches. They have the advantage of
exploiting the already exiting endoscopic camera.

The method proposed by Gras et al. uses an inverse
rendering method [11] to augment the surgical scene with
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 (a) input images                 (b) 3D recontruction                          (c) 3D biomechanical map                    (d) Instrument/Tissue contact

Depth Map Instrument Tracking

Fig. 2: Method overview: our pipeline takes as an input the stereo endoscopic images (a) to perform a 3D reconstruction of
the scene (b). From the 3D reconstruction, a biomechanical map is built using a smoothing algorithm followed by Delaunay
triangulation (c). The instrument/tissue contact generates stresses on the biomechanical map that will overlay the visual force
and measure force feedback (d).

visual force feedback. This method, dedicated to neurovascular
surgery, detects the proximity of the instrument with the tissue
and highlights contact area. The visualization is done in depth
thanks to the use of a finite element model that interpolates
veins and tumors. High-fidelity simulation has been considered
in [12]. Based on volume rendering, a virtual environment
mimicking the actual operation is built using pre-operative
data. In [13], a hybrid method for haptic and visual feedback
is proposed using a vision-based 3D map reconstruction,
path tracking and movement control module to measure the
distance between the surgeon’s inputs and the map. In [14],
the authors presented a dynamic augmented reality system
to aid surgeons during knots tying for sutures. The forces
are displayed graphically as force levels on top of the tool
to substitute the haptic feedback. Although instruments are
tracked using vision-based methods, these methods use force
sensors or control modules to estimate force magnitude.

In contrast to the previous approaches, our method relies
on a fully vision-based pipeline for estimating force feedback
during RMIS. Our contributions are twofold:

• We first propose a method to translate, without pre-
operative data, stereo-endoscopic images to 3D biome-
chanical maps

• Second, we formulate instrument/tissue contact as a con-
straint minimization problem resulting in a linear system
that can be solved in real-time, making the whole pipeline
adequate for surgical tasks

To the best of our knowledge, no similar method has yet been
proposed.

III. METHOD OVERVIEW

Our system aims at estimating the force around the surgical
tool when in contact with a living tissue, using only the
endoscopic image as input as shown in the pipeline of Figure
2. Our system consists of two stages: building and computing.

The building stage allows to obtain, from a pair of endo-
scopic images, the 3D geometry of the scene underlaid with a
real-time biomechanical model. If we denote (Il , Ir)t an image
pair at a chosen time t, the building stage aims at obtaining
the volume V through the building function F:

V = F(Cl ,Cr, Il , Ir,n,b,g) (1)

where Cl and Cr are the camera projection matrices of left
and right eye respectively and relate the 3D model in world
coordinates to its 2D projection in pixel coordinates, n the
resolution of the 3D map (number of elements), b a set of
fixed points from the 3D map and g represents the organ’s
physical properties set by the operator.

Building the volume map of the scene is done on a static
phase of the surgery. The operator does not manipulate the
tools and the camera is assumed to be fixed. Although the
tissues are always moving due to breathing and heart motion,
this motion is considered as cyclic and the map geometry
remains valid.

On the other hand, the computing stage is done dynamically
over time. The surgical tool is tracked frame-by-frame in 3D,
and its contact with the tissue is detected. This contact is
modelled as boundary condition acting on the surface of the
biomechanical model represented by the volume V. The model
is constrained in position and responds by generating forces
following its material law and properties g .

These forces are assembled around the instrument tip to
estimate the haptic feedback magnitude F f while its perception
is projected back to the endoscopic image composing the
image I f that should be visualized by the surgeon.

Our method involves determining F f and I f efficiently, in
real-time and without cumbersome input from the surgeon.
Returning the force to the master-side console interface is not
addressed in our work and is considered to be beyond the
current method.

IV. 3D PHYSICAL MAP OF THE SCENE

Processing laparoscopic images to build a biomechanical 3D
map V through the function F is a crucial step in our method.
Indeed, since contact force is estimated as an instrument/tissue
proximity test, obtaining a correct geometry of the scene di-
rectly impacts the force computation. Therefore, our goal is to
obtain a smooth 3D shape of the organ from 2D laparoscopic
images (Il , Ir)t . To do so, we first estimate an organ shape, that
we denote S = {si 2 R3}, using well-established stereoscopy
techniques [15]. More precisely, we rely on a growing scheme
method proposed in [16] that permits to obtain a quasi-dense
depth map. After obtaining the depth map, a triangulation is
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performed using camera matrices Cl ,Cr estimated beforehand,
to finally generate the 3D point cloud S.

This 3D point cloud is scattered, noisy and may contain
outliers due to uncertainty coming from calibration. We thus
estimate a new, smoothed 3D surface, denoted S⇤ by filtering
out the noisy elements of S. For this purpose, we use the
Cocone surface reconstruction algorithm [17] that, in contrast
to widely used smoothing algorithms [18], preserves the initial
geometry, especially curvatures and normals.

Although the scene geometry S⇤ permits to detect the
contact between the instrument and the tissue, it does not allow
to compute any force, thus, an underlying physical model is
needed. This physical model is built using Finite Element
Method to discretize the geometry and obtain a volume.

Obtaining the volume V from the surface S⇤ is straightfor-
ward and follows a 3D Delaunay voxelization scheme. This
algorithm is very convenient, since it builds the volume on-the-
fly while efficiently dealing with holes and non-convex areas
that may be present in S⇤. We choose tetrahedral elements
to represent the volume. The number of elements n is to be
chosen adequately in order to ensure interactive performance
as well as sufficient accuracy.

(a) (b)

Fig. 3: 3D biomechanical map building: from the 3D shape of
the organ (here the liver) obtained from stereo reconstruction, a
volume is built on-the-fly to support the biomechanical model
(b).

Tracking the tip of the instrument in 3D follows a similar
process, however without the need of volume representation
since it is a rigid body. The instrument is detected using image
segmentation on left and right images and tracked over frames
using classical optical flow techniques [19]. Its 3D position is
recovered using triangulation and is stored in the vector p.

V. INSTRUMENT/TISSUE CONTACT ESTIMATION

Among state-of-the-art elastic models [20], we choose the
Saint Venant-Kirchhoff model [21] [1] for modeling organ
deformations. It handles non-linear deformations and shows
rotational invariance while allowing for real time computa-
tions. In addition, it can be parameterized with very few
parameters g .

The deformation is specified by the displacements of nodal
positions u of the volume V and the nodal forces f. The
equation of a deformation will therefore take the form:

Ku = f (2)

The matrix K is the stiffness matrix, and can be computed
thanks to the elastic parameters of the material E and n .
E is Young’s modulus and is a measure of the stiffness of
the material while n is Poisson’s ratio and estimates the
compressibility of the material.

We aim at recovering the external force f from the dis-
placement of the tip of the instrument. To do so, we propose
to consider the 3D positions of the instrument as constraints
that will impose the motion of the mechanical model. The
displacement of the instrument will generate forces according
to the stress/strain relation of equation (2).

Assuming the 3D displacement of the instrument tip is
stored in the vector p, these constraints are modeled by
adjoined 2m Lagrangian multipliers collected in vector l that
yields the multiplier-augmented form


K J>
J 0

�
u
l

�
=


f
p

�
(3)

The stiffness matrix K is bordered with J and J>, where
the vector p contains the instrument displacement extracted
from the image, while the vector l can be interpreted as
forces required to maintain the equilibrium between internal
and external forces.

The matrix J permits to compose a unique linear system
considering the instrument as a boundary condition to the
system, however this is only valid once a contact occurs. Thus,
the sparse matrix J of size 2m⇥3n is built so that

Jn =

(
I, if kpi(t)�uik  T

0(2,3), otherwise
(4)

where the condition kpi(t)� ui(t)k  T is a proximity dis-
tance test between the 3D positions of the instrument tip pi
and the organ ui, with T being a pre-defined threshold set
empirically. The pair (pi,ui) is composed through a radius
nearest neighbor search. In other words, when pi is paired
with ui a link is built following the condition 4 leading ui to
follow the displacement of pi.

A mean value is calculated from the forces f around the
elements that are in contact with the instrument to finally
obtain the magnitude of the force feedback F f .

VI. VISUAL FORCE FEEDBACK

Visual force feedback is considered as important as the
haptic force feedback to improve the surgeon’s perception. We
consider the von Mises stress as a reliable perception of the
force F f around the contact location. This stress can easily
be computed from the stress and strain tensors that describe
the material law. More precisely, the von Mises stress can be
computed on each element e from the normal stresses sx,sy,sz
and the shear stresses txy,tyz,tzx following:

svm =
1p
2

h
(sx �sy)

2 +(sy �sz)
2 +(sz �sx)

2

+6(t2
xy + t2

yz + t2
zx)

i 1
2 (5)

Once computed, the stress is projected back on the input left
image Il using the camera matrix Cl and the 3D volume
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positions u to produce the final composition image I f as
follows:

I f = Il �
h
Cl ·L(u,F f ,svm)

i
(6)

where L(·) is a function that generates the color map on
each element e using adjacent nodes une of the force F f and
element’s stress s e

vm.

VII. EXPERIMENTS AND RESULTS

A. Experiments on in-vivo Surgical Data

Our approach was tested on a laparoscopic sequence taken
during real examination on both human and porcine liver. Our
purpose is to demonstrate the practical use of our method
during real surgical conditions, in the presence of specular
lights, beating heart and respiratory motion. The biomechan-
ical 3D map built from stereoscopic images is composed of
1344 linear P1 tetrahedral elements for the human liver and
767 linear P1 tetrahedral elements for the porcine liver. We
used elastic parameters according to [1]: Young’s modulus of
the liver El = 27 KPa and Poisson’s ratio nl = 0.45. Force
estimation and instrument/tissue contact test was stable in real-
time: refresh rate of 25 FPS was achieved with 960 ⇥ 540
images acquired from the Da Vinci Robot from Intuitive

The results illustrated in Figures 4 and 5 show two different
visualizations of force feedback and tissue stress as well as the
measured force at the tip of the instrument.
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Fig. 4: Experiment on in vivo human liver: visual force
feedback displayed as color map on the biomechanical 3D map
showing the stress issued from instrument pulling (selected
frames). The measured force at the tip of the instrument is
represented in the chart.

B. Experiments on DejaVu surgical data

We evaluate our method using a DejaVu simulation scheme
[22]. This simulation permits the generation of a new stereo
sequence that mimics physical realism in terms of tissue
response while maintaining visual fidelity from a real surgical
case. This enables us to have a full ground-truth data with
known tissue properties, ligament position, camera calibration
parameters and the exact value of external forces (surgical
instrument for instance)

(a) (b)

(c)
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Fig. 5: Experiment on in vivo porcine liver: visual force
feedback displayed around the instrument (selected frames).
The measured force at the tip of the instrument is represented
in the chart.
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Fig. 6: DejaVu experiment: Comparison with ground-truth.
Our method is able to correctly estimate the applied force
at the tip of the instrument over time.

Our experiments imply a uterus surgery with the organ inter-
acting with a surgical tool through pulling and pushing on the
surface (see Fig. 2). The uterus is modeled from pre-operative
data that output a volume composed of 550 tetrahedral P1
elements. It is restricted to small deformations and rotations
around its attachments with the physical parameters: Eu = 400
kPa, nu = 0.35. The attachments b are pre-defined as a subset
of fixed nodes from u. A stereoscopic video is generated
using a virtual camera with parameters similar to the Da Vinci
robot, with a baseline b = (5,0,0) mm and focal l = 700. In
order to obtain a realistic rendering, illumination and texturing
are considered. Light position, diffuse reflectance, specular
reflection and roughness are estimated from the original image
and the scene texture is mapped on the visual mesh.

a) Ground-truth comparison: Figure 6 reports the com-
parison between the virtually applied force and the measured
force using our method over time. We can notice that our
method is able to correctly estimate the applied force at the
tip of the instrument over time. These results are obtained
using known tissue parameters and the exact position of the
attachments. However, in practice, these values are unknown
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and are most of the time set from textbooks of anatomy
atlases. Thus, we propose to measure the impact of varying
material properties and attachment position in measuring force
feedback.

-0.2

-0.1

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0  50  100  150  200  250  300  350  400

Fo
rc

e 
(N

)

Time (s)

measured force Ex0.1
measured force Ex10

measured force Ex100
measured force Ex10000

applied force

Fig. 7: DejaVu experiment: Varying material stiffness Eu.

b) Varying material parameters: We choose to vary the
Young’s modulus of our tissue and estimate external forces by
varying Eu in the range Eu ⇥ 101 to Eu ⇥ 104 while keeping
the position of the attachments. The results of these variations
are reported in Figure 7 and show that a slight variation of the
value of Eu does not influence the value of Ff . However, when
making the tissue stiffer (Eu⇥103 and Eu⇥105) the measured
force differs from the gourd-truth.
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Fig. 8: DejaVu experiment: Impact of the attachment positions
(4 configurations).

c) Impact of the attachment positions: We also estimate
the impact of the attachments on measuring the force. These
attachments represent ligaments surrounding the organ and
are set manually. We tested 4 configurations with different
locations and number of fixed nodes b. The results are reported
in Figure 8 and show that the location and number of fixed
nodes for configurations 1, 2 and 4 do not significantly impact
the value of Ff . However, in the configuration 3 where fixed
constraints were placed around the contact area, our method

was not able to correctly estimate the force, since the stress
is null at fixed nodes.

Fig. 9: Setup of the ex vivo experiment: the setup includes a
stereoscopic camera (a), a light source (b), surgical tools (c)
and a force sensor plate (d).

C. Experiment on ex vivo Surgical Data
Experiment on an ex vivo porcine heart was conducted

following the setup in Figure 9. A force sensor plate (ATI
Mini40 F/T Sensor) is used to measure the acting forces on the
heart while being filmed by a stereoscopic camera. The fixed
nodes b are supposed known (set underneath of the heart),
however material properties are unknown and are set according
to a textbook.

The chart in figure 10 reports the comparison between the
ground-truth measurement and the estimated force using our
method. It shows that, although the force magnitude does not
exactly fit the ground-truth, its relative value and evolution
over frames correspond to the ground-truth. This point is
discussed in the next section.
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Fig. 10: ex vivo experiment: Comparison with ground-truth.
The right images correspond to rest (top) and deformed
(bottom) states of the heart.

VIII. DISCUSSION

The results presented here show that it is possible to esti-
mate force feedback using solely endoscopic images. Although
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our method comes with real advantages, it has some limitations
which we discuss below.

Tissue properties: the conducted experiments have demon-
strated that estimating force using biomechanical models
highly depends on tissue properties. This is an expected result.
Fundamentally, solving this problem is challenging knowing
the linear force/displacement relation of Eq. 2. However. the
more pressing question is whether an absolute or relative
estimation is the most valuable to surgeons [5],[4].

Structure identification: various tissues and organs usually
compose a surgical scene, segmenting and labeling each
component to assign different tissue properties is not sup-
ported in the current method. While creating a heterogeneous
biomechanical 3D map is straightforward, identifying organs
and surrounding tissue in endoscopic images is challenging.
One can rely on learning approaches or purely geometric
approaches [23] to classify the scene and obtain a complete
3D abstraction of the image.

Surgical scene motion: the surgical scene is translated
from images to 3D map on-the-fly assuming a static scene.
In practice, tissues are moving, and non-rigid tracking is
needed to synchronize with current events. Moreover, stereo
reconstruction may result in noisy surfaces due to lack of
salient features and errors in triangulation which will cause
the voxelization to fail. This is even more important since the
instrument/tissue contact force is computed from a geometrical
proximity test. Another source of failure may emanate form
the optical flow that can lead to drifting. More robust methods
such as the ones using learning models [24] are more adequate
and can easily be plugged in our framework.

IX. CONCLUSION

We present a vision-based approach for estimating visual
and haptic force feedback for robot-assisted minimally in-
vasive surgery. Our method takes full advantage of stereo-
endoscopic camera to detect instrument/tissue contact and
estimate contact force. Our experiments show that our estimate
can be compared with ground-truth and visual feedback can
be composed over the original image.

More validation is obviously needed to asses the results. A
user study with experienced and unexperienced surgeons will
also permit to identify the real need in terms of visualization
and perception on force feedback.
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