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Schéma volume fini pour les équations de Maxwell 1D
couplées aux conditions GSTC

Résumé : On propose un schéma volume fini en domaine temporel pour le traitement
numérique des conditions de transfert généralisées modélisant la discontinuité du champ élec-
tromagnétique traversant une métasurface dans le cas 1D.

Mots-clés : Métasurfaces, équations de Maxwell en domaine temporel, conditions GSTC,
méthode volume fini
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1 Introduction

Metasurfaces are artificial devices designed for controlling electromagnetic waves through the
surface electric and magnetic susceptibility tensors. Conversely, in some cases, one may deduce
these parameters from the surrounding electromagnetic field ([2], [3]). The connection between
susceptibility tensors and the electromagnetic field may be given through boundary conditions.
Such conditions are called GSTC for Generalized Sheet Transition Conditions and were es-
tablished in the frequency-domain (see [1] and references therein). Numerical simulations were
carried out using finite difference methods first in the frequency-domain (cf. [5]) and then in the
time-domain (cf. [4]).

Here, we propose a new finite volume scheme that can handle these unusual boundary con-
ditions. Numerical results are compared to analytical and FDTD solutions.

2 Maxwell equations

Let us consider a metasurface at z = 0, parallel to the Ox axis. We choose a TEy polarisation
(ie Ē = (0, Ēy, 0)ᵀ, H̄ = (H̄x, 0, 0)ᵀ ) and assume that fields depend only on z and t variables
and that there is no charge or current. Thus Maxwell equations are written as

µ
∂H̄x

∂t
− ∂Ēy

∂z
= 0

ε
∂Ēy
∂t
− ∂H̄x

∂z
= 0

(1)

We introduce the following change of variables

τ = c0t, εr =
ε

ε0
, µr =

µ

µ0
, E = Ē, H = c0µ0H̄ = Z0H̄ (2)

where Z0 is the characteristic impedance of free space. Assuming the medium surrounding the
metasurface is the vacuum, (1) becomes

∂H

∂τ
− ∂E

∂z
= 0

∂E

∂τ
− ∂H

∂z
= 0

, E = Ey, H = Hx (3)

We set I1 =]−∞, 0[, I2 =]0,+∞[ and add the following initial conditions
H0(z) = H(z, 0) =

{
g1(z) if z ∈ I1
g2(z) if z ∈ I2

E0(z) = E(z, 0) =

{
f1(z) if z ∈ I1
f2(z) if z ∈ I2

(4)

where fj and gj are arbitrary regular functions defined on Ij . We can easily check that the
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4 Loula Fezoui and Stéphane Lanteri

general solution to (3)-(4) is given by
H(z, t) =

1

2

{
(g1 − f1)(z − t) + (f1 + g1)(z + t) if z ∈ I1
(g2 − f2)(z − t) + (f2 + g2)(z + t) if z ∈ I2

E(z, t) =
1

2

{
(f1 − g1)(z − t) + (f1 + g1)(z + t) if z ∈ I1
(f2 − g2)(z − t) + (f2 + g2)(z + t) if z ∈ I2

(5)

3 GSTC conditions

We introduce electric and magnetic surface polarisation fields P̄ and M̄ and GSTC boundary
conditions are written in the time-domain (cf. [5]) as

dP̄

dt
= ∆H̄

dM̄

dt
=

1

µ0
∆Ē

, ∆U = U(0+)− U(0−) (6)

The polarisation fields P̄ and M̄ are connected to the electric and magnetic fields Ē and H̄
through the following equations{

P̄ = ε0χeĒav

M̄ = χmH̄av

, Uav =
1

2

(
U(0+) + U(0−)

)
(7)

where χe and χm are respectively the electric and magnetic surface susceptibility.

We set P = P̄ /ε0 and M = Z0M̄ then (6) becomes
dP

dτ
= ∆H

dM

dτ
= ∆E

(8)

with {
P = χeEav

M = χmHav

(9)

We inject (9) into (8) and we obtain
∆H =

d

dτ

(
χeEav

)
∆E =

d

dτ

(
χmHav

) (10)

Inserting (10) in the general solution (5) leads to the first-order differential system
d

dτ

{
χe
(
(Fs −Gs)(−τ) + (Fs +Gs)(τ)

)}
= 2
(
(Gd − Fd)(−τ) + (Fd +Gd)(τ)

)
d

dτ

(
χm
(
Gs − Fs)(−τ) + (Fs +Gs)(τ)

)}
= 2
(
(Fd −Gd)(−τ) + (Fd +Gd)(τ)

) (11)

Inria



FVTD scheme for GSTC 5

with
Fs = f1 + f2, Gs = g1 + g2, Fd = f2 − f1, Gd = g2 − g1 (12)

If we assume that χe and χm are time-independent, conditions (10) are written as
∆H = χe

d

dτ

(
Eav

)
∆E = χm

d

dτ

(
Hav

) (13)

and the differential system (11) becomes
χe

d

dτ

{
(Fs −Gs)(−τ) + (Fs +Gs)(τ)

}
= 2
(
(Gd − Fd)(−τ) + (Fd +Gd)(τ)

)
χm

d

dτ

{
(Gs − Fs)(−τ) + (Fs +Gs)(τ)

}
= 2
(
(Fd −Gd)(−τ) + (Fd +Gd)(τ)

) (14)

4 The Finite Volume Time-Domain method (FVTD)

We write Maxwell equations (3) in the conservative formulation

∂Q

∂τ
−
(
∂F

∂z

)
(Q) = 0 (15)

with
Q = (H,E)ᵀ, F(Q) = (E,H)ᵀ (16)

Let zj = (j − 1)∆z and Cj = [zj , zj+1]. Integrating (15) on each Cj element gives∫
Cj

∂Q

∂τ
dτ =

∫
Cj

∂F

∂z
dz =

[
F
]zj+1

zj
(17)

In finite volume methods, the approximate solution is independent of space variables in each
Cj element, therefore the value Qj = Q(zj) is not unique. We usually introduce a numerical
function Φ (known as the numerical flux function in fluid mechanics) and we write

F(Qj) ≈ Φ (Qj−1,Qj) (18)

We inject (18) in (17) and the finite volume scheme becomes

dQj

dτ
=

1

∆z

[
Φ (Qj ,Qj+1) (τ)− Φ (Qj−1,Qj) (τ)

]
(19)

The function Φ is not unique. We choose the central average flux defined by

Φ(U, V ) =
F(U) + F(V )

2
(20)

and (19) becomes
dQj

dτ
=

1

2∆z

[
F (Qj+1)− F (Qj−1)

]
(21)
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6 Loula Fezoui and Stéphane Lanteri

or in terms of E and H 
dEj
dτ

=
1

2∆z
(Hj+1 −Hj−1)

dHj

dτ
=

1

2∆z
(Ej+1 − Ej−1) (τ)

(22)

The approximate solution being constant in each Cj element, the metasurface must be located
at the interface of two adjacents elements named Cκ and Cκ−1, where κ is the index of the point
z = 0. We use a leap-frog scheme for time integration and (22) becomes

Enj = En−1
j + ν

(
H
n− 1

2
j+1 −H

n− 1
2

j−1

)
H
n+ 1

2
j = H

n− 1
2

j + ν
(
Enj+1 − Enj−1

) , ν =
∆τ

2∆z
(23)

We use (23) to compute (Ej , Hj) for each j except for j = κ − 1 and j = κ in which case we
write 

Enκ−1 = En−1
κ−1 − ν

(
H
n− 1

2
κ−1 +H

n− 1
2

κ−2

)
+

∆τ

∆z
Hn− 1

2 (0−)

Enκ = En−1
κ + ν

(
H
n− 1

2
κ+1 +H

n− 1
2

κ

)
− ∆τ

∆z
Hn− 1

2 (0+)

H
n+ 1

2
κ−1 = H

n− 1
2

κ−1 − ν
(
Enκ−1 + Enκ−2

)
+

∆τ

∆z
En(0−)

H
n+ 1

2
κ = H

n− 1
2

κ + ν
(
Enκ+1 + Enκ

)
− ∆τ

∆z
En(0+)

(24)

We integrate (13) using the same leap-frog scheme and obtain
Hn− 1

2 (0+)−Hn− 1
2 (0−) =

χe
∆τ

[
Enav − En−1

av

]
En(0+)− En(0−) =

χm
∆τ

[
H
n+ 1

2
av −Hn− 1

2
av

] (25)

with
H
n+ 1

2
av =

1

2

[
Hn+ 1

2 (0+) +Hn+ 1
2 (0−)

]
, Enav =

1

2

[
En(0+) + En(0−)

]
(26)

We inject (26) into (25) and obtain


Hn− 1
2 (0+) = Hn− 1

2 (0−) +
χe

2∆τ

(
En(0+)− En−1(0+) + En(0−)− En−1(0−)

)

En(0+) = En(0−) +
χm

2∆τ

(
Hn+1

2 (0+)−Hn− 1
2 (0+) +Hn+1

2 (0−)−Hn− 1
2 (0−)

) (27)

(27) is an underdetermined linear system with too many unknowns so we decide to keep
En(0+) and Hn− 1

2 (0+) as unknowns. Setting U(0−) = Uκ−1, U(0+) = Uκ in the R.H.S. of (27)
leads to 

Hn− 1
2 (0+) = H

n− 1
2

κ−1 +
χe

2∆τ

(
Enκ − En−1

κ + Enκ−1 − En−1
κ−1

)
En(0+) = Enκ−1 +

χm
2∆τ

(
H
n+ 1

2
κ −H

n− 1
2

κ +H
n+ 1

2
κ−1 −H

n− 1
2

κ−1

) (28)

Inria



FVTD scheme for GSTC 7

We inject (28) into (24) and set U(0−) = Uκ−1 in the R.H.S. of (24) and obtain

Enκ−1 = En−1
κ−1 + ν

(
H
n− 1

2
κ−1 −H

n− 1
2

κ−2

)

Enκ = En−1
κ + ν

(
H
n− 1

2
κ+1 − 2H

n− 1
2

κ−1 +H
n− 1

2
κ

)
− Ce

(
Enκ − E

n−1
κ + Enκ−1 − E

n−1
κ−1

)
H
n+ 1

2
κ−1 = H

n− 1
2

κ−1 + ν
(
Enκ−1 − Enκ−2

)

H
n+ 1

2
κ = H

n− 1
2

κ + ν
(
Enκ+1 − 2Enκ−1 + Enκ

)
− Cm

(
H
n+ 1

2
κ −Hn− 1

2
κ +H

n+ 1
2

κ−1 −H
n− 1

2
κ−1

)

After regrouping terms in the second and fourth equations the scheme becomes (for j = κ)
AeEnκ = AeEn−1

κ + ν

(
H
n− 1

2
κ+1 − 2H

n− 1
2

κ−1 +H
n− 1

2
κ

)
− Ce

(
Enκ−1 − E

n−1
κ−1

)

AmH
n+ 1

2
κ = AmH

n− 1
2

κ + ν
(
Enκ+1 − 2Enκ−1 + Enκ

)
− Cm

(
H
n+ 1

2
κ−1 −H

n− 1
2

κ−1

) (29)

with
Cp =

χp
2∆z

, Ap = 1 + Cp, p = e , m (30)

5 Numerical Experiments

5.1 Propagation of a gaussian pulse

Let us study the propagation of a gaussian pulse defined at τ = 0 by{
f1(z) = e−a(z−z0)2

g1(z) = −f1(z)
, a > 0, z0 ∈ I1 (31)

We consider two cases

(a) χe = χm = 0

(b) χe = χm =
2

a

We solve the system (14) and find respectively

(a) f2 ≡ f1, g2 ≡ g1 (32)

(b)


f2(z) =

√
aπe

a(1+4(z−z0))
4

(
1− erf

(√
a(1+2(z−z0))

2

))
− f1(z)

g2(z) = −f2(z), with erf(x) =
2√
π

∫
e−x

2

dx

(33)

We use (5) to compute the exact electric field and find respectively

(a) E(z, τ) = e−a(z−z0−τ)2 , ∀ (z, τ), (34)

RR n° 9156
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(b) E(z, τ) =



e−a(z−z0−τ)
2
, if z ∈ I1

√
aπe

a(1+4(z−z0−τ))
4

(
1− erf

(√
a(1+2(z−z0−τ))

2

))
− e−a(z−z0−τ)2 , if z ∈ I2

(35)

We set χe = 0.5, z0 = −1.5, I1 ∪ I2 =] − 3, 3[ and ∆z = 1/100 and we plot in Figure 1 the
exact solution (35) and the numerical results using the finite volume (23)-(29) and the FDTD
schemes (see Annex 1 eqs. 40)-(44)). We may observe that the approximate solutions compare
well with each other as well as with the analytical solution.

−3 −2 −1 0 1 2 3
−0.2

0

0.2

0.4

0.6

0.8

1

z

E
(z

,τ
=

1)

Exact
VF
Yee

0 1 2 3 4 5 6
−0.2

0

0.2

0.4

0.6

0.8

1

τ

E
(z

=
0.

01
)

Exact
VF
Yee

Figure 1: E(z, τ = 1) (left), E(z = 0.01, τ) (right)

To quantify the accuracy of the numerical solutions, we compute the global error at τn = n∆τ
using the discrete L2 norm

√∑
j

∆z
(
(Enj − Eexact(zj , τn))2(Hn

j −Hexact(zj , τn))2
)

(36)

Figure 2 shows the evolution over time of error (36) in case (a) (on the left) and in case (b) (on
the right). In both cases, as expected, the error decreases with smaller ∆z (ie with more refined
grids).

Inria



FVTD scheme for GSTC 9

Figure 2: FVTD: L2 error without (left) and with GSTC (right)

To determine to what extent numerical solutions satisfy GSTC conditions, we compute the
following error function

max
(∣∣∣[En(0)] − χm

∆τ

(
H
n+ 1

2
av −H

n− 1
2

av

) ∣∣∣, ∣∣∣[Hn− 1
2 (0)] − χe

∆τ

(
Enav − En−1

av

) ∣∣∣) (37)

with [U(0)] = U(0+)− U(0−).

Figure 3 shows the evolution over time of error (37) on different grids. We can see that this
error is smaller that the global error (36), which means that the GSTC conditions are better
resolved than the Maxwell equations.

Figure 3: FVTD: error in GSTC conditions

RR n° 9156
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5.2 Metallic cavity

We look for frequency waves in [−a, a] which satisfy the GSTC conditions (13) at z = 0 and the
perfect metallic condition at z = ±a. Such waves exist and are given by

E(z, t) =

{
sin(k(z + a)) sin(ωt), z < 0

sin(k(z − a)) sin(ωt), z > 0

H(z, t) =

{ − cos(k(z + a)) cos(ωt), z < 0

− cos(k(z − a)) cos(ωt), z > 0

(38)

with

χe = 0, χm = −2

k
tan(ka), k = ω = nπ, n ∈ N (39)

Remark 1. The unusual form of the dispersion relation k = ω stems from the change of
variables described in section 2.

We choose k = 2π (which corresponds to a frequency of 0.3 GHz and a wavelength of 1 m)
and χm = 0.02 (a ≈ 1.5). Figure 4 shows the analytical electric field and numerical results
obtained with FVTD and FDTD schemes.

−1.5 −1 −0.5 0 0.5 1 1.5

−1

−0.5

0

0.5

1

z

E
(z

,τ
=

6)

Exact
VF
Yee

0 1 2 3 4 5 6
−1

−0.5

0

0.5

1

τ

E
(z

=
0.

1,
τ)

Exact
VF
Yee

Figure 4: E(z, τ = 6) (left) and E(z = 0.1, τ) (right)

We can see that computed and exact solutions compare relatively well with each other,
however comparison with the exact solution favours the FVTD solution. Figure 5 shows the
(36) and (13) errors on different grids. We notice that while the former error decreases with ∆z
for both schemes, the latter grows with τ for the FDTD scheme and decreases for the FVTD
scheme. However we can see on the right side of Figure 5 that error (37) is much the same for
both schemes.

Inria
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Figure 5: L2 error in solutions (left) and error in GSTC conditions (right)
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1 The finite-difference time-domain method (FDTD)

Let us briefly recall the FDTD scheme described in [5]. We introduce the following notations

zj = (j − 1)∆z, τn = n∆τ, υ =
∆τ

∆z
,

Enj = E(zj , n∆τ), H
n+

1
2

j = H(zj+ 1
2
, τn+

1
2 )

Applied to (3), the Yee scheme [6] is written as
Enj = En−1

j + υ
(
H
n− 1

2
j −Hn− 1

2
j−1

)
H
n+ 1

2
j = H

n− 1
2

j + υ
(
Enj+1 − Enj

) , (40)

In (40) the electric field is computed at the nodes zj and the magnetic H at zj + ∆z
2 and since

these fields are discontinuous along the metasurface, the authors of [5] suggest to place the
metasurface in ](κ+ 1

2 )∆z, (κ+ 1)∆z[, with κ chosen so that zκ and zκ+ 1
2
are on the left of the

metasurface and zκ+1 is on the right (Figure 6).

Figure 6: Metasurface at z = 0

The usual Yee scheme is used to compute all values Ej and Hj , except Eκ+1 and Hκ for
which we write 

Enκ+1 = En−1
κ+1 + υ

(
H
n− 1

2
κ+1 −Hn− 1

2 (0+)
)

H
n+ 1

2
κ = H

n− 1
2

κ + υ
(
En(0−)− Enκ

) (41)

The values Hn− 1
2 (0+) and En(0−) are computed using the boundary conditions (13) discretized

here as
En(0−) = Enκ+1 − χm

2∆τ

(
H
n+ 1

2
κ −Hn− 1

2
κ −Hn+ 1

2 (0+) +Hn− 1
2 (0+)

)
Hn− 1

2 (0+) = H
n− 1

2
κ +

χe
2∆τ

(
Enκ+1 − En−1

κ+1 + En(0−)− En−1(0−)
) (42)

Inria



FVTD scheme for GSTC 13

We inject (42) into (41) and obtain

Enκ+1 = En−1
κ+1 + υ

(
H
n− 1

2
κ+1 −H

n− 1
2

κ

)
− χe

2∆z

(
Enκ+1 − En−1

κ+1 − En(0−) + En−1(0−)
)

H
n+ 1

2
κ = H

n− 1
2

κ + υ
(
Enκ+1 − Enκ

)
− χm

2∆z

(
H
n+ 1

2
κ −Hn− 1

2
κ −Hn+ 1

2 (0+) +Hn− 1
2 (0+)

)
(43)

We set H(0+) = Hκ+1 and E(0−) = Eκ. After regrouping terms, the scheme (43) becomes
AeE

n
κ+1 = AeE

n−1
κ+1 + υ

(
H
n− 1

2
κ+1 −H

n− 1
2

κ

)
− Ce

(
Enκ − En−1

κ

)

AmH
n+ 1

2
κ = AmH

n− 1
2

κ + υ
(
Enκ+1 − Enκ

)
− Cm

(
H
n+ 1

2
κ+1 −H

n− 1
2

κ+1

) (44)

where
Cp =

χp
2∆z

, Ap = 1 + Cp, p = e ,m

Remark 2. We note that if χe = 0 and/or χm = 0 then {Ce = 0, Ae = 1} and/or {Cm =
0, Am = 1} and (44) reduces to the classical Yee scheme (40) for j = κ+ 1 and/or j = κ.

Remark 3. The scheme (44) differs slightly from that described in [5] since we found that the
constant Bp=1− Cp is in fact equal to Ap.
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