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#### Abstract

Synthesis of interval state estimators is investigated for the systems described by a class of parabolic Partial Differential Equations (PDEs). First, a finite-element approximation of a PDE is constructed and the design of an interval observer for the derived ordinary differential equation is given. Second, the interval inclusion of the state function of the PDE is calculated using the error estimates of the finite-element approximation. Finally, the obtained interval estimates are used to design a dynamic output stabilizing control. The results are illustrated by numerical experiments with an academic example and the Black-Scholes model of financial market.
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## 1 Introduction

Model complexity is a key issue for development of control and observation algorithms. Sound, heat, electrostatics, electrodynamics, fluid flow, elasticity, or quantum mechanics, as well as the models of other physical phenomena, can be formalized similarly in terms of PDEs, whose distributed nature introduces an additional level of intricacy. That is why control and estimation of PDEs is a very popular direction of research nowadays $[3,37,7,36,29,34,2,21,16,27,25]$. In this class of models, where the system state is a function of the space at each instant of time, the problem of its explicit measurement is natural, since only pointwise and discrete space measurements are realizable by a sensor [19, 40]. Frequently, in order to design a state estimator, the finite-dimensional approximation approach is used $[1,8,39,15]$, then the observation problem is addressed with the well-known tools available for finitedimensional systems, while the convergence assessment has to be performed with respect to the solutions of the

[^0]original distributed system.

After complexity, another difficulty for synthesis of an estimator or controller consists in the model uncertainty (unknown parameters or/and external disturbances). Presence of uncertainty implies that the design of a conventional estimator, converging to the ideal value of the state, is difficult to achieve. In this case a set-membership or interval estimation becomes more attainable: an observer can be constructed such that using the input-output information it evaluates the set of admissible values (interval) for the state at each instant of time. The interval width is proportional to the size of the model uncertainty (it has to be minimized by tuning the observer parameters). There are several approaches to design the interval/set-membership estimators $[18,24,30]$. This work is devoted to the interval observers [30, 28, 33, 32, 10], which form a subclass of set-membership estimators and whose design is based on the monotone systems theory [13, 35, 20]. The idea of the interval observer design has been proposed rather recently in [14], but it has already received numerous extensions for various classes of dynamical models. In the present paper an extension of this approach for the estimation of systems described by PDEs is discussed.

An interval observer for systems described by PDEs using the finite-dimensional approximation approach has been proposed in [23], in the present work the proofs of those results are given, with the additional design of an output stabilizing control and an application to a model of financial market. Using the discretization error estimates from [41], the enveloping interval for solutions of the PDE is evaluated. An interesting feature of the proposed approach is that being applied to a nonlinear PDE, assuming that all nonlinearities are bounded and treated as perturbations, then the proposed interval observer is linear and can be easily implemented providing bounds on solutions of the originally nonlinear PDE (under the hypothesis that these solutions exist). The proposed control strategy disposes a similar advantage, since it is designed for a finite-dimensional model, but guaranteeing boundedness of trajectories for an uncertain distributed dynamics.

The outline of this paper is as follows. After preliminaries in Section 2, and an introduction of the distributed system properties in Section 3, the interval observer design is given in Section 4. The design of an output control algorithm based on interval estimates is considered in Section 5. The results of numerical experiments are presented in Section 6.

## 2 Preliminaries

The real numbers are denoted by $\mathbb{R}, \mathbb{R}_{+}=\{\tau \in \mathbb{R}$ : $\tau \geq 0\}$. Euclidean norm for a vector $x \in \mathbb{R}^{n}$ will be denoted as $|x|$. The symbols $I_{n}, E_{n \times m}$ and $E_{p}$ denote the identity matrix with dimension $n \times n$, the matrix with all elements equal 1 with dimensions $n \times m$ and $p \times 1$, respectively.

For two vectors $x_{1}, x_{2} \in \mathbb{R}^{n}$ or matrices $A_{1}, A_{2} \in \mathbb{R}^{n \times n}$, the relations $x_{1} \leq x_{2}$ and $A_{1} \leq A_{2}$ are understood elementwise. The relation $P \prec 0(P \succ 0)$ means that the matrix $P=P^{\mathrm{T}} \in \mathbb{R}^{n \times n}$ is negative (positive) definite. Given a matrix $A \in \mathbb{R}^{m \times n}$, define $A^{+}=\max \{0, A\}$, $A^{-}=A^{+}-A$ (similarly for vectors) and $|A|=A^{+}+A^{-}$.

Lemma 1 [10] Let $x \in \mathbb{R}^{n}$ be a vector variable, $\underline{x} \leq x \leq$ $\bar{x}$ for some $\underline{x}, \bar{x} \in \mathbb{R}^{n}$. If $A \in \mathbb{R}^{m \times n}$ is a constant matrix, then

$$
\begin{equation*}
A^{+} \underline{x}-A^{-} \bar{x} \leq A x \leq A^{+} \bar{x}-A^{-} \underline{x} \tag{1}
\end{equation*}
$$

### 2.1 Nonnegative continuous-time linear systems

A matrix $A \in \mathbb{R}^{n \times n}$ is called Hurwitz if all its eigenvalues have negative real parts, and it is called Metzler if all its elements outside the main diagonal are nonnegative. Any solution of the linear system

$$
\begin{gathered}
\dot{x}=A x+B \omega(t), \omega: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}^{q}, \\
y=C x+D \omega(t)
\end{gathered}
$$

with $x \in \mathbb{R}^{n}, y \in \mathbb{R}^{p}$ and a Metzler matrix $A \in \mathbb{R}^{n \times n}$, is elementwise nonnegative for all $t \geq 0$ provided that $x(0) \geq 0$ and $B \in \mathbb{R}_{+}^{n \times q}[13,35,20]$. The output solution $y(t)$ is nonnegative if $C \in \mathbb{R}_{+}^{p \times n}$ and $D \in \mathbb{R}_{+}^{p \times q}$. Such a dynamical system is called cooperative (monotone) or nonnegative if only initial conditions in $\mathbb{R}_{+}^{n}$ are considered [13, 35, 20].

For a Metzler matrix $A \in \mathbb{R}^{n \times n}$ its stability can be checked verifying a Linear Programming (LP) problem $A^{\mathrm{T}} \lambda<0$ for some $\lambda \in \mathbb{R}_{+}^{n} \backslash\{0\}$, or the Lyapunov matrix equation $A^{\mathrm{T}} P+P A \prec 0$ for a diagonal matrix $P \in$ $\mathbb{R}^{n \times n}, P>0$ (in the general case the matrix $P$ should not be diagonal). The $L_{1}$ and $L_{\infty}$ gains for nonnegative systems (2) have been studied in [4, 9], for this kind of systems these gains are interrelated. The conventional results and definitions on the $L_{2} / L_{\infty}$ stability for linear systems can be found in [22].

## 3 Distributed systems

In this section basic facts on finite-dimensional approximations of a PDE and some auxiliary results are given.

### 3.1 Preliminaries

If $X$ is a normed space with norm $\|\cdot\|_{X}, \Omega \subset \mathbb{R}^{n}$ is an open set for some $n \geq 1$ and $\phi: \Omega \rightarrow X$, define

$$
\|\phi\|_{L^{2}(\Omega, X)}^{2}=\int_{\Omega}\|\phi(s)\|_{X}^{2} d s,\|\phi\|_{L^{\infty}(\Omega, X)}=\operatorname{ess} \sup _{s \in \Omega}\|\phi(s)\|_{X} .
$$

By $L^{\infty}(\Omega, X)$ and $L^{2}(\Omega, X)$ denote the set of functions $\Omega \rightarrow X$ with the properties $\|\cdot\|_{L^{\infty}(\Omega, X)}<+\infty$ and $\|\cdot\|_{L^{2}(\Omega, X)}<+\infty$, respectively. Denote $I=[0,1]$, let $C^{k}(I, \mathbb{R})$ be the set of functions having continuous derivatives through the order $k \geq 0$ on $I$. For any $q>0$ and an open interval $I^{\prime} \subset I$ define $W^{q, \infty}\left(I^{\prime}, \mathbb{R}\right)$ as a subset of functions $y \in C^{q-1}\left(I^{\prime}, \mathbb{R}\right)$ with an absolutely continuous $y^{(q-1)}$ and with $y^{(q)}$ essentially bounded on $I^{\prime},\|y\|_{W^{q, \infty}}=\sum_{i=0}^{q}\left\|y^{(i)}\right\|_{L^{\infty}\left(I^{\prime}, \mathbb{R}\right)}$. Denote by $H^{q}(I, \mathbb{R})$ with $q \geq 0$ the Sobolev space of functions with derivatives through order $q$ in $L^{2}(I, \mathbb{R})$, and for $q<0$ the corresponding dual spaces, while by $H_{0}^{q}(I, \mathbb{R})$ a closure of $C^{\infty}$ functions having compact support in $I$ with respect to the norm in $H^{q}(I, \mathbb{R})$.

For two functions $z_{1}, z_{2}: I \rightarrow \mathbb{R}$ their relation $z_{1} \leq z_{2}$ has to be understood as $z_{1}(x) \leq z_{2}(x)$ for all $x \in I$, the inner product is defined in a standard way:

$$
\left\langle z_{1}, z_{2}\right\rangle=\int_{0}^{1} z_{1}(x) z_{2}(x) d x \quad z_{1}, z_{2} \in L^{2}(I, \mathbb{R})
$$

### 3.2 Approximation

Following [41], consider the following PDE with homogeneous Dirichlet boundary conditions:

$$
\begin{align*}
\rho(x) \frac{\partial z(x, t)}{\partial t}= & L[x, z(x, t)]+r(x, t) \quad \forall(x, t) \in I \times(0, T) \\
& z(x, 0)=z_{0}(x) \quad \forall x \in I  \tag{3}\\
0= & z(0, t)=z(1, t) \quad \forall t \in(0, T)
\end{align*}
$$

where $I=[0,1]$ and $T>0$,

$$
L(x, z)=\frac{\partial}{\partial x}\left(a(x) \frac{\partial z}{\partial x}\right)-b(x) \frac{\partial z}{\partial x}-q(x) z
$$

$r \in L^{\infty}(I \times[0, T], \mathbb{R}), a, b, q, \rho \in L^{\infty}(I, \mathbb{R})$ and there exist $a_{0}, a_{1}, \rho_{0}, \rho_{1} \in \mathbb{R}_{+}$such that

$$
0<a_{0} \leq a(x) \leq a_{1}, 0<\rho_{0} \leq \rho(x) \leq \rho_{1} \quad \forall x \in I
$$

and $a^{\prime}, b^{\prime} \in L^{2}(I, \mathbb{R})$, where $a^{\prime}=\partial a(x) / \partial x$.
Let $\Delta=\left\{x_{j}\right\}_{j=0}^{N^{\prime}}$ for some $N^{\prime}>0$, where $0=x_{0}<x_{1}<$ $\cdots<x_{N^{\prime}}=1$, and $I_{j}=\left(x_{j-1}, x_{j}\right), h_{j}=x_{j}-x_{j-1}$, $h=\max _{1 \leq j \leq N^{\prime}} h_{j}$. Let $P_{s}\left(I^{\prime}\right)$ be the set of polynomials of the degree less than $s+1, s>0$ on an interval $I^{\prime} \subseteq I$, then adopt the notation:

$$
\begin{aligned}
M^{s, \Delta}= & \left\{v \in C^{0}(I, \mathbb{R}): v(x)=v_{j}(x) \forall x \in I_{j},\right. \\
& \left.v_{j} \in P_{s}\left(I_{j}\right) \forall 1 \leq j \leq N^{\prime}\right\}
\end{aligned}
$$

and $M=M_{0}^{s, \Delta}=\left\{v \in M^{s, \Delta}: v(0)=v(1)=0\right\}$.
Introduce a bilinear form:
$\mathcal{L}(y, v)=-\left\langle a y^{\prime}, v^{\prime}\right\rangle-\left\langle b y^{\prime}, v\right\rangle-\langle q y, v\rangle \quad y, v \in H^{1}(I, \mathbb{R})$,
and define

$$
\lambda \geq \frac{1}{2 a_{0}}\left(\operatorname{ess} \sup _{x \in I} b^{2}(x)-\operatorname{ess} \inf _{x \in I} q(x)\right)
$$

The continuous-time Galerkin approximation $Z(\cdot, t) \in$ $M$ to the solution $z(x, t)$ of the parabolic system (3) is defined by

$$
\begin{gather*}
\left\langle\rho \frac{\partial Z}{\partial t}, \Phi\right\rangle=\mathcal{L}(Z, \Phi)+\langle r, \Phi\rangle \quad \forall \Phi \in M, \forall t \in(0, T)  \tag{4}\\
\mathcal{L}\left(Z-z_{0}, \Phi\right)-\lambda\left\langle Z-z_{0}, \Phi\right\rangle=0 \quad \forall \Phi \in M, t=0
\end{gather*}
$$

Assumption 1 There exist $s>0, l_{1}>0$ and $l_{2}>0$ such that the solution $z$ of (3) belongs to $L^{\infty}\left([0, T), W^{s+1, \infty}(I, \mathbb{R})\right)$ and $\partial z / \partial t \in L^{2}\left([0, T), H^{s+1}(I\right.$

Proposition 2 [41] Let Assumption 1 be satisfied, then there is $\varrho>0$ such that
$\|Z-z\|_{L^{\infty}(I \times(0, T), \mathbb{R})} \leq \varrho h^{s+1}\left(l_{1}+l_{2}\right)$,
where $z$ and $Z$ are solutions of (3) and (4), respectively.
Remark 3 Since the operator $A=\frac{\partial}{\partial x}\left(a(x) \frac{\partial}{\partial x}\right)$ : $L^{2}(I, \mathbb{R}) \rightarrow D(A) \subset L^{2}(I, \mathbb{R})$ with $D(A)=H_{0}^{1}(I, \mathbb{R}) \cap$ $H^{2}(I, \mathbb{R})$ is closed, then for $z_{0} \in D(A)$ and $\frac{\partial r}{\partial t} \in$ $C\left((0, T), L^{2}(I, \mathbb{R})\right.$ using, for example, [31, Ch. 1, Corollary 2.5] we derive $z \in C^{0}([0, T), D(A))$. Taking into account that $Z \in C^{0}([0, T), D(A))$ we conclude that in the latter case the obtained estimate on $Z-z$ holds for all $t \in[0, T)$ and $x \in I$.

Remark 4 The constants $l_{1}$ and $l_{2}$ depend on the original solution $z$ and may be evaluated a priori from the domain of application, while @ needs a numeric experimentation to be estimated. Thus, in order to be applied, the result of this proposition can also be interpreted as the existence for any $\bar{\varrho}>0$ a sufficiently small discretization step $h>0$ such that $\varrho h^{s+1}\left(l_{1}+l_{2}\right) \leq \bar{\varrho}$.

In order to calculate $Z$, let $\Phi_{j} \in M, 1 \leq j \leq N$ with $N \geq N^{\prime}$ be a basis in $M$, then following the Galerkin method [38] the solution $Z(x, t)$ of (4) can be presented as

$$
Z(x, t)=\sum_{j=1}^{N} \xi_{j}(t) \Phi_{j}(x)
$$

where $\xi=\left[\xi_{1} \ldots \xi_{N}\right]^{T} \in \mathbb{R}^{N}$ is the vector of coefficients satisfying the ODEs for all $1 \leq j \leq N$ :
$\left\langle\rho \sum_{i=1}^{N} \dot{\xi}_{i} \Phi_{i}, \Phi_{j}\right\rangle=\mathcal{L}\left(\sum_{i=1}^{N} \xi_{i} \Phi_{i}, \Phi_{j}\right)+\left\langle r, \Phi_{j}\right\rangle \quad \forall t \in(0, T) ;$
$\mathcal{L}\left(\sum_{i=1}^{N} \xi_{i}(0) \Phi_{i}-z_{0}, \Phi_{j}\right)-\lambda\left\langle\sum_{i=1}^{N} \xi_{i}(0) \Phi_{i}-z_{0}, \Phi_{j}\right\rangle=0$,
which finally can be presented in the form (a.a. means "for almost all"):

$$
\Upsilon \dot{\xi}(t)=\Lambda \xi(t)+\bar{r}(t) \quad \text { a.a. } t \in(0, T) ; \Psi \xi(0)=\varpi
$$

where for all $1 \leq i, j \leq N$

$$
\begin{gathered}
\Upsilon_{j, i}=\left\langle\rho \Phi_{i}, \Phi_{j}\right\rangle, \Lambda_{j, i}=\mathcal{L}\left(\Phi_{i}, \Phi_{j}\right), \bar{r}_{j}=\left\langle r, \Phi_{j}\right\rangle \\
\Psi_{j, i}=\mathcal{L}\left(\Phi_{i}, \Phi_{j}\right)-\lambda\left\langle\Phi_{i}, \Phi_{j}\right\rangle, \varpi_{j}=\mathcal{L}\left(z_{0}, \Phi_{j}\right)-\lambda\left\langle z_{0}, \Phi_{j}\right\rangle .
\end{gathered}
$$

Under the introduced restrictions on (3) and by construction of the basis functions $\Phi_{j}$, we assume that the
$\|z\|_{L^{\infty}\left([0, T), W^{s+1, \infty}(I, \mathbb{R})\right)} \leq l_{1},\|\partial z / \partial t\|_{L^{2}\left([0, T), H^{s+1}(I, \mathbb{R})\right)} \leq l_{2} . \quad \dot{\xi}(t)=A \xi(t)+G \bar{r}(t) \quad$ a.a. $t \in(0, T), \xi(0)=\xi_{0}$,
where $A=\Upsilon^{-1} \Lambda \in \mathbb{R}^{N \times N}, G=\Upsilon^{-1}, \xi_{0}=\Psi^{-1} \varpi \in \mathbb{R}^{N}$ and $\bar{r} \in L^{\infty}\left([0, T), \mathbb{R}^{N}\right)$. Then for any $\xi_{0} \in \mathbb{R}^{N}$ the corresponding solution $\xi \in C^{0}\left([0, T), \mathbb{R}^{N}\right)$ to Cauchy problem (5) can be easily calculated.

### 3.3 Interval estimates

For $\phi \in \mathbb{R}$ define two operators.$^{+}$and.$^{-}$as follows:

$$
\phi^{+}=\max \{0, \phi\}, \phi^{-}=\phi^{+}-\phi
$$

Lemma 5 Let $s, \underline{s}, \bar{s}: I \rightarrow \mathbb{R}$ admit the relations $\underline{s} \leq$ $s \leq \bar{s}$, then for any $\phi: I \rightarrow \mathbb{R}$ we have

$$
\left\langle\underline{s}, \phi^{+}\right\rangle-\left\langle\bar{s}, \phi^{-}\right\rangle \leq\langle s, \phi\rangle \leq\left\langle\bar{s}, \phi^{+}\right\rangle-\left\langle\underline{s}, \phi^{-}\right\rangle .
$$

PROOF. By definition,

$$
\langle s, \phi\rangle=\left\langle s, \phi^{+}-\phi^{-}\right\rangle=\left\langle s, \phi^{+}\right\rangle-\left\langle s, \phi^{-}\right\rangle
$$

and the functions $\phi^{+}, \phi^{-}$take only positive values, then $\left\langle\underline{s}, \phi^{+}\right\rangle \leq\left\langle s, \phi^{+}\right\rangle \leq\left\langle\bar{s}, \phi^{+}\right\rangle,\left\langle\underline{s}, \phi^{-}\right\rangle \leq\left\langle s, \phi^{-}\right\rangle \leq\left\langle\bar{s}, \phi^{-}\right\rangle$ and the result follows by substitution.

Lemma 6 Let there exist $\underline{\xi}, \bar{\xi} \in C^{0}\left([0, T), \mathbb{R}^{N}\right)$ such that for the solution $\xi$ of (5) we have

$$
\underline{\xi}(t) \leq \xi(t) \leq \bar{\xi}(t) \quad \forall t \in[0, T)
$$

then for the solution $Z$ of (4),

$$
\begin{equation*}
\underline{Z}(x, t) \leq Z(x, t) \leq \bar{Z}(x, t) \quad \forall(x, t) \in I \times[0, T) \tag{6}
\end{equation*}
$$

and $\underline{Z}, \bar{Z} \in C^{0}(I \times[0, T), \mathbb{R})$, where
$\underline{Z}(x, t)=\sum_{j=1}^{N}\left(\underline{\xi}_{j}(t) \Phi_{j}^{+}(x)-\bar{\xi}_{j}(t) \Phi_{j}^{-}(x)\right)$,
$\bar{Z}(x, t)=\sum_{j=1}^{N}\left(\bar{\xi}_{j}(t) \Phi_{j}^{+}(x)-\underline{\xi}_{j}(t) \Phi_{j}^{-}(x)\right)$.

PROOF. The result follows from the definitions of $\Phi_{j}^{+}(x), \Phi_{j}^{-}(x)$ and Lemma 1:

$$
\begin{aligned}
Z(x, t) & =\sum_{j=1}^{N} \xi_{j}(t) \Phi_{j}(x)=\sum_{j=1}^{N} \xi_{j}(t)\left[\Phi_{j}^{+}(x)-\Phi_{j}^{-}(x)\right] \\
& \leq \sum_{j=1}^{N} \bar{\xi}_{j}(t) \Phi_{j}^{+}(x)-\underline{\xi}_{j}(t) \Phi_{j}^{-}(x)=\bar{Z}(x, t)
\end{aligned}
$$

similarly for $\underline{Z}(x, t)$. The needed continuity of $\underline{Z}, \bar{Z}$ is deduced from similar properties of $\Phi_{j}$ and $\underline{\xi}, \bar{\xi}$ since by construction $\xi \in C^{0}\left([0, T), \mathbb{R}^{N}\right)$.

The result Lemma 6 connects the interval estimates obtained for a real vector $\xi$ and the approximated solution $Z$, and can be extended to $z$ as follows:

Lemma 7 Let Assumption 1 be satisfied and there exist $\underline{Z}, \bar{Z} \in L^{\infty}(I \times[0, T), \mathbb{R})$ such that (6) be true for the solution $Z$ of (4), then there is $\varrho>0$ such that for the solution $z$ of (3),

$$
\begin{equation*}
\underline{z}(x, t) \leq z(x, t) \leq \bar{z}(x, t) \tag{8}
\end{equation*}
$$

for all $x \in I$ and almost all $t \in[0, T)$, where $\underline{z}, \bar{z} \in$ $L^{\infty}(I \times[0, T), \mathbb{R})$ given by
$\underline{z}(x, t)=\underline{Z}(x, t)-\varrho h^{s+1}\left(l_{1}+l_{2}\right)$,
$\bar{z}(x, t)=\bar{Z}(x, t)+\varrho h^{s+1}\left(l_{1}+l_{2}\right)$.

PROOF. The result can be justified by applying the estimates on the error $Z-z$ given in Proposition 2:

$$
\begin{aligned}
z(t, x) & \leq Z(t, x)+\varrho h^{s+1}\left(l_{1}+l_{2}\right) \\
& \leq \bar{Z}(x, t)+\varrho h^{s+1}\left(l_{1}+l_{2}\right)=\bar{z}(x, t)
\end{aligned}
$$

for almost all $(x, t) \in I \times[0, T)$, and similarly for $\underline{z}(x, t)$.

Therefore, according to lemmas 6 and 7 , in order to calculate interval estimates for (3) it is enough to design an interval observer for (5).

## 4 Interval observer design

Assume that the state $z(x, t)$ is available for measurements in certain points $x_{i}^{m} \in I$ for $1 \leq i \leq p$ :

$$
\begin{equation*}
y_{i}(t)=z\left(x_{i}^{m}, t\right)+\nu_{i}(t) \tag{10}
\end{equation*}
$$

where $y(t), \nu(t) \in \mathbb{R}^{p}, \nu \in L^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{p}\right)$ is the measurement noise. Under Assumption 1 from Proposition 2, for a finite-element approximation we can assign

$$
y_{i}(t)=Z\left(x_{i}^{m}, t\right)+\nu_{i}(t)+e_{i}(t)
$$

where $\|e\|_{L^{\infty}\left([0, T), \mathbb{R}^{p}\right)} \leq \varrho h^{s+1}\left(l_{1}+l_{2}\right)$ for some $\varrho>0$, $e=\left[e_{1} \ldots e_{p}\right]^{T}$. Next,

$$
y_{i}(t)=\sum_{j=1}^{N} \xi_{j}(t) \Phi_{j}\left(x_{i}^{m}\right)+\nu_{i}(t)+e_{i}(t)
$$

and

$$
\begin{equation*}
y(t)=C \xi(t)+v(t) \tag{11}
\end{equation*}
$$

with $v(t)=\nu(t)+e(t) \in \mathbb{R}^{p}$ being the new measurement noise, and $C \in \mathbb{R}^{p \times N}$ is the appropriate matrix:

$$
C=\left[\begin{array}{ccc}
\Phi_{1}\left(x_{1}^{m}\right) & \ldots & \Phi_{N}\left(x_{1}^{m}\right) \\
\vdots & \ddots & \vdots \\
\Phi_{1}\left(x_{p}^{m}\right) & \ldots & \Phi_{N}\left(x_{p}^{m}\right)
\end{array}\right]
$$

We will also assume that in (3),

$$
r(x, t)=\sum_{k=1}^{m} r_{1 k}(x) u_{k}(t)+r_{0}(x, t),
$$

where $u(t) \in \mathbb{R}^{m}$ is a control (known input), $r_{1 k} \in$ $L^{\infty}(I, \mathbb{R})$ and $r_{0} \in L^{\infty}(I \times[0, T), \mathbb{R})$. Then in (5):
$\begin{aligned} G \bar{r}(t) & =G\left[\begin{array}{c}\left\langle\sum_{k=1}^{m} r_{1 k}(x) u_{k}(t)+r_{0}(x, t), \Phi_{1}\right\rangle \\ \vdots \\ \left\langle\sum_{k=1}^{m} r_{1 k}(x) u_{k}(t)+r_{0}(x, t), \Phi_{N}\right\rangle\end{array}\right] \\ & =B u(t)+G d(t),\end{aligned}$
where
$B=G\left[\begin{array}{ccc}\left\langle r_{11}, \Phi_{1}\right\rangle & \cdots & \left\langle r_{1 m}, \Phi_{1}\right\rangle \\ \vdots & \ddots & \vdots \\ \left\langle r_{11}, \Phi_{N}\right\rangle & \cdots & \left\langle r_{1 m}, \Phi_{N}\right\rangle\end{array}\right] \in \mathbb{R}^{N \times m}, d(t)=\left[\begin{array}{c}\left\langle r_{0}, \Phi_{1}\right\rangle \\ \vdots \\ \left\langle r_{0}, \Phi_{N}\right\rangle\end{array}\right] \in \mathbb{R}^{N}$
is an external unknown disturbance.

The idea of the work consists in design of an interval observer for the approximation (5), (11) with the aim to calculate an interval estimate for the state of (3), (10) taking into account the approximation error evaluated in Proposition 2 and the results of lemmas 6 and 7. For this purpose we need the following hypothesis.

Assumption 2 Let $\underline{z}_{0} \leq z_{0} \leq \bar{z}_{0}$ for some known $\underline{z}_{0}, \bar{z}_{0} \in L^{\infty}(I, \mathbb{R})$, two functions $\underline{r}_{0}, \bar{r}_{0} \in L^{\infty}(I \times$ $[0, T), \mathbb{R})$ and a constant $\nu_{0}>0$ be given such that
$\underline{r}_{0}(x, t) \leq r_{0}(x, t) \leq \bar{r}_{0}(x, t),|\nu(t)| \leq \nu_{0}$ a.a. $(x, t) \in I \times(0, T)$.
Assumption 3 There are a matrix $L \in \mathbb{R}^{N \times p}$ and a Metzler matrix $D \in \mathbb{R}^{N \times N}$ s.t. the matrices $A-L C$ and $D$ have the same eigenvalues and the pairs $\left(A-L C, \chi_{1}\right)$, $\left(D, \chi_{2}\right)$ are observable for some $\chi_{1} \in \mathbb{R}^{1 \times N}, \chi_{2} \in \mathbb{R}^{1 \times N}$.
(3), (10) uncertainty of values of $z_{0}, r_{0}(x, t)$ and $\nu(t)$, respectively. Using Lemma 5 we obtain:

$$
\underline{\underline{d}(t)=\left[\begin{array}{c}
\underline{d}(t) \leq d(t) \leq \bar{d}(t) \quad \forall t \in[0, T), \\
\left\langle\underline{r}_{0}, \Phi_{1}^{+}\right\rangle-\left\langle\bar{r}_{0}, \Phi_{1}^{-}\right\rangle \\
\vdots \\
\left\langle\underline{r}_{0}, \Phi_{N}^{+}\right\rangle-\left\langle\bar{r}_{0}, \Phi_{N}^{-}\right\rangle
\end{array}\right], \bar{d}(t)=\left[\begin{array}{c}
\left\langle\bar{r}_{0}, \Phi_{1}^{+}\right\rangle-\left\langle\underline{r}_{0}, \Phi_{1}^{-}\right\rangle \\
\vdots \\
\left\langle\bar{r}_{0}, \Phi_{N}^{+}\right\rangle-\left\langle\underline{r}_{0}, \Phi_{N}^{-}\right\rangle
\end{array}\right]}
$$

and under Assumption 1

$$
-V \leq v(t) \leq V=\nu_{0}+\varrho h^{s+1}\left(l_{1}+l_{2}\right)
$$

Finally,

$$
\underline{\xi}_{0} \leq \xi(0) \leq \bar{\xi}_{0}
$$

where
$\underline{\xi}_{0}=\left(\Psi^{-1}\right)^{+} \underline{\varpi}-\left(\Psi^{-1}\right)^{-} \bar{\varpi}, \bar{\xi}_{0}=\left(\Psi^{-1}\right)^{+} \bar{\varpi}-\left(\Psi^{-1}\right)^{-} \underline{\varpi}$
and $\underline{\varpi}_{j} \leq \varpi_{j} \leq \bar{\varpi}_{j}$ for all $1 \leq j \leq N$ with

$$
\begin{aligned}
\bar{\varpi}_{j}= & \lambda\left[\left\langle\bar{z}_{0}, \Phi_{j}^{-}\right\rangle-\left\langle\underline{z}_{0}, \Phi_{j}^{+}\right\rangle\right]-\left\langle a \underline{z}_{0}^{\prime}, \Phi_{j}^{\prime+}\right\rangle+\left\langle a \bar{z}_{0}^{\prime}, \Phi_{j}^{\prime-}\right\rangle \\
& -\left\langle b^{+} \underline{z}_{0}^{\prime}-b^{-} \bar{z}_{0}^{\prime}, \Phi_{j}^{+}\right\rangle+\left\langle b^{+} \bar{z}_{0}^{\prime}-b^{-} \underline{z}_{0}^{\prime}, \Phi_{j}^{-}\right\rangle \\
& -\left\langle q^{+} \underline{z}_{0}-q^{-} \bar{z}_{0}, \Phi_{j}^{+}\right\rangle+\left\langle q^{+} \bar{z}_{0}-q^{-} \underline{z}_{0}, \Phi_{j}^{-}\right\rangle, \\
\underline{\varpi}_{j}= & \lambda\left[\left\langle\underline{z}_{0}, \Phi_{j}^{-}\right\rangle-\left\langle\bar{z}_{0}, \Phi_{j}^{+}\right\rangle\right]-\left\langle a \bar{z}_{0}^{\prime}, \Phi_{j}^{+}\right\rangle+\left\langle a \underline{z}_{0}^{\prime}, \Phi_{j}^{\prime-}\right\rangle \\
& -\left\langle b^{+} \bar{z}_{0}^{\prime}-b^{-} \underline{z}_{0}^{\prime}, \Phi_{j}^{+}\right\rangle+\left\langle b^{+} \underline{z}_{0}^{\prime}-b^{-} \bar{z}_{0}^{\prime}, \Phi_{j}^{-}\right\rangle \\
& -\left\langle q^{+} \bar{z}_{0}-q^{-} \underline{z}_{0}, \Phi_{j}^{+}\right\rangle+\left\langle q^{+} \underline{z}_{0}-q^{-} \bar{z}_{0}, \Phi_{j}^{-}\right\rangle,
\end{aligned}
$$

According to Assumption 3 (which is always satisfied if the pair $(A, C)$ is observable, for example) and [32] there is a nonsingular matrix $S \in \mathbb{R}^{N \times N}$ such that $D=S(A-L C) S^{-1}$. Now, applying the results of $[14,6]$ two bounded estimates $\underline{\xi}, \bar{\xi} \in C^{0}\left([0, T), \mathbb{R}^{N}\right)$ can be calculated, based on the available information on these intervals and $y(t)$, such that

$$
\begin{equation*}
\underline{\xi}(t) \leq \xi(t) \leq \bar{\xi}(t) \quad \forall t \in[0, T) \tag{12}
\end{equation*}
$$

For this purpose, following $[14,6]$, rewrite (5):
$\dot{\xi}(t)=(A-L C) \xi(t)+B u(t)+L y(t)-L v(t)+G d(t)$.
In the new coordinates $\zeta=S \xi$, (5) takes the form:
$\dot{\zeta}(t)=D \zeta(t)+S B u(t)+S L y(t)+\delta(t)$,
$\delta(t)=S[G d(t)-L v(t)]$. And using Lemma 1 we obtain

$$
\underline{\delta}(t) \leq \delta(t) \leq \bar{\delta}(t),
$$

Thus, by Assumption 2 three intervals $\left[\underline{z}_{0}, \bar{z}_{0}\right],\left[\underline{r}_{0}(x, t), \bar{r}_{0}(x, t)\right.$ where $\underline{\delta}(t)=(S G)^{+} \underline{d}(t)-(S G)^{-} \bar{d}(t)-|S L| E_{p} V$ and and $\left[-\nu_{0}, \nu_{0}\right]$ determine for all $(x, t) \in I \times[0, T)$ in $\bar{\delta}(t)=(S G)^{+} \bar{d}(t)-(S G)^{-} \underline{d}(t)+|S L| E_{p} V$. Next, for the
system (13) an interval observer can be proposed:

$$
\begin{gather*}
\underline{\dot{\zeta}}(t)=D \underline{\zeta}(t)+S B u(t)+S L y(t)+\underline{\delta}(t), \\
\dot{\bar{\zeta}}(t)=D \bar{\zeta}(t)+S B u(t)+S L y(t)+\bar{\delta}(t), \\
\underline{\zeta}(0)=S^{+} \underline{\xi}_{0}-S^{-} \bar{\xi}_{0}, \bar{\zeta}(0)=S^{+} \bar{\xi}_{0}-S^{-} \underline{\xi}_{0}, \\
\underline{\xi}(t)=\left(S^{-1}\right)^{+} \zeta(t)-\left(S^{-1}\right)^{-} \bar{\zeta}(t),  \tag{14}\\
\bar{\xi}(t)=\left(S^{-1}\right)^{+} \bar{\zeta}(t)-\left(S^{-1}\right)^{-} \underline{\zeta}(t),
\end{gather*}
$$

where the relations (1) are used to calculate the initial conditions for $\underline{\zeta}, \bar{\zeta}$ and the estimates $\underline{\xi}, \bar{\xi}$.

Proposition 8 Let assumptions 1, 2 and 3 be satisfied. Then for (5), (11) with the interval observer (14) the relations (12) are fulfilled and $\underline{\xi}, \bar{\xi} \in C^{0}\left([0, T), \mathbb{R}^{N}\right)$. In addition, $\underline{\xi}, \bar{\xi} \in L^{\infty}\left([0, T), \mathbb{R}^{N}\right)$ if $A-L C$ is Hurwitz.

PROOF. By Assumption $1 z \in L^{\infty}\left([0, T), W^{s+1, \infty}(I, \mathbb{R})\right)$, then $\xi, \zeta, \underline{\xi}, \bar{\xi} \in C^{0}\left([0, T), \mathbb{R}^{N}\right)$ and $\xi, \zeta \in L^{\infty}\left([0, T), \mathbb{R}^{N}\right)$ by construction. Define two estimation errors

$$
\underline{e}(t)=\zeta(t)-\underline{\zeta}(t), \bar{e}(t)=\bar{\zeta}(t)-\zeta(t)
$$

which yield the differential equations:
$\underline{\dot{e}}(t)=D \underline{e}(t)+\delta(t)-\underline{\delta}(t), \dot{\bar{e}}(t)=D \bar{e}(t)+\bar{\delta}(t)-\delta(t)$.
By Assumption 2 and the previous calculations,

$$
\delta(t)-\underline{\delta}(t) \geq 0, \bar{\delta}(t)-\delta(t) \geq 0 \forall t \in[0, T) .
$$

If $D$ is a Metzler matrix, since all inputs of $\underline{e}(t), \bar{e}(t)$ are positive and $\underline{e}(0) \geq 0, \bar{e}(t) \geq 0$, then $\underline{e}(t) \geq 0, \bar{e}(t) \geq 0$ for all $t \geq 0[13,35]$. The property (12) follows from these relations. If $A-L C$ is Hurwitz, $D$ possesses the same property, since all inputs $\delta(t)-\underline{\delta}(t), \bar{\delta}(t)-\delta(t)$ are bounded, then $\underline{e}, \bar{e} \in L^{\infty}\left([0, T), \mathbb{R}^{N}\right)$ and the boundedness of $\underline{\xi}, \bar{\xi}$ is followed by the boundedness of $\xi$.

Remark 9 In order to regulate the estimation accuracy it is worth to strengthen the conditions of stability for $\underline{\xi}, \bar{\xi}$ (Hurwitz property of the matrix $A-L C$ ) to a requirement that the $L_{\infty}$ gain of the transfer $\left[\begin{array}{l}\delta-\underline{\delta} \\ \bar{\delta}-\delta\end{array}\right] \rightarrow\left[\begin{array}{l}\bar{e} \\ \underline{e}\end{array}\right]$ is less than $\gamma$ for some $\gamma>0$. To this end, coupling this restriction with the conditions of Assumption 3 the following nonlinear matrix inequalities can be obtained:

$$
\begin{gather*}
{\left[\begin{array}{cc}
W^{T}+W+I_{N} & P \\
P & \gamma^{2} I_{N}
\end{array}\right] \preceq 0}  \tag{15}\\
W+Z \geq 0, P>0, Z>0  \tag{16}\\
S A-F C=P^{-1} W S \tag{17}
\end{gather*}
$$

which have to be solved with respect to diagonal matrices $P \in \mathbb{R}^{N \times N}$ and $Z \in \mathbb{R}^{N \times N}$, nonsingular matrices $S \in$ $\mathbb{R}^{N \times N}$ and $W \in \mathbb{R}^{N \times N}$, some $F \in \mathbb{R}^{N \times p}$ and $\gamma>0$. Then $D=P^{-1} W$ and $L=S^{-1} F$. It is easy to see that this system can be easily solved iteratively: first, a solution $P^{-1} W$ of the LMIs (15), (16) can be found for given $N>0$ with optimally tuned $\gamma>0$, second, the existence of a solution $S$ and $F$ of the LMI (17) can be checked. If such a solution does not exist, then another iteration can be performed for some other values of $N$.

Theorem 10 Let assumptions 1, 2 and 3 be satisfied and the matrix $A-L C$ be Hurwitz. Then for (3), (10) with the interval observer (7), (9), (14) the relations (8) are fulfilled and $\underline{z}, \bar{z} \in L^{\infty}(I \times[0, T), \mathbb{R})$.

PROOF. Since all conditions of Proposition 8 are satisfied, then the property (12) for $\xi(t)$ is true. Next, all restrictions of Lemma 6 are verified and the interval estimate (6) for $Z(t)$ is justified. Finally, the needed interval estimates for $z(t)$ can be obtained by applying Lemma 7 .

Remark 11 The designed interval observer can also be applied to a nonlinear PDE. If in Assumption 2,

$$
\underline{r}_{0}(x, t) \leq r_{0}\left(x, t, z, \frac{\partial z}{\partial x}, \frac{\partial z}{\partial t}\right) \leq \bar{r}_{0}(x, t)
$$

for some known $\underline{r}_{0}, \bar{r}_{0} \in L^{\infty}(I \times[0, T), \mathbb{R})$ for all $x \in I$, $t \in[0, T)$ and the corresponding solutions $z(x, t)$ (provided that they exist for such a nonlinear PDE and the Galerkin method can be applied), then the interval observer (7), (9), (14) preserves its form and the result of Theorem 10 stays correct. In such a case the proposed interval observer can be used for a fast and reliable calculation of envelops for solutions of nonlinear PDEs.

## 5 Control design

In this section the interval observer (14) is used to design a control law ensuring stabilization of the finitedimensional approximation (5), (11) in the spirit of [11], which implies also (under additional mild restrictions) the stabilization of (3).

In Theorem 10 the gain $L$ together with the transformation matrix $S$ have been used to guarantee the properties of positivity and stability for the dynamics of estimation errors $\underline{e}(t), \bar{e}(t)$. The positivity property has been obtained uniformly in $u(t)$. Thus, the control design can be applied in order to ensure boundedness of the observer estimates $\underline{z}(x, t), \bar{z}(x, t)$, that in its turn (since $\underline{z}(x, t) \leq z(x, t) \leq \bar{z}(x, t)$ for almost all $(x, t) \in I \times[0, T)$, see (8)) will provide boundedness of $z(x, t)$. An advantage of this approach is that the system (3) is uncertain, distributed and the state of that system cannot be measured (it is infinite-dimensional), while the observer (14)
together with (7), (9) is a completely known linear system with the accessible state $\underline{\zeta}(t), \bar{\zeta}(t)$ [11]. An obstacle is that the dimension of the state of (14) is $2 N$, while the dimension of the control is $m$, similarly to (5).

In our work, the control is chosen as a conventional state linear feedback:

$$
\begin{equation*}
u(t)=\underline{K} \underline{\zeta}(t)+\overline{K \zeta}(t) \tag{18}
\end{equation*}
$$

where $\underline{K}, \bar{K} \in \mathbb{R}^{m \times N}$ are two feedback matrix gains to be designed. To this end, let us consider the combined system, which consists of (13), (14) and (18):

$$
\begin{equation*}
\dot{\eta}(t)=(\widetilde{A}+\widetilde{B} K \Gamma) \eta(t)+\widetilde{\Delta}(t) \tag{19}
\end{equation*}
$$

where $\eta=\left[\zeta^{\mathrm{T}} \underline{\zeta}^{\mathrm{T}} \bar{\zeta}^{\mathrm{T}}\right]^{\mathrm{T}} \in \mathbb{R}^{3 N}$ is the combined state and

$$
\begin{gathered}
\widetilde{A}=\left[\begin{array}{ccc}
S A S^{-1} & 0 & 0 \\
S L C S^{-1} & D & 0 \\
S L C S^{-1} & 0 & D
\end{array}\right], \widetilde{B}=\left[\begin{array}{c}
S B \\
S B \\
S B
\end{array}\right], K=[0 \underline{K} \bar{K}], \\
\Gamma=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & I_{N} & 0 \\
0 & 0 & I_{N}
\end{array}\right], \widetilde{\Delta}(t)=\left[\begin{array}{c}
S G d(t) \\
\underline{\delta}(t)+S L v(t) \\
\bar{\delta}(t)+S L v(t)
\end{array}\right] .
\end{gathered}
$$

Proposition 12 Let assumptions 2 and 3 be satisfied. Then for (5), (11) with the interval observer (14) and the control law (18) the relations (12) are satisfied. In addition, $\xi, \underline{\xi}, \bar{\xi} \in L^{\infty}\left([0, T), \mathbb{R}^{N}\right)$ if there exists a matrix $\widetilde{X} \in \mathbb{R}^{3 N \times 3 N}$ in the form

$$
\tilde{x}=\left[\begin{array}{ccc}
x_{P} & 0 & 0  \tag{20}\\
0 & x_{Q} \\
0 &
\end{array}\right], x_{P}=X_{P}^{T} \in \mathbb{R}^{N \times N}, x_{Q}=x_{Q}^{T} \in \mathbb{R}^{2 N \times 2 N}
$$

and $\widetilde{Y} \in \mathbb{R}^{m \times 2 N}$ that satisfy the matrix inequalities

$$
\widetilde{A} \widetilde{X}+\widetilde{X} \widetilde{A}^{T}+\widetilde{B}\left[\begin{array}{ll}
0 & \widetilde{Y}
\end{array}\right]+\left[\begin{array}{ll}
0 & \tilde{Y} \tag{21}
\end{array}\right]^{T} \widetilde{B}^{T} \prec 0, X_{P} \succ 0, X_{Q} \succ 0
$$

then $[\underline{K} \bar{K}]=\widetilde{Y} X_{Q}^{-1}$ and (5), (11), (14), (18) is stable.

PROOF. The relations (12) can be substantiated repeating the same arguments as previously in Proposition 8 (they are independent in control).

Substitution of the control (18) into the equations of the interval observer (14) together with the actual system (13) will give us the equations of the combined system (19), in which $\widetilde{\Delta}(t)$ is bounded since the signals $d(t), \underline{\delta}(t), \bar{\delta}(t)$ and $\nu(t)$ are bounded by Assumption 2
and previous calculations made in Section 4. Calculating derivative of the Lyapunov function $V(\eta)=\eta^{\mathrm{T}} \widetilde{P} \eta$ we obtain

$$
\begin{aligned}
\dot{V}= & \eta^{\mathrm{T}}\left[(\widetilde{A}+\widetilde{B} K \Gamma)^{\mathrm{T}} \widetilde{P}+\widetilde{P}(\widetilde{A}+\widetilde{B} K \Gamma)\right] \eta+2 \eta^{\mathrm{T}} \widetilde{P} \widetilde{\Delta} \\
\leq & \eta^{\mathrm{T}}\left[(\widetilde{A}+\widetilde{B} K \Gamma)^{\mathrm{T}} \widetilde{P}+\widetilde{P}(\widetilde{A}+\widetilde{B} K \Gamma)+\chi I_{3 N}\right] \eta \\
& +\chi^{-1} \widetilde{\Delta}^{\mathrm{T}} \widetilde{P}^{2} \widetilde{\Delta}
\end{aligned}
$$

for some $\chi>0$. Therefore, to prove the proposition we need to ensure stability of the matrix $\widetilde{A}+\widetilde{B} K \Gamma$ by verifying the Lyapunov equation for the matrix $\widetilde{P}=$ $\widetilde{X}^{-1}$ :

$$
(\widetilde{A}+\widetilde{B} K \Gamma)^{\mathrm{T}} \widetilde{P}+\widetilde{P}(\widetilde{A}+\widetilde{B} K \Gamma) \prec 0
$$

which can be rewritten as

$$
\widetilde{A} \widetilde{X}+\widetilde{X} \widetilde{A}^{\mathrm{T}}+\widetilde{B} K \Gamma \widetilde{X}+\widetilde{X} \Gamma^{\mathrm{T}} K^{\mathrm{T}} \widetilde{B}^{\mathrm{T}} \prec 0
$$

and after the transformation

$$
\widetilde{B} K \Gamma \widetilde{X}=\widetilde{B} K\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & X_{Q} \\
0 &
\end{array}\right]=\widetilde{B}\left[\begin{array}{ll}
0 & \widetilde{Y}
\end{array}\right]
$$

it is equivalent to the stated LMI (21) for the variable $\widetilde{Y}=[\underline{K} \bar{K}] X_{Q}$.

Remark 13 In order to regulate the estimation accuracy it is worth to strengthen the conditions of stability for $\eta$ to a requirement that the $H_{\infty}$ gain of the transfer $\widetilde{\Delta} \rightarrow z$ is less than $\gamma$ for some $\gamma>0$, where $z=H \eta$ is an auxiliary performance output (for example, $z=\bar{\zeta}-\underline{\zeta}$ characterizes the interval estimation accuracy). To this end, consider again the Lyapunov function $V(\eta)=\eta^{T} \widetilde{P} \eta$ whose derivative can be rewritten as follows:

$$
\begin{aligned}
\dot{V}= & \binom{\eta}{\widetilde{\Delta}}\left(\begin{array}{cc}
(\widetilde{A}+\widetilde{B} K \Gamma)^{T} \widetilde{P}+\widetilde{P}(\widetilde{A}+\widetilde{B} K \Gamma)+H^{T} H & \widetilde{P} \\
\widetilde{P} & -\gamma^{2} I_{3 N}
\end{array}\right)\binom{\eta}{\widetilde{\Delta}} \\
& -z^{T} z+\gamma^{2} \widetilde{\Delta}^{T} \widetilde{\Delta} .
\end{aligned}
$$

As in the proof of Proposition 12 denote $\widetilde{P}^{-1}=\widetilde{X}$, then the following linear matrix equality can be obtained:

$$
\begin{aligned}
& \left(\begin{array}{cc}
\widetilde{X} & 0 \\
0 & I_{3 N}
\end{array}\right)\left(\begin{array}{cc}
(\widetilde{A}+\widetilde{B} K \Gamma)^{T} \widetilde{P}+\widetilde{P}(\widetilde{A}+\widetilde{B} K \Gamma)+H^{T} H & \widetilde{P} \\
\widetilde{P} & -\gamma^{2} I_{3 N}
\end{array}\right)\left(\begin{array}{cc}
\widetilde{X} & 0 \\
0 & I_{3 N}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
\widetilde{A} \widetilde{X}+\widetilde{X} \widetilde{A}^{T}+\widetilde{B}\left[\begin{array}{cc}
0 & \widetilde{Y}
\end{array}\right]+\left[\begin{array}{ll}
0 & \widetilde{Y}
\end{array}\right]^{T} \widetilde{B}^{T}+\widetilde{X} H^{T} H \widetilde{X} & I_{3 N} \\
I_{3 N} & -\gamma^{2} I_{3 N}
\end{array}\right)
\end{aligned}
$$

where

$$
[0 \widetilde{Y}]=K \Gamma \widetilde{X}
$$

and $\widetilde{Y} \in \mathbb{R}^{m \times 2 N}$ is a new matrix variable. Finally, using Schur complement we derive an LMI:

$$
\left[\begin{array}{ccc}
\widetilde{A} \widetilde{X}+\widetilde{X} \widetilde{A}^{T}+\widetilde{B}\left[\begin{array}{ll}
0 & \widetilde{Y}
\end{array}\right]+\left[\begin{array}{ll}
0 & \widetilde{Y}
\end{array}\right]^{T} \widetilde{B}^{T} & I_{3 N} & \widetilde{X} H \\
& -\gamma^{2} I_{3 N} & 0_{3 N} \\
I_{3 N} & 0_{3 N} & -I_{3 N}
\end{array}\right] \prec 0, \quad(22)
$$

which has to be solved with respect to the matrices $X_{P}$, $X_{Q}$ and $\widetilde{Y}$, then $[\underline{K} \bar{K}]=\widetilde{Y} X_{Q}^{-1}$ as in Proposition 12.

Remark 14 The required gains $\underline{K}$ and $\bar{K}$ exist if the matrix pair $(A, B)$ is controllable (stabilizable). Indeed, impose a restriction that $\underline{K}=\bar{K}=0.5 K S^{-1}$, where $K \in \mathbb{R}^{m \times N}$ now is a new controller gain to find, and consider two auxiliary variables

$$
e(t)=\zeta(t)-\frac{\zeta(t)+\bar{\zeta}(t)}{2}, w(t)=\bar{\zeta}(t)-\underline{\zeta}(t)
$$

which correspond to a regulation error with respect to the middle value of the estimated interval and the interval width, and whose dynamics is as follows:
$\dot{e}(t)=D e(t)+\delta(t)-\frac{\underline{\delta}(t)+\bar{\delta}(t)}{2}, \dot{w}(t)=D w(t)+\bar{\delta}(t)-\underline{\delta}(t)$.
Obviously, to study the stability property of (5), (11), (14), (18), instead of analysis of the vector $\eta$ its linear transformation $\eta^{*}=\left[\zeta^{T} e^{T} w^{T}\right]^{T} \in \mathbb{R}^{3 N}$ can be considered, then $u(t)=K S^{-1}(\zeta(t)-e(t))$ and

$$
\dot{\eta}^{*}(t)=A^{*} \eta^{*}(t)+\Delta^{*}(t)
$$

where
$A^{*}=\left[\begin{array}{ccc}S(A+B K) S^{-1} & -S B K S^{-1} & 0 \\ 0 & D & 0 \\ 0 & 0 & D\end{array}\right], \Delta^{*}(t)=\left[\begin{array}{c}S G d(t) \\ \delta(t)-\frac{\delta(t)+\bar{\delta}(t)}{2} \\ \bar{\delta}(t)-\underline{\delta}(t)\end{array}\right]$
As before, the vector $\Delta^{*}(t)$ is bounded, and the system stability follows the same property of the matrix $A^{*}$, which has an upper-triangular structure and if the matrix $D$ is stable (i.e. the pair $(A, C)$ is observable), then as in the conventional case the separation principle holds and the required conclusion can be justified for a stable matrix $A+$ $B K$. Note that the use in the control of both bounds, $\underline{\zeta}$ and $\bar{\zeta}$, allows to compensate the dependence of the dynamics of $\zeta$ on the interval width $w$, contrarily the case when only one bound is used, as in [26].

Now, in order to prove boundedness of the state of (3) with application of the control (18), let us replace Assumption 1 with the following one:

Assumption 4 Let the coefficients of (3), a, $b, q, p \in$ $L^{\infty}(I, \mathbb{R})$, be smooth on $I, z_{0}(x) \in H_{0}^{1}(I, \mathbb{R})$, $r_{0} \in$
$L^{2}\left([0, T), L^{2}(I, \mathbb{R})\right), r_{1} \in L^{2}(I, \mathbb{R})$ and for any $u \in$ $C^{1}([0, T), \mathbb{R})$ there exists a weak solution of (3) $z \in L^{2}\left([0, T), H_{0}^{1}(I, \mathbb{R})\right)$ with $\dot{z}_{t} \in L^{2}\left([0, T), H^{-1}(I, \mathbb{R})\right)$.

Using this regularity hypothesis it is possible to substantiate stabilization by the control (18) of the distributedparameter system (3):

Theorem 15 Let assumptions 2, 3 and 4 be satisfied. Then for the system (3), (10) with the interval observer (7), (14) and the control (18), the relations (8) are satisfied, and $z, \underline{Z}, \bar{Z} \in L^{\infty}(I \times[0, T), \mathbb{R})$.

PROOF. According to [12] with the restrictions on the coefficients, input and initial conditions of the system (3) introduced in Assumption 4, it holds that

$$
\begin{gathered}
z \in L^{2}\left([0, T), H^{2}(I, \mathbb{R})\right) \cap L^{\infty}\left([0, T), H_{0}^{1}(I, \mathbb{R})\right) \\
\dot{z}_{t} \in L^{2}\left([0, T), L^{2}(I, \mathbb{R})\right)
\end{gathered}
$$

and we have the estimate

$$
\begin{gathered}
\operatorname{csssup}_{0 \leq t \leq T}^{\operatorname{ess}}\|z(\cdot, t)\|_{H_{0}^{1}(I, \mathbb{R})}+\|z(\cdot, t)\|_{L^{2}\left([0, T), H^{2}(I, \mathbb{R})\right)} \\
\quad+\left\|\dot{z}_{t}(\cdot, t)\right\|_{L^{2}\left([0, T), L^{2}(I, \mathbb{R})\right)} \\
\leq c\left(\|r(\cdot, t)\|_{L^{2}\left([0, T), L^{2}(I, \mathbb{R})\right)}+\left\|z_{0}\right\|_{H_{0}^{1}(I, \mathbb{R})}\right)
\end{gathered}
$$

where the constant $c$ is depending only on $I, T$ and the coefficient functions $a, b, q, p$. Note that the above inequality does not imply boundedness of $z$, and it only states its existence on the interval of time $[0, T)$ (a kind of forward completeness in time). Therefore, Assumption 1 is valid for some $l_{1}>0$ and $l_{2}>0$, then we can apply the result of Proposition 2 to estimate the error of the approximation. Finally, since all conditions are satisfied, the results of Proposition 12 and Lemma 7 are true, then the conclusion on boundedness of $z, \underline{Z}, \bar{Z}$ follows.

## 6 Example

### 6.1 Academic example with control

Consider an unstable academic example of (3) with

$$
\begin{gathered}
\rho(x)=0.7 \sin (0.67 x), a(x)=1.5+1.5 \cos \left(0.2 x^{0.25}\right) \\
b(x)=-2+\sin (2 \sqrt{x}) \\
q(x)=-0.8-x^{2} \cos (3 x), r_{1}(x)=x^{3}+2.5 \\
r_{0}(x, t)=r_{01}(x) r_{02}(t), r_{01}(x)=0.1 \cos (3 \pi x),\left|r_{02}(t)\right| \leq 1
\end{gathered}
$$

and $T=10$, then $\lambda=1$ is an admissible choice and $r_{02}$ is an uncertain part of the input $r_{0}$ (for simulation $\left.r_{02}(t)=\cos (5 t)\right)$, then

$$
\underline{r}_{0}(x, t)=-\left|r_{01}(x)\right|, \bar{r}_{0}(x, t)=\left|r_{01}(x)\right| .
$$

The uncertainty of initial conditions is given by

$$
\underline{z}_{0}(x)=z_{0}(x)-1, \bar{z}_{0}(x)=z_{0}(x)+1,
$$

where $z_{0}(x)=\sin (\pi x)$ is the function used as the initial condition for simulation. Take $\Delta=\{0, h, 2 h, \ldots, 1-$ $h, 1\}$ with $h=1 / N^{\prime}$, and a pyramidal basis

$$
\Phi_{i}(x)= \begin{cases}0 & x \leq x_{i-1}  \tag{23}\\ \frac{x-x_{i-1}}{x_{i}-x_{i-1}} & x_{i-1}<x \leq x_{i} \\ \frac{x_{i+1}-x}{x_{i+1}-x_{i}} & x_{i}<x \leq x_{i+1} \\ 0 & x \geq x_{i+1}\end{cases}
$$

for $i=0, \ldots, N=N^{\prime}$ (it is assumed $x_{-1}=-h$ and $\left.x_{N+1}=1+h\right)$. For simulation we took $N=10$, then the approximated dynamics (5), (11) is an observable system, and assume that $\varrho h^{s+1}\left(l_{1}+l_{2}\right) \leq \bar{\varrho}=0.1$. Let $p=3$ with $x_{1}^{m}=0.2, x_{2}^{m}=0.5, x_{3}^{m}=0.8$, and

$$
\nu(t)=0.1[\sin (20 t) \sin (15 t) \cos (25 t)]^{\mathrm{T}},
$$

then $\nu_{0}=0.14$. For calculation of the scalar product in space or for simulation of the approximated PDE in time, the explicit Euler method has been used with the step 0.01 . The matrix $L$ is selected to ensure distinct eigenvalues of the matrix $A-L C$ in the interval $[-10.22,-1.4]$, then $S^{-1}$ is composed by eigenvectors of the matrix $A-L C$ and the matrix $D$ is chosen diagonal.

To calculate the control matrix $[\underline{K} \bar{K}]$ the LMIs (22) has been used with YALMIP optimization toolbox in Matlab, and it is found with $\gamma=1.1505$ that

$$
\begin{aligned}
\underline{K}=\bar{K} & =\left[\begin{array}{llll}
-0.034 & 0.126 & 0.122 & 0.076 \\
0.185
\end{array}\right. \\
& -0.018-0.508
\end{aligned}
$$

The results of the interval estimation and control are shown in the Fig. 1 for different instances of time, where red lines corresponds to $Z(x, t)$, while green and blue ones represent $\underline{z}(x, t)$ and $\bar{z}(x, t)$, respectively (20 and 40 points are used for plotting in space and in time).

### 6.2 Black-Scholes model

The Black-Scholes PDE governs the price evolution of an option under the so-called Black-Scholes model (a mathematical model of a financial market containing de-


Figure 1. The results of the interval estimation of the academic example for different instants of time: $t=0,0.25,1,10$ for $N=10$
rivative investment instruments ${ }^{1}$ ):

$$
\begin{gathered}
\frac{\partial \mathcal{V}(S, t)}{\partial t}=-\frac{1}{2} \sigma^{2} S^{2} \frac{\partial \mathcal{V}^{2}(S, t)}{\partial S^{2}}-(r(t)-q(t)) S \frac{\partial \mathcal{V}(S, t)}{\partial S} \\
+r(t) \mathcal{V}(S, t)+g(S) \quad \forall(S, t) \in I \times(0, T), \\
\mathcal{V}(S, 0)=\mathcal{V}_{0} \quad \forall S \in I, \\
0=\mathcal{V}(0, t)=\mathcal{V}(1, t) \quad \forall t \in(0, T),
\end{gathered}
$$

where $\mathcal{V}(S, t)$ is the price of the option, $S$ is the stock price belonging a given interval of admissible prices $I$; $r$ is the risk-free interest rate, $q$ is the dividend rate of the underlying asset, $\sigma$ is the volatility of the stock; and $g(S)$ is an inhomogeneous term [5, 17]. Obviously, this equation can be presented in the form of (3) with the following parameters ( $x=S$ for a normalized price):
$a(x)=-0.16 x^{2}(2+\sin (x)) \cos (x)-0.16 x(2+\sin (x))^{2}$,
$\rho(x)=1, b(x)=-0.06 x, q(x)=0.06, r_{1}(x)=0.8 x^{2}-1$, $r_{0}(x, t)=r_{01}(x) r_{02}(t), r_{01}(x)=0.2 \sin ^{2}(3 \pi x),\left|r_{02}(t)\right| \leq 1$,
with $T=5$, then $\lambda=1$ is an admissible choice and $r_{02}$ is an uncertain part of the input $r_{0}$, the uncertainty of initial conditions (for simulation $z_{0}(x)=\max (x-$ $\left.25 e^{-0.06 x}, 0\right)$ is given by the interval

$$
\underline{z}_{0}(x)=\max \left(z_{0}(x)-0.1,0\right), \bar{z}_{0}(x)=z_{0}(x)+0.1 .
$$

The decomposition basis (23) is taken as in the previous example, points for measurements with $p=3$ are $x_{1}^{m}=$ $0.2, x_{2}^{m}=0.5, x_{3}^{m}=0.8$, and

$$
\nu(t)=0.2[\cos (2 t) \sin (1.8 t) \cos (3 t)]^{\mathrm{T}},
$$

then $\nu_{0}=0.217$. For calculation of the scalar product in space or for simulation of the approximated PDE in time,

[^1]

Figure 2. The results of the interval estimation for the Black-Scholes model


Figure 3. The results of the interval estimation of the Black Scholes model at instant of time time $t=0, \frac{T}{2}, T$
the implicit Euler method is used with the step 0.01. The matrix $L$ is selected to ensure distinct eigenvalues of the matrix $A-L C$ in the interval $\left[-8.63,-0.72\right.$ ], then $S^{-1}$ is composed by eigenvectors of $A-L C$ and the matrix $D$ is chosen diagonal. The results of the interval estimation are shown in Fig. 2, where the red surface corresponds to $Z(x, t)$, while green and blue ones represent $\underline{z}(x, t)$ and $\bar{z}(x, t)$, respectively ( 20 and 40 points are used for plotting in space and in time). In the Fig. 3 the interval estimates are shown for different instants of time.

## 7 Conclusion

Taking a parabolic PDE with Dirichlet boundary conditions, a method of design of interval observers is proposed, which is based on a finite-element approximation. The errors of discretization given in [41] are taken into account by the interval estimates. The proposed interval observer is used for control of an uncertain PDE system. The efficiency of the proposed interval observer and control is demonstrated through numerical experiments with the academic and Black-Scholes models.

For future research, the passage to finite-element approximation can be avoided developing conditions of positivity of solutions of a PDE. Next, more complex uncertainty of PDE equation can also be incorporated in the design procedure. Besides, this approach can be extended as well to PDEs with Neumann, Robin, or mixed boundary conditions.
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