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Résumé

Les évolutions technologiques des modalités diagnostiques d'imagerie par rayons X permettent aux
radiologues d'améliorer la qualité du diagnostic et les soins aux patients. Dans ce contexte, le nombre
d'examens radiologiques effectué en radiographie conventionnelle, fluoroscopie ou tomodensitométrie
(TDM) est en constante augmentation. L'imagerie TDM contribue a environ 70% de la dose efficace
annuelle totale délivrée a la population par l'imagerie par rayons X. Comme |'utilisation des rayons X en
imagerie médicale est liée a un risque d’induction de cancer, risque décrit par le modeéle linéaire sans seuil,
développé traditionnellement pour la radioprotection des patients ; de nombreux efforts ont été mis en
ceuvre pour réduire I'exposition du patient afin de s'assurer que le bénéfice pour le patient reste supérieur
aux risques engendrés. Néanmoins, bien que le risque d'induire un cancer ne puisse étre négligé, le risque
majeur pour le patient, dans la mesure ou le processus de justification est respecté, est la non-détection
d'une lésion pathologique.

Le but de ce travail était de proposer une stratégie pour optimiser |'exposition des patients tout en
maintenant la précision du diagnostic en utilisant une méthodologie pertinente dans un contexte clinique.
Dans ce contexte, I'analyse objective de qualité d'image devrait tenir compte des quatre éléments suivants:
(1) elle devrait étre liée a une tache; (2) les propriétés des signaux et des milieux doivent étre définies en
fonction de leurs propriétés statistiques; (3) I'observateur doit étre spécifié et (4) une figure de mérite doit
étre définie. Ainsi, les modeles d’observateurs, outils mathématiques utilisés comme substitut aux
observateurs humains, sont performant pour estimer objectivement la qualité d'image et répondre a une
tache diagnostique précise. Les modeles d’observateurs peuvent en effet effectuer une tache (par exemple,
détection de lésion) pour un type d'image et un signal (par exemple, un fond uniforme mais bruité) et
permettre une estimation quantitative de la performance (par exemple, I’aire sous la courbe ROC).

En outre, I'avantage des modéles d’observateurs est qu'ils sont économiques, en terme de temps et
d’argent, et sont également consistant dans leurs réponses contrairement aux observateurs humains.

Ce travail montre que l'utilisation d'une approche axée sur la tache clinique pour comparer les unités de
TDM et les protocoles cliniques en terme de qualité d'image et d'exposition des patients devient réalisable
grace aux modeles d’observateurs. Une telle approche donne l'opportunité d’estimer le potentiel de
réduction de dose offert par les derniers développements technologiques. Elle permet aux physiciens
médicaux de convertir les informations cliniquement pertinentes définies par les radiologues en des
criteres de qualité d'image.



Abstract

The technological evolutions of diagnostic X-ray imaging modalities enable to radiologists improve
diagnosis quality and patient care. In this context, the number of X-ray examinations like conventional
radiography, fluoroscopy or computed tomography (CT), is increasingly used in patient care. The risk
associated with the use of ionizing radiation in medical imaging is the risk of inducing cancer, a risk which is
by the Linear No-Threshold model traditionally developed for patient radiation protection. In addition, CT
imaging contributes to roughly 70 % of the total annual effective dose delivered by X-ray imaging to the
population. Because of this, many efforts have been made to decrease patient exposure to ensure that the
risk benefit balance clearly lies on the benefit side. Nevertheless, while the risk of inducing cancer cannot
be neglected, the major risk for the patient, if the justification process is respected, was the non-detection
of a pathological lesion.

The goal of this work was to propose a strategy to optimise patient exposure while maintaining diagnostic
accuracy using a task-based methodology that is pertinent in a clinical context when dealing with CT
imaging.

In this context, objective image quality should be developed and should take into account the following
four elements: (1) It should be linked to a task; (2) the properties of signals and backgrounds have to be
defined in accordance with their statistical properties; (3) the observer should be specified and (4) a figure
of merit should be precisely defined and quantified. In this sense, model observers, which are
mathematical tools potentially used as a surrogate for human observers are well suited to objectively
estimate image quality at the diagnostic accuracy level. They can indeed perform a task (e.g. lesion
detection) for a given type of image and signal (e.g. noisy uniform background) and allow a quantitative
performance estimation using for example the area under the receiver operating characteristic curve. In
addition, the advantage of model observers is that they are economical, both in terms of time and money
and they are consistent unlike the human observers.

This work shows that using a task-based approach to benchmark CT units and clinical protocols in terms of
image quality and patient exposure becomes feasible with model observers. Such an approach may be
useful for adequately and quantitatively comparing clinically relevant image quality and to estimate the
potential for further dose reductions offered by the latest technological developments.

The methodology developed during this PhD thesis enables medical physicists to convert clinically relevant
information defined by radiologists into task-based image quality criteria.
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1 Introduction

The technological evolution of diagnostic X-ray imaging modalities has enabled radiologists to have access
to increasingly efficient systems, improving the quality of diagnosis and patient care. In this context,
diagnostic X-ray imaging modalities like conventional radiography, fluoroscopy, nuclear medicine or
computed tomography (CT), are increasingly used for patient care. Because of this, however, diagnostic X-
ray imaging nowadays contributes from 25 to 50 % of the total annual effective dose of the population of
western countries %. In 2007, in Switzerland or in France, the average effective dose per inhabitant due to X-
ray imaging was about 1.2 mSv but increased to 1.4 mSv in 2013 2,2 with an expected further increase to
come. In comparison, in Germany, the average dose per inhabitant due to x-ray imaging was about 1.7 mSv
in 2010 with 1.15 mSv due to CT imaging *. It is worth mentioning that the contribution of the collective
effective dose of the different modalities mentioned above is quite uneven. In Switzerland in 2013, for
example, about 1.0 mSv was due to CT examinations. That represented 70% of the collective effective dose
delivered to the population whereas it represented only 10 % of the number of examinations®® (Figure 1).

CT Others;
scanning; 2.24
9.6
Dental; 0.9
Mamography;
2.6 _—X-rays;
10.7
X-rays; Mamograp
38.8 hy; 0.8

Figure 1: Summary of frequency and dose distribution

To control this trend, two radiation protection principles must be reinforced: the justification of the
examination and the optimisation of the radiological procedure. Justification means that the examination
must be both medically indicated and useful. While this work focuses entirely on the second principle—
optimisation—it is important to note that a more rigorous justification would be an efficient way to
improve the radiation protection of the population in the field of medical imaging. Justification should not
only address the usefulness of the examination, but should also provide some information concerning the
radiological information required to answer the clinical question, including indications for the image quality
level required, which would in turn then facilitate the optimisation process. The new Swiss Ordinance on
radiation protection is now more precise on the justification aspect by applying the Basic Safety Standard
(BSS) published in 2014 by the International Atomic Energy Agency (IAEA).

For the second principle, the optimization process should ensure that a CT unit is as efficient as
possible to convert the radiation received by the detectors into valuable image information. To achieve
this, it is essential that the acquisition protocols are optimised in order to find the best trade-off between
image quality and patient exposure, whatever the patient morphology.
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The major risk associated with the use of ionizing radiations in CT imaging is the risk of inducing
cancer. This risk is nevertheless still debated (especially for low dose levels) because the uncertainties are
too high to clearly demonstrate a link in medical imaging between dose and cancer induction 72, However,
recently published results show that, at the cellular level, radiation effects were detected following CT

examinations 34

. In such a context, the precautionary principle must be applied and the Linear No-
Threshold model (LNT) is the standard used in the area of patient radiation protection ** as in the field of
workers exposed to ionizing radiations. Many efforts have been made by manufacturers, medical
physicists, and radiologists to optimise clinical protocols in order to ensure that the risk benefit balance
clearly lies on the benefit side (Figure 2). Nevertheless, while the risk of inducing cancer cannot be
neglected, the major risk for the patient, if the justification process is respected, is the non-detection of a
pathological lesion. Accordingly, it is important to be sure that dose reductions do not impair the diagnostic

information required by the radiologist.

A

Radiation risk

Optimal area

=

Net risk

Misdiagnosis

—

Radiation exposure

Figure 2: Trade-off between radiation risk and misdiagnosis

In response to the population’s increased exposure through medical imaging, the supervisory authorities
have strongly advocated for dose reductions. However, while still keeping this in mind, instead of
considering the dose aspects, medical and imaging teams should first ensure that the necessary diagnostic
information is contained in the images while trying to keep patient exposure as low as possible.

Image quality assessment in medicine can be complex and one way to tackle the problem is to take the
approach proposed by Fryback and Thornbury ® which proposes a “Hierarchical Model of Efficacy”: from
the pure technical properties of image quality (such as Signal-to-Noise Ratio (SNR), Modulation Transfer
Function (MTF), Noise Power Spectrum (NPS), ...) to the impact of image information on the therapy, the

patient well-being or even the societal efficacy (Table 1) 728,
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Level Designation

Technical efficacy
Diagnostic accuracy
Diagnostic thinking
Therapeutic efficacy

Outcome efficacy

a U W N

Societal efficacy

Table 1: Six-level of Hierarchical Model of Efficacy for image quality assessment

Until now image quality assessments made by medical physicists addressed only the first level of the scale
proposed by Fryback et al. ', One way to improve the situation would be to work at the second level of the
scale using image quality criteria that are linked to a diagnostic task (task-based image quality criteria).
Figure 3 from J. B. Solomon’s PhD thesis shows the importance of assessing image quality in relation to a
diagnostic task °. In the top row, the two images have different noise levels, but if the image quality is
evaluated with a task-based criterion (detection of a calcified structure), the outcome will be similar.
However for another task, such as the detection of a focal liver lesion (bottom row), the difference in image
noise levels might lead to a different outcome.

Figure 3: The top row shows two images of the same patient who underwent a CT exam due to suspected Kidney stones. The bottom
row shows two images in which a liver lesion is nearly rendered by the noise in the left image (from Solomon’s PhD thesis)
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Most of the time, clinical image quality is subjectively assessed and the overall perceived aspect of the
image is of prime importance. With the filtered back projection (FBP) reconstruction technique, dose
reduction is associated with an increase of image noise that leads radiologists to potential difficulties of
detecting low contrast lesions. On the contrary, with iterative reconstruction (IR) techniques, a dose
reduction is not systematically associated with high noise content in the images. Moreover, it is possible to
get reasonably “good looking images” at a low dose level even if their diagnostic information content is
quite low. These images can be adequate for some diagnoses but might lead to misdiagnoses for other
indications. With the use of IR, the relationship between the object and its signal obtained from the
imaging system is no more linear. This means that the traditional metrics used to objectively assess image
quality must be adapted or changed. With IR, the production of reasonably “good looking images” prevents
a reliable subjective assessment of image quality by radiologists. A way to address this challenge is by using
clinically relevant task-based image quality criteria.

As mentioned previously, the first step of the optimisation process is to ensure that a maximum of X-rays
produced by the imaging unit is converted into information. Previously, several figures of merit (FOM) were
used to characterise the performances of a CT unit from an image quality point of view. FOM such as the
“Q-value” (introduced by ImPACT in the UK) that combines a set of image quality and dose parameters
already made it possible to evaluate and compare the performance of CT units. While this approach was
quite useful during the development of CT technology, where performances between different units could
vary drastically, it appears now that the sensitiveness of those methods are quite limited. Until recently,
image quality was almost exclusively estimated through technical properties (SNR, MTF, NPS ...)
corresponding to the 1st level of the Hierarchical Model of Efficacy. This estimation was correct because it
was assumed that a good set of basic image parameters always led to good diagnostic accuracy.

The introduction and the development of IR created a new challenge in the field of image quality
assessment. Limiting the CT characterisation using metrics remaining in the first level of the Hierarchical
Model of Efficacy scale is not enough. In this case the image quality must be assessing at the minimum at
the second level of the Hierarchical Model of Efficacy scale to ensure an adequacy between image quality
and clinical needs. According to Barrett and Myers ¥/, objective image quality at the diagnostic accuracy
level, 2" level of Hierarchical Model of Efficacy, should take into account the four following factors: (1) It
should be linked to a task; (2) the properties of signals and backgrounds have to be defined in accordance
with their statistical properties; (3) the observer should be specified and (4) a FOM should be precisely
defined and quantified. In this context model observers (MO), are intrinsically well suited to estimate image
quality at the diagnostic accuracy level. In fact, they can perform a task (e.g. detection) for a given type of
image and signal (e.g. noisy uniform background) and estimate the performance in quantitative terms, like
the area under the Receiver Operating Characteristic (ROC) curve (AUC). Using similar metrics for patient
dose surrogates as for the Q-value, there is a way to characterise the efficiency of CT when dealing with
specific tasks. This methodology could also be taken into account when dealing with the optimisation of
clinical protocols. Finally, concerning patient exposures, the volume Computed Tomography Dose Index
(CTDlyl), as well as the Dose Length Product (DLP) are used as a surrogate for patient exposure. The
medical physicist has an active role in the process of dose management and quality assurance. The next
challenge is to increase the participation of the medical physicists in the image quality optimisation
process; to do that it is important to define relevant imaging tasks that could be used as a surrogate for
image quality (Figure 4).
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Figure 4: The role of the medical physicist in a radiology department
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2 Goal of the PhD thesis

The goal of this PhD thesis was to propose a strategy to optimise patient exposure using image quality
criteria that make sense in a clinical context when dealing with CT imaging. The first part of this work was
devoted to defining the impact of technological developments on image quality in the field of CT imaging
using a task-based approach. The second part was devoted to providing tools to measure the diagnostic
accuracy of the clinical protocols. Finally, this work proposes a way to link radiologists’ needs and medical
physicists’ tasks, trying to convert the clinically relevant information into simple task-based image quality
criteria. The different methods used in this PhD thesis to achieve the different aims cited here are
described in detail in the following parts.

3 Radiation dose estimation

In CT imaging, dose indicators were introduced to characterise the patient exposure and dosimetric
guantities were introduced to estimate the radiological risk.

3.1 Computed Tomography Dose Index

To initiate an optimization process the first step is to provide some dose and risk indicators to the users.
Many efforts have been made to better estimate the risk part of CT examinations by introducing
standardised ways to quote patient exposure, for example CTDI and DLP concepts. CTDI is defined as dose
profile integrated over 100 mm obtained by one rotation of the tube in axial acquisition, divided by the
collimation width (see equation below). This index is used as a surrogate of the absorbed dose in the
patient per scanned length unit. The scattered radiation largely overflows from the collimation and is an
important part of the dose to the patient, so the CTDI must take this dose contribution into account. This is
why the dose profile is integrated over 100 mm, well beyond the collimation width %,

1 +50
CTDI == [ D(z)dz
L. %
CTDI: computed tomography dose index [mGy]
D(z): Absorbed dose profile along the longitudinal axis [mGy]
Lc: Collimation width [mm]

To evaluate the average dose in the slice, the weighted CTDI (CTDly) is defined as a weighted sum of the
CTDI in the centre (CTDI.) and periphery of the CTDI (CTDI,) phantom, as shown in the following equation:

CTDIW=%CTDIC +§CTDIp

At the end, CT manufacturers report the CTDI,o on the scanner control console for each examination as a
requirement by the International Electrotechnical Commission (IEC) CT safety standard 2. The CTDl, is the
CTDI normalised by the pitch.

CTDI,, = CTDIW
pitch
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To improve the scope of CT dose estimation, an adaptation of the definition of the CTDIl,, has been
proposed to enable a qualification of CT units having wider nominal beam widths ?2. The CTDlyo is used as a
dose indicator for patient exposure but it is particularly important to note that it quantifies the dose in a
simple and homogenous phantom, and is not the actual dose delivered to the patients.

3.2 Dose Length product

DLP quantifies the total dose absorbed on the explored length, but cannot be used to assess the stochastic
risk associated to an examination. The total dose delivered to a patient during a CT examination depends
on the scanned length and is estimated from the CTDl,, with the DLP metric.

DLP=CTDI , -L

vol *
DLP: Dose Length Product [mGy - cm]

CTDIvol: [mGy]

L: scan length [cm]

3.3 Effective Dose

Nowadays it is suggested that the most appropriate quantity for estimating the risk due to diagnostic
imaging procedures is the radiation dose to individual organs '°. The DLP quantifies the absorbed dose in
the irradiated volume, the assessment of the stochastic risk requires taking into account the radio-
sensitivity of the exposed organs by calculating the effective dose (E) 2 2* 2. The calculation of the effective
dose is not straightforward because it requires precise knowledge of the dose absorbed by a selected
organ. It also depends on the fraction of the volume of each organ exposed to in the primary field and the
distribution of the scattered radiation. To simplify the estimation of the effective dose or even organ dose
from simpler metrics such as CTDI,o; and DLP, conversion factors or software, such as the one proposed by
Impactscan can be used 2°. Mean conversion factors (epip) that convert the DLP quantity into effective dose
have been proposed for the most common CT scans, allowing a quick estimation of the effective dose but
with a limited accuracy. The values of the epp must also be adjusted according to age and morphology of
the patient, even if effective dose is defined by the International Commission on Radiological Protection
(ICRP) for a reference adult or for child of 0, 1, 5 and 10 years old °. A set of epip values is given is Table 1 %7,
E=DLP-e,,
E: Effective dose [mSv]
DLP: Dose Length Product [mGy - cm]
epip: Conversion factor [mSv - mGy™! - cm™]

epe (MSV - mGy? - cm?)

Region of body Oyearold 1yearold 5yearold 10yearold Adult

Head and neck 0.0130 0.0085 0.0057 0.0042 0.0031
Head 0.0110 0.0067 0.0040 0.0032 0.0021
Neck 0.0170 0.0120 0.0110 0.0079 0.0059
Chest 0.0390 0.0260 0.0180 0.0130 0.0140
Abdomen 0.0490 0.0300 0.0200 0.0150 0.0150
Trunk 0.0440 0.0280 0.0190 0.0140 0.0150

Table 2: epr conversion factor
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3.4 Size Specific Dose Estimator

When the patient's size differs significantly from the diameter of the CTDI phantom (< 32 cm for the CTDI
abdomen phantom); the average dose delivered in a slice may be significantly different from the numerical
value given by the CTDl,o. A correction of CTDI,, by a factor depending on the effective diameter of the
patient (geometric mean between the lateral size and the thickness of the patient) is necessary. The
corrected CTDlyo is called Size Specific Dose Estimator (SSDE) 2. However, the SSDE cannot be used to
calculate the effective dose that is determined for a standard patient.

SSDE=f/(LAT - AP) -CTDI,,

SSDE: Size Specific Dose Estimator [mGy]

f: correction factor in terms of effective diameter
LAT: patient lateral size [cm]

AP: thickness of the patient [cm]

In summary, the estimation of organ dose and effective dose for various anatomies and for standard
acquisition protocols in general without tube current modulation, are well documented. Less scientific data
are available when dealing with tube current modulation which is the most frequent situation in clinical
routine and this constitutes a strong limitation to properly estimating the absorbed dose to the organs with
the automatic tube current modulation . Tube high voltage variation during the acquisition and organ
base modulation require a further effort in the way organ doses are estimated if the acquisition protocols
are to be optimised in a realistic way.

3.5 Diagnostic Reference Level

The diagnostic reference levels (DRL) is a concept used for optimising patient exposure. They provide a
reference frame but are not dose limits. DRLs make it possible to set up different plans of action or
correction when patient exposure is too high in comparison to nationally or regionally accepted DRL values.
In radiology, the DRL is defined as the third quartile of the distribution of dose indicators (CTDIy, and DLP)
for a given protocol. They are obtained by organising national surveys of the practice. The limitations of
current DRLs are that they are defined per anatomical region which is insufficient when willing to optimise
a protocol on the basis of the clinically relevant diagnostic information.

4 Dose reduction techniques

Technologically, CT scanners have continuously evolved in terms of improving their diagnostic accuracy.
Nowadays the main effort is made on dose reduction. Automatic tube current modulation and iterative
reconstructions are the two main tools used in clinical routines to decrease patient exposure.

4.1 Automatic Tube Current Modulation

Since 1994 manufacturers have proposed efficient tools such as the automatic tube current modulation
(ATCM) to reduce patient exposure from 15% to 53% in comparison to constant tube current 30 31 3230 33 34
%, The current modulation can be carried out along the longitudinal axis (longitudinal modulation) and/or

take into account differences in absorption during the rotation of the X-ray tube (angular modulation).
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To define the way the modulation works, two paradigms are used by the different manufacturers. First, the
modulation may be calculated to maintain noise levels per slice close to previously introduced target
values, and is used by GE and Toshiba. Second, the modulation can be calculated to maintain a constant
level of overall diagnostic quality for all patient sizes with respect to a reference image, thus allowing a
higher noise level for larger patients (mainly because of the intrinsic contrast generated by inter-organ fatty
tissue) or lower noise for thinner patients, a technique used by Philips and Siemens. But the ATCM is
relatively sensitive to the patient position in the gantry 3. Moreover, some units have an organ based tube
current modulation to spare selected organs (such as eye lens, thyroid or breast) with the possibility to
modify the tube current during the acquisition 3. Recently, tube voltage modulation has been proposed to
automatically select the tube voltage as a function of patient size and diagnostic task. For example, lower
tube voltage can result in an improved radiation contrast and in the same time lead to a noticeable dose
reduction in acquisitions where iodine contrast material is used 38,

4.2 Iterative reconstruction

Historically, standard FBP was used to reconstruct CT images in a very efficient way; nowadays IR
algorithms are replacing the FBP algorithm. One of the limitations of the FBP algorithm is that an equal
weight is given to all data that are collected whatever their information content. This means that when the
attenuation is not constant during the rotation of the tube, some noisy projections significantly impair the
image quality of FBP reconstructed images. IRs gives weight to the projection according to their
information content. This enables noticeable dose reductions but introduces some change in the image’s
texture. There are two types of IR algorithms: First, the statistical IR acts on the statistical properties of
image noise; it uses a blend of FBP images with different strength levels where images are reconstructed in
the raw data domain and in the image domain to reduce image noise 40 41 42 43 44 45 46 47 48 49 50 51

The other category of IR is a statistical model based IR; this algorithm uses a refined local image noise
model that predicts the variance of the image noise in different directions in each image pixel and adjusts
the space-variant regularization function correspondingly. The anisotropic noise model in each image pixel
is obtained by analyzing the statistical significance of the raw data contributing to that pixel (in the raw
data sinogram). It is of note that these iterative reconstructions work in general like black boxes. The
solutions proposed might use some statistical properties of the data (by putting, for example, more weight
on the intense rays rather than on the highly attenuated rays where the noise level is high) but in the end,
all these solutions modify the image texture.

Finally, GE developed a full model based IR with the commercial name of VEO. Unlike its first iterative
reconstruction Adaptive Statistical Iterative Reconstruction (ASIR), VEO is a fully iterative method that not
only considers the data statistics but also the geometry of the machine itself by taking into account the
voxel volumes of the scanned object, the focal spot size, the active area size of the detector; furthermore,
iterations take place back and forth in the sinogram and image domains, converging gradually towards an
optimised image “solution”. Moreover, to enhance model precision of the CT scanner, complex
mathematical formulations were determined to account for physical effects such as beam hardening,
scatter and metal attenuation artefacts. Due to its complexity and specific properties, today VEO is only
designed for acquisitions performed with the Discovery CT750 HD scanner (GE Healthcare, Waukesha, WI,
USA) and a significant reconstruction time is still required to reconstruct CT images (over 30 to 45 minutes
for a set of one hundred images) but dose reduction by factors as large as 3 to 7 might be possible without
losing diagnostic information 525334,
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Statistical model based

Manufacturers Statistical IR & Model-based IR
GE ASIR ASiR-V VEO
Philips iDose? IMR
Siemens IRIS / SAFIRE ADMIRE
Toshiba QDS*/ AIDR 3D FIRST

Table 3 : Classification of the different commercially iterative algorithms

IRs may indeed drastically reduce patient exposure. Their use, however, poses a severe problem terms of
on the image quality assessment because these new algorithms are no longer linear and their behaviour is
image content dependent.

apply inverse model apply inverse model

Regularise 7 Regularise Regularise
rawdata -~ rawdata image

Conventional FBP with rawdata denoising ASIR (GE), AIDR3D (Toshiba), IRIS (Siemens), iDose (Philips)

apply inverse model

apply inverse model

Regularise Regularise E
rawdata image

apply forward model

SAFIRE, ADMIRE (Siemens)

apply forward model

Veo/MBIR (Ge)

Figure 5: Schematic process of the different IR
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5 Technological efficacy (1 level of Hierarchical Model of Efficacy)

The technical efficacy of diagnostic imaging concerns the physical parameters describing technical image

quality in an imaging system.

5.1 Physical metrics in the image domain

In CT, different image quality metrics are used in the spatial and frequency domains % 5. Noise is a key
parameter of image quality when dealing with the detection of low-contrast structures. Noise is voxel value
fluctuation from one voxel value to another around the average voxel value in a homogeneous background.
This phenomenon has two sources: the quantum noise related to the randomness of the number of
photons emitted and detected per voxel, and the noise added by the electronic system (signal amplification
and readout). To simply quantify the amount of noise in the image the standard deviation of voxel values
(o,) in @a homogeneous area is used.

In practice, the signal corresponds to the average pixel attenuation measured in a region of interest (ROI)
and the noise is computed as to the standard deviation of the pixels. From the noise and signal values, the
signal to noise ratio (SNR) and contrast to noise ratio (CNR) can be obtained:

X %, — X
- CNR=|1 2|

Ox /012 + 07
2

Where SNR = Signal to Noise Ratio, X mean voxel value and o, is the standard deviation.

SNR =

When dealing with the detection of small structures the spatial resolution properties of the image are of
prime importance. It can be characterised by the assessment of the line spread function (LSF) in the image
domain, but the use of the Fourier domain is generally preferred.

5.2 Physical metrics in the Fourier domain

Image quality can also be evaluated in the Fourier domain where the spatial resolution is materialised by
the MTF. The MTF is defined as the Fourier transform of the LSF. The LSF is obtained by calculating the first
derivative of the edge spread function that represents the response of the CT machines to a step in
contrast of a test object. Generally the MTF is normalised by its zero-frequency value. This metric is an
objective characterization of the spatial resolution and describes how well frequencies are transferred by
the system.

|FT{LSF (x,y) }|

|FT{LSF(0,0)|

MTF(u,v) &

Where FT represents the Fourier transform and LSF (0,0) is line spread function at the zero spatial
frequency.
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The concept of MTF is generalised by introducing a metric called task transfer function (TTF).The spatial
resolution evaluated using the TTF takes into account the effect of contrast on the reconstruction with
iterative algorithm. The MTF and TTF are similar metrics but differ from one another in the sense that MTF
only applies to a single given contrast level while the TTF can be applied to different contrasts and dose
levels ¢ 57, The image noise can be characterised by the noise power spectrum (NPS). Assuming that the
noise is stationary across the image, the NPS gives a complete description of the noise by providing its
amplitude over the entire range of the image’s frequency. The 2D NPS is calculated on a flat image (fx, fy):

AA Npror
NPSso(fefy) = T ). IFTao{ROI(x,) — ROT?
i=1

Where A,A,, are the sizes of the pixels in dimension x and y; Lx, Ly are ROIs length (in pixels); Ngo; the

number of ROl used; ROI, the mean value of the pixels of the i*" ROI.

5.3 Combination between image quality and dose metrics

To compare the performance of various CT units it is possible to synthesise some of the parameters
described above. For example ImPACT introduced a FOM, (the Q factor) that was used for many years on
CT scanners . The Q-factor balance dose and image quality in one FOM. It combines spatial resolution (fay
is the average of the 50% and 10% values of the MTF) noise () and dose (CTDly). In addition it includes a
parameter that takes into account the longitudinal resolution (z) of the acquisition:

3
fav

@ = |52crDL,

This approach was quite simple and made is possible to compare completely different CT technologies (i.e.
the difference between xenon and state-solid detectors). However, with more modern systems, the
complexity of the scanners and their reconstruction processes create certain limitations concerning the
sensitiveness of the technique. Additionally, the FOM is not task oriented. Using no task-based paradigm
creates some bias when the image quality is evaluated. Noise texture and resolution can impact the
detectability which is not highlighted with an image quality assessment that is not linked with a task like the
CNR. As an example, Figure 6 (image from J. B. Solomon’s PhD thesis '°) shows images with equal CNR but
different a detectability index.

Figure 6: Equal CNR but different detectability index (image from J. B. Solomon’s PhD thesis 19)

To solve the problem it is possible to use model observers, such as pre-whitening model observer (PW) or
non-prewhitening model observer with an eye filter (NPWE) or human observers using objective tools
linked to a task to assess the diagnostic accuracy.
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6 Diagnostic accuracy efficacy in CT (2" level of Hierarchical Model of

Efficacy)

Diagnostic efficacy measures performance of the imaging for the purpose of making diagnoses and that

they all require interpretation of the image by an observer.

6.1 Receiver Operating Characteristics study

Another way to objectively assess the relevant information content of images, with a discrimination
strategy, is to use the ROC methodology. The goal of this method is to determine the accuracy of the
diagnostic test aiming to distinguishing normal from abnormal situations based on the separation of the
probability density functions (PDF) of the two corresponding classes (figure 7). The results of such a binary
test can be summarised in a 2x2 table (

table 4) that contains the four possible decisions, two of them correct and two of them incorrect %, If the
outcome is correct it can either be true positive (TP) or true negative (TN) depending on whether the

prediction was abnormal or normal respectively.
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Figure 7: The distribution of the classes (negative and positive) is shown. By varying the decision threshold the number,
representing the four classes will change and plotting TFP (y-axis) versus FPF (x-axis) will result in a ROC curve.

In the same way incorrect responses can be false positive (FP) (prediction was abnormal but outcome is
normal) or false negative (FN) (prediction was normal but the outcome abnormal).

Actually Abnormal Actually Normal
Diagnosed as True positive (TP) False positive (FP)
u 11V 1av
Abnormal P P
Diagnosed as ) )
False negative (FN) True negative (TN)
Normal

Table 4: The table shows the four classes with respect to a diagnostic test.
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Using these decisions outcomes, two important quantities can be defined: the sensitivity and specificity
which are related to the true-positive fraction (TPF) and the false-positive fraction (FPF) using the following
equation:
TP e
TPF = TP+ FN = Sensitivity

FP TN

FPE =N rp = Y TN+ FP

= 1 — Specificity

These figures form the basis for the ROC curve, which is often used as a performance measure of a

diagnostic test (Figure 7). The accuracy can be defined as the proportion of correct decisions out of all test
TP+TN
TP+TN+FP+FN

abnormal cases diagnosed as abnormal and the total number of cases diagnosed as abnormal (PPV =

subjects (accuracy = ). In addition, the positive predictive value (PPV) is the ratio of actual

TP . . - . i . .
m) while the negative predictive value (NPV) is defined as the ratio of actual normal cases diagnosed as
TN
TN+FN

in contrast to TPF and FPF, the PPV, NPV and accuracy are all dependent on class prevalence. This implies

normal and the total number of cases diagnosed as normal (NPV = ). It should be emphasised that

that if two identical studies are performed in two different places with similar populations but with a
different disease prevalence, different performances will be reported in terms of PPV, NPV and accuracy *°.

To summarise the information obtained from a ROC study the AUC is generally determined as figure of
merit. The AUC varies from 0.5, where the observer does not perform better than chance to 1.0, where the
observer is perfect. The detectability, da, related to a rating scale experiment can be derived from the AUC:

dy = V2d~1(AUC)

—x2
where, ® = f_xoo ¢ (y)dy is the cumulative Gaussian function and ¢ = \/%_neT a Gaussian function. The da

index varies from 0 to infinity.

Evaluating the clinical image quality using ROC theory is based on the truth. The truth can be defined in two
ways: either the truth is known exactly, in that case the truth is called the ground truth, or the truth is
based on various experts’ decision or other pathology tests, and in this case the truth is called the gold
standard. The ROC studies can be generalised to Localisation ROC studies (LROC), Estimation ROC studies
(EROC) or free-response ROC studies (FROC) ®° 61 62,

6.2 Multi-Alternative Forced Choice

In forced choice experiments, the observer has to make the ‘signal present’ decision between alternatives a
set of offered, even if this means that he has to guess. Compared to ROC studies multi-alternative forced
choice (M-AFC) experiments (“M” being the number of images that the observer has to consider to make
his/her choice) are faster and easier to perform % but do not provide insight into the underlying
distribution functions and the trade-off between sensitivity and specificity *. Therefore, M-AFC are
sometimes referred to as a poor measure of sensitivity .

The natural outcome of M-AFC experiments is a percent correct (PC). For 2-AFC experiments, the PC is
equal to the AUC but with human observers.
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A detailed comparison and discussion about the use of ROC and M-AFC experiments as well as the
optimum selection of M has been presented by Burgess . Most commonly M has a value of 2 or 4 but
Burgess has demonstrated that a higher value of M will result in a smaller coefficient of variance . Finally,
when designing M-AFC experiments care should be taken to avoid bias (e.g. the observer tends to choose
left when he is unsure) %>. An example of a trial used during a m-AFC study is shown in Figure 8.

Figure 8: An example of a trial of a 4-AFC study, the signal is localised at the bottom left

Unfortunately, human observer studies such as ROC or M-AFC studies are time consuming, expensive and
the inter- and intra-observer variability is often large. One way to speed up the process is to use
mathematical model observers as a surrogate for human observers.
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7 Model observers: A surrogate to the human observer

7.1 Task-based assessment

To evaluate the image quality in a framework of patient exposure optimization, the use of a task-based
paradigm could be a way to establish a bridge between the worlds of radiologists and medical physicists.
With such a paradigm four items must be defined:

The task: The task can be a classification task (i.e. detection task) or an estimation task (i.e. lesion size
estimation). Often the task is linked to a single structure but there are several differences between the
actual structure and its reproduction with an imaging system. First of all, a structure can be represented by
a function of continuous variables, whereas the image obtained from a system is a set of discrete numbers.

The properties of signal (for example: structure to be detected) and background: The image quality
assessment should take into account the physical and statistical properties of the signal and background.
For example, in classification tasks (normal / abnormal), the ensemble of images that represents the
hypothesis, signal present/signal absent, constitutes two populations where all the statistical variations are
represented leading to the full probability density function.

The observer: To assess the image quality an observer has to be defined. This observer can be a human
observer (i.e. medical physicist, radiologist ...) or a mathematical observer (i.e. model observer).
Mathematical observers can be used as surrogates for human observers especially when dealing with the
optimization of an imaging system which is time consuming and thus expensive (i.e. conventional ROC
studies). Moreover the intra-variability with model observers is negligible, the main challenge being the
choice of the right model.

The figure of merit: After deciding the task, the structure to be detected and the type of observer, it is
necessary to characterise the outcome by a figure of merit and its variance that characterises the
performance. The FOM can be an AUC, a PC or a detectability index (d, or d’).

7.2 ldeal observer

The Bayesian or ideal observer is a particular observer since it utilises all information available in images to
maximise the performance of a given task.

7.2.1 General expression of the ideal observer

The ideal observer can be directly derived by minimizing the mean cost defined in (1) with two basic
assumptions . The first assumption is that a decision is deterministic. In other words, it means that for
given subset ; of all possible images g, the observer will always give the same answer D;:

P(D, |HJ):£ d"gp(g},) (1)

where M is the number of pixels of the image.
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The second assumption is that the observer is forced to make a decision whatever the image g that belongs
to reality H;. Mathematically, this is translated into:

Jd"ep(glr, )+ [ d"ep(glH, )=1 @)

To I

where [ is the subset of image space that will lead to decision Do and I is the subset of image space that
will lead to decision Di. Furthermore I + I'1 equals the ensemble of all possible images g. 0 represents the
index for signal absent image and 1 represents the index for signal present images.

The ideal observer can be obtained by minimizing the mean cost defined in (2). In other words, choose the

subset '; that minimises the mean cost of the decision. The mean cost can be rewritten as:

E:COOP(H0)+C01P(H1)+IdMg [(c10 —Co0 )P (8 )P(Ho ) +(C.y —Coy )p(&JH, )P (H, )] @

1—‘1
Because the costs and the prevalence are constant, the expression of I'; that minimises the cost can be

obtained by only including into I'; the images that produce a negative argument in the integral of (2). This

leads to D; each time the observed image g is such that:
(Co—Coo )P(8]H, )P(Hy ) +(Cyy ~Coy )p(8JH, )P(H, ) <0 “)

Rearranging the terms leads to an observer response A that can be written as:

D,
H -
A(g): p(g| 1) > Cyp =Gy p(Ho) (5)
p(g|H0) < Cp—Cy p(Hl)
D

As Barret and Myers say, this inequality can be read “decide hypothesis Ho true whenever the greater-than
sign holds; decide hypothesis H; when the less-than sign holds.” 7.

Thus, the ideal observer makes its decision by computing the ratio of the likelihoods of observing the given
image g conditional to H; and Ho, and by comparing the ratio to a threshold (right hand term of (5)). It is an
observer that utilises all information available regarding the task to maximise the performance as defined
by the mean cost but does not always give the correct answer. Varying the costs changes the decision
threshold and thus the optimal operating point on the ROC curve. Minimizing the probability of error would
have led to the same strategy except that the threshold would have been different.

(5 was derived by minimizing the mean cost. The same strategy, but with a different threshold, would have
arisen if the probability of error had been minimised or if the Neyman-Pearson criterion had been used. In
other words, any of these other minimizing criteria would result to different operating points on the same
ROC curve.
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7.2.2 Special case of multivariate normal images

Assuming the pixel value follows a Gaussian distribution and that the covariance between all pixels is
defined by the covariance matrix K, the probability of observing an image g if hypothesis H; is true is given
by:

1 —1(e-2)'K " (e-8)
p(g|HJ’):(2n)M/2 det(K )e Ye-g)'K (o2 ©
j

where det computes the determinant of a matrix, "™ is the transpose operation, Ej is the mean value of g

under hypothesis j and K; is the covariance matrix of the images that belong to category j. The response of
the ideal observer can be rewritten in this special case by inserting (6) into (5) and by recognizing that the
logarithm function is monotonous:

O

|n(A(g))=7\,(g):—%(g—§1 )T KIl (g_§1)+%(g_§o )T K51 (g_go) A (7)

O A vV

o

If we further assume that the image noise (and therefore its covariance matrix K) is the same under both
hypotheses and that the difference between the mean image that contains the signal and the mean image

that does not contain the signal is equal to the searched signal s=g, —8,, we obtain the following very

compact expression for the ideal observer:

v O

M(g)=s'K'g Al (8)

O A

o

We see that in this case, the ideal observer is linear in terms of the image g. The strategy of this observer
consists in first pre-whitening the signal template (K;%s) and the image (K;%g ). Then the pre-whitened

signal template is multiplied by the pre-whitened image in order to produce the scalar observer response.
This is why this observer is usually called the PW model observer. The following expression represents the
d’ index obtain with the PW model in image domain and Fourier domain (The development of the d’ index

d = ’sTKn'ls

By analogy, we can transpose the d’ index created in the image domain to the Fourier domain. In that case
the covariance matrix is represented by the NPS and the signal by the contrast level convolves with the TTF
and the input signal.

is given in annexe 1).

Iy S2(FYTTF2(f)
NPS(f)

d’ =\/EAHUJI fdf
0

Where, fyy is the Nyquist frequency, AHU is the contrast difference between the signal and the background

and S(f) is the Fourier transform of the input signal.
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At this stage, some precautions have to be taken concerning the effect of scatter radiation. The TTF is
reduced by scatter, as well as the image contrast, and this effect should not be taken into effect twice. In
our calculation, we made the choice of including the scatter effect using the measured contrasts rather
than the nominal contrast. If the image noise is white (uncorrelated and of equal variance for each pixel)
the ideal observer simplifies to:

N (g)=s"g

which is called the non-prewhitening matched filter (NPW). This observer is sometimes also used also in
cases involving coloured noise, but it suffers then from the penalty of not including the noise decorrelation
process in its detection strategy, and is therefore not ideal. The following expression represents the d’
index obtained with the NPW model observer in image domain and Fourier domain (The development of
the d’ index is given in annexe 2).

IV S2AOTTF(F) f df
J [1% S2(F)TTF2(F) NPS(F)f df

(sTAg)?

d' =+2m AHU
sTK,s &

d =

In summary, in the case of multivariate normal images with the same noise under both hypotheses, the
ideal observer is the PW. If the image noise is uncorrelated and statistically similar (white noise) for each
pixel, the ideal observer is reduced to the NPW. In such a case the outcomes of PW and NPW will be the

same.

7.2.3 Hotelling Observer

In Gaussian data with the same covariance matrix, the Hotelling observer (HO) is equal to the ideal
observer. It is an ideal observer in the sense that it maximises the SNR. However, when data are not
Gaussian, the ideal observer is usually non linear. The advantage of the HO is that only the knowledge of
the first and the second order statistics (mean and variance) of the data is required to extract the maximum
amount of information from the image. When the mean and covariance for the image are known, the HO's
template is defined as:

w=K, 'Ag

where K, is the covariance matrix and Ag the mean image.
The decision variable and the detectability index computed with the HO are:

rg)=w'g d =VwTs

31



7.3 Anthropomorphic observer

The advantage of anthropomorphic model observer is their capacity to mimic human performances.
Several results show that they have a large potential to provide radiologists a way to control the image

quality level of their acquisitions ©7 ©8 ¢,

7.3.1 Non-prewhitening model observer with an eye filter

As opposed to the PW model, the NPW model does not include the noise decorrelation process and it can
be transformed into an anthropomorphic model observer by adding an eye filter function. This filter mimics
the contrast sensitivity function (CSF) of the human eye. The CSF describes the sensitivity of the human
visual system as a function of the spatial frequency and can be modelled by a band pass filter with a
maximum at 2 to 4 cycles per degree, falling off at low and high frequencies.

L =sTE?s
. (sTEZs)? L VERAHU [ SYOTTF (D VIF (D df

B (50 s2(TTE () NPS(OVT R a

Where, VTF(f) is the visual transfer function of the human eye VTF(f) = - exp(—0.6f2) °.

In reality it is quite complex to obtain the complete description of mean and variance, because the statistics
are obtained from samples. Most of the time, the covariance matrix (K) is approximated by its estimation
K. If the number of image samples is less than the number of pixels in each image, K will be singular (p 957
17), In reality it is impossible to obtain enough images and thus the inversion of the covariance matrix is not
robust. Therefore it is necessary to reduce the dimensionality with some features like channels, as we will

explain now.

7.4 Channelized Hotelling Observer

The channelized Hotelling model observer (CHO) was first introduced by K.J. Myers and H.H. Barrett * 72,
The channels can be thought of as filters that selectively respond to different features, spatial or temporal

frequency bands, or spatial orientations’.

7.4.1 Channelization process

To reduce the dimensionality of the HO, the image is passed through a set of J channels; where J is
significantly lower than N (N is the number of pixels in the image).

With the adopted notation, a channel is an Nx1 column vector that produces a scalar output when
multiplied by the image g. The ensemble of the J channels can therefore be written as a NxJ matrix where

each column is one of channel u;.

U=[u,u,..u,]
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The channel output v is obtained by the dot product between the channel uj and the image g. With this
process the dimensionality goes from N to J.

The general definition of the CHO model is:

_ -1
Wechan = Kv/n Av

A(v,)=wv,

Where K, ,, is the covariance matrix computed from channelized images, v is the data of the signal images
seen through the channels.

With this process, the number of samples necessary to invert the covariance matrix becomes smaller.
Moreover with the channelized mechanism, the model can be tuned either to obtain an ideal observer (the
channels are then selected to extract all the information available); or an anthropomorphic model observer
that mimics human observer performances (the channels are then selected to simulate the characteristics
of the human visual system).

7.4.2 Ideal channelized Hotelling model observer

The ideal CHO model is quite adequate to, for example, benchmark CT units. In such a case, image quality
can be easily assessed using a detection task, with a smooth radially symmetric signal, centrally peaked in a
stationary background; the ideal template should be centred on the signal and rotationally symmetric. The
Laguerre-Gauss channels have these characteristics and have been proposed by Barrett as ideal channels 7.
The Laguerre-Gauss channels, LG, are defined as:

V2 —1r? 2mr?
up(rlau)zaexp = L, p

where a, is the width of the Gaussian function

With the LG polynomials given by:
3 xk
p
Ly(x) = E :(—1)" ()%
k=0 '

Depending of the signal and background the LG channels must be tuned in terms of a, (exponential
weighting) and P to reach a maximum and become as efficient as possible. The number of channels
depends on the complexity of the background 7.

When willing to benchmark clinical protocols with images assessed by human observer, ideal MO have the
disadvantage to be poorly correlated with human performance because humans are not able to use all the
information contained in the image, so the MO usually outperforms the human observer.
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7.4.3 Anthropomorphic channelized Hotelling observer

These channelized models use channels that mimic the spatial selectivity behaviour of the human visual
system.

7.4.3.1 Dense difference of Gaussian channels, D-DoG

When the target to detect is a structure with a spherical symmetry a good approximation of the human
vision is the dense difference of Gaussian (D-DoG). The advantage of the D-DoG is that it uses fewer
channels in comparison to other anthropomorphic channels, such as the Gabor channels. This is particularly
important since the more channels to be used the more images need to be used. To properly estimate the
covariance matrix of a Jx1 vector, a general rule of thumb admits that at least Jx10 realizations are
necessary (e.g., 10 channels requires only 100 images)”®

The radial profile of each frequency of the D-DoG is given by the following formula:

where p is the spatial frequency, J the channel number channels, Q the bandwidth of the channel and, gj
the standard deviation of each channel. Each gj values are given by 6= coa™%. Factor Q is the bandwidth of
the filter. Generally the parameters used are: oo= 0.005, a= 1.4 and Q =1.67 7.

7.4.3.2 Gabor channels
The Gabor channels were used especially when the target does not have a spherical symmetry or

if the noise is oriented.
2

x? +y? .
V(x,y) = exp [—4ln(2) <T>] cos[2mf(xcosO + ysin®) + ]

S
Where f is the spatial frequency, 6 is the orientation, ws is the width equal to 0.56/f for a bandwidth of one

octave, and B is the phase equal to 0.

A structure with a spherical symmetry can use Gabor channels with five orientations (in some cases the
noise is anisotropic), seven frequencies, and one phase, resulting in 35 channels. Orientations are chosen
with values ranging from 18 deg to 305 degrees. Spatial frequencies were chosen with values ranging from
0.5 to 5 cycles'deg™ in steps spaced by a multiplicative factor of 1.4 78,

7.4.3.3 Internal noise

As described above, some methods exist to fit the model and human performances. However in some
cases, even if anthropomorphic channels are used with the CHO, the model overestimates human
performance; to counteract this effect, an internal-noise component is generally added on the CHO model
to match the human observer performance. Internal noise can be interpreted as the introduction in the
model of variations in neural firing, intrinsic inconsistency in receptor response, and a loss of information
during neural transmission in the human visual system 7 &, The paper “Evaluation of Channelized Hotelling
Observer with Internal-Noise Model in a Train-Test Paradigm for Cardiac SPECT defect detection” by
Brankov illustrates the procedure for selecting the internal-noise model, tuning its parameters, and using
the selection criteria 8.

At the moment, research is still devoted to matching the human perception with the model observer’s
outcome. No set of standardised channels has been proposed yet 67 82 68 69,
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8 Achieved results

The peer reviewed papers and conference proceedings that compose the core of this thesis were
developed around two milestones:

A physical approach based on phantom measurements was developed to create an efficient optimization of
the use of the CT unit, especially when new technologies and image reconstruction techniques are
involved.

A clinical approach based on physical metrics allowing a dialogue with radiologists was used to develop an
optimal use of the options offered by the new image reconstruction techniques.
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8.1 Physical approach: Developing methods to improve the characterization of

clinical CT units and protocols

Classical metrics in the image domain such as the CNR and SNR or in the Fourier domain like the MTF have
been widely used in the past to optimise clinical protocols. However, with the introduction of IR these
metrics are no longer applicable. In that case, we have started to use new tools like model observers in
clinical routines to evaluate image quality.

8.1.1 Assessment of low-contrast detectability in CT using different IR

8.1.1.1 FBP versus statistical algorithm versus full model based algorithm

Classical Fourier metrics like the TTF or MTF are well described in the literature and commonly used by
medical physicists but it is easier to make a link to human observer with metrics that work in the image
domain. In one of our studies we used model observers that work in the image domain to overcome these
limitations 8. A CHO model observer with D-DoG channel tuned with internal noise was used to mimic the
human performance. This model was used on images obtained from an anthropomorphic abdominal
phantom containing 5 and 8 mm diameter spheres with a contrast level of -10 and -20 HU (hypodense
lesions). The phantom was scanned at 120 kV with CTDI,,equal to 5, 10, 15, 20 mGy and images were
reconstructed using the FBP, ASIR 50% and model-based iterative reconstruction (MBIR) algorithms. For the
same CTDl, level and according to the CHO model and human observer, the MBIR algorithm provided the
highest detectability indexes. The outcomes of human observers and the results of CHO were highly
correlated whatever the dose levels, the signals considered and the algorithms used when some noise is
added to the CHO model (see Figure 9).

10 -
9 4
8 4
S
e
; 6 - == Model observer MBIR
R
E > == Model observer FBP
S 4 -
jay © Human observer MBIR
)
- 3
5 © Human observer FBP
2 -
1 4
O T T T T 1

20 25

10 15
CTDI, , (m Gy)

Figure 9: CHO model observer and human observers’ performances with FBP and MBIR algorithms for the lesion at 8 mm and 20 HU
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8.1.1.2 FBP versus hybrid model based algorithm

The same method as the one used in the study ® mentioned previously was applied to evaluate the impact
of the iterative level on image quality 3. In this study, images were reconstructed using the iterative
reconstruction method adaptive statistical iterative reconstruction-V (ASiR-V) at 0, 50 and 70 %. Internal
noise € was added to the decision variable A.

A A +E

noisy, i =N i
Each € value is a variable obtained from a Gaussian distribution centred at zero and with a standard

deviation equal to the standard deviation of the distribution of the decision variable when the signal was
absent multiplied by the internal noise value a.

€=0axX0u; X&

where a is the weighting factor and § is a random number generated between -1 and 1, oy is the standard
deviation of the distribution of the decision variable of signal-absent.

The internal noise value a was calibrated using the signal at 6 mm 20 HU at 10 mGy. This a value was
chosen to minimise the difference between the model observers and the human observer (Figure 10).
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Figure 10: Calibration of the internal noise with the CHO model

The internal noise value (a=4.0) was applied to all the other categories (Figure 11).
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Figure 11: Human, CHO, and CHO with internal noise performance using ASiR-V at 50 % for the lesion at 6mm 20HU

An improvement in the low-contrast detectability was observed when switching from ASiR-V 0 to 50 %

especially at a low dose; however, switching to ASiR-V 70% did not significantly improve the low-contrast
detectability in comparison to ASiR-V 50% (Figure 12).
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Figure 12: Human performance for the three different level at 0, 50 and 70%
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8.1.2 Benchmarking of CT units

8.1.2.1 Objective comparison of high-contrast spatial resolution and low-contrast detectability on
multiple CT scanners

In this study we objectively compared 8 CT scanner performances using different ideal model
observers (Table 5)%°.

. . Year of
Manufacturer CT unit Algorithm .
introduction
Revolution ASiR-V 2014
GEMS VCT ASIR 2008
Ingenuity Core Idose 2011
Philips .
Brilliance FBP 2006
Force Admire 2012
Siemens Somatom FBP 2003
Aquilion Prime AIDR 3D 2012
Toshiba Activion 16 FBP 2007

Table 5: List of CTs involved in this study

In this context using three clinically relevant protocols, the image quality was assessed using a PW model
observer and a CHO model observer with Laguerre Gauss channel.

1200 -
1000
== Aa
800 - == Ab
x® ={}=Ba
<
-S 600 =®=Bb
A == Ca
400 -
+Cb
200 O-Da
<O=Db
0 T T T T T 1
0 2 4 6 8 10 12

Lesion size diameter (mm)

Figure 13: d’ index for head protocol and contrast between PTFE and water with different lesion sizes
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Figure 14: AUCy for the abdomen protocol with the medium abdominal phantom

Compared with older generation CT scanners, three newer systems were found to have (Aa, Ca, Da)
significant improvements in high-contrast detectability over that of their predecessors (Ab, Cb, Db).
However a fourth, newer system (Ba) had a lower performance than the older CT (Bb). This study shows
that MO can objectively benchmark CT scanners using a task-based image quality method, thus helping to
estimate the potential for further dose reductions offered by the newer systems.

8.1.3 Benchmarking of abdominal CT protocols

8.1.3.1 Benchmarking of abdominal CT protocols using only one phantom size

Like benchmarking CT machines, a similar approach can be taken to benchmark clinical protocols . In this
study we used the image acquisition protocol of the portal venous phase of a multiphase abdominal
protocol and we assessed the low-contrast detectability on 56 CT units, using an anthropomorphic CHO
model observer on an anthropomorphic abdomen phantom. Since the clinical images are evaluated by a
radiologist, it is important to use a model that mimics human observer performances. Since the spread in
slice thicknesses and doses involved in the local protocols was large, an alternative metric, called
‘volumetric dose’, was created. The volumetric dose is defined as the product of the CTDI,o and the slice
thickness.

40



5
-]
095 5 pmm -]
] [ |
(]
0.9 - ) : — B |
0.85 = 8
. b - [ | = [ |
[ =
m
0.8 - m | B B
O
D o075 { BB
= g8
07 | ] - = B FBP reconstruction
e median AUC
0.65
e median dose
=] . q
0.6 A B Iteratif reconstruction
0.55 e mediane dose
=== mediane AUC
0.5 T T T T T T T T T 1
0 10 20 30 40 50 60 70 80 90 100

Volumetric dose [mGy.mm]

Figure 15: Results of a comparison of image quality for 5 mm/20 HU as a function of the volumetric dose.

We observed that the use of iterative reconstruction enabled a significant volumetric dose reduction
(almost a factor of two) associated, however, with a slight reduction in low-contrast detectability (Figure
15). However, the main limitation of this study was the use of the volumetric dose parameter. Since partial
volume effects could be very different from one protocol to another, using a volumetric dose metric was
not adapted; indeed it is counter intuitive that a high volumetric dose provides a poor AUC, but this may be
explained by partial volume effects, e.g. with slice thicknesses of 5 mm for the 5 or 8 mm diameter spheres.

8.1.3.2 Generalization of benchmarking of abdominal CT protocols

The characterization of clinical protocols with only one phantom size is insufficient. A good image quality
for a specific patient size does not necessary mean that the image quality will be acceptable for another
patient size &. In this study, we used three phantom sizes and investigated the practices of 68 centers. The
correlation of the AUC values obtained for the different phantom sizes varied from 0.325 between the size
S and L to 0.58 between the size M and L that confirm that a large variability exists when dealing with the
setting of morphologically adapted protocols.

In this study, the median dose used for acquisitions was equal to 5.8 mGy, 10.5 mGy and 16.3 mGy,
respectively for the small, medium and large phantoms. The median AUC obtained from acquisitions was
equal to 0.96, 0.90 and 0.83, respectively for the small, medium and large phantoms. Figure 16 shows the
results obtained with the medium phantom. It is interesting to note that the indication of the dose
indicator with an image quality indicator facilitated discussions with radiologists proving that such an
approach improved the communication between the two specialities.
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Finally, our study shows that a standardization initiative could be launched to ensure comparable
diagnostic information for a well-defined clinical question. We thus propose that the starting point of the
optimization process be the clinical image quality levels rather than patient exposure. However, it is
important to work in collaboration with radiologists, before the optimisation process, to define, the critical
target to be detected and at which AUC level.
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Figure 16: AUC obtained with the 5 mm lesion size as a function of CTDly. for the medium size phantom.
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8.2 Clinical approach: Applying methods to improve the use of IR in clinical

routine

8.2.1 Optimization of IR levels for clinical thorax acquisitions

The purpose of this study was to determine the optimal ASiR-V strength for lung analysis %. Images were
acquired at 9.5 mGy (full dose) and 3mGy (low dose) and reconstructed with ASiR-V at different levels (0 to
100% every 20%) and a lung kernel. On the phantom, the image quality was assessed with an updated
NPWE model observer to qualify the detectability (d’ index). This index was compared to the ratings the
radiologist obtained on patient acquisitions.
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Figure 17 left: d’ index calculated at full dose (7.5mGy) as a function of ASiR-V strength levels and at 9.5mGy for FBP algorithm.
Right: d’ index calculated at full dose (3.0mGy) as a function of ASiR-V strength levels and at 9.5mGy for FBP algorithm.
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Figure 18: individual IQ scores of both raters and mean value
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The results showed that the detectability index increased with the level of ASiR-V whatever the dose, and
the maximum was obtained with ASiR-V 100% (Figure 17 left). Thus, with the low dose acquisition, the d’
index with ASiR-V at 80 or 100% was higher than at full dose with FBP (Figure 17 right). For radiologists the
best image quality score was obtained with ASiR-V at 80% or 100 % according to the readers (Figure 18).

With this kind of study the performance of model and human observers are not evaluated on the same
images, but we found a correlation between the two kinds of observers. Prospectively, with phantom
measurements, it was possible to find the right level of IR on clinical protocols before validating these
results with human observer assessment on patient images.

8.2.2 Impact of the reconstruction plane on the image quality

This work was focused on comparing image quality in all three reconstruction planes (axial, coronal and
sagittal) using objective assessment methods adapted to IR . The acquired data sets were reconstructed in
the axial, sagittal, and coronal planes, using a nominal slice thickness of 0.625 mm and four different
reconstruction algorithms: the classical FBP, the ASiR at a percentage of 50 %, and the ASiR-V at a
percentage of 50 %; with these three algorithms the GE bone kernel was used. Finally, the GE model-based
iterative reconstruction “VEO” algorithm was also used. Images were reconstructed with VEO 2.0 that was
only compatible with the standard kernel and VEO 3.0 with resolution preference (RP) 05 and RP 20. We
also used an updated NPWE model observer to assess the image quality in the three reconstructed plane.
As expected, a full model based algorithm like VEO improved the detectability in comparison to the other
algorithms (Figure 19).
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Figure 19: Detectability index obtained with the NPWE model in the axial plane with the differents algorithms

Moreover, major changes in the detectability were shown by the NPWE model observer in the sagittal and
the coronal planes in comparison to the axial plane when images were reconstructed with FBP or statistical
iterative algorithms (Figure 20).
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Figure 20: Detectability index for the ASiR-V algorithm for the different reconstructions planes for a lesion size of 1 mm

However, we observed a constant detectability in all reconstruction planes when using VEO, demonstrating
that the use of this MBIR algorithm could help to improve diagnostic accuracy (Figure 21).
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Figure 21: Detectability index for the VEO algorithm for the different reconstructions planes for a lesion size of 1 mm

This study indirectly impacts the clinical routine; indeed the majority of radiologists use the multi-planar
reconstruction mode to make their diagnosis, and it is important to highlight that the image quality is not
identical in the three planes.

8.3 Image quality in CT: A review

This work is a review that presents the different methods used to evaluate image quality in CT. First, the

review explains the standard objective measurements of physical parameters, followed by a description of

the methods usually used with human observer, and finishes with the clinically task-based approaches (i.e.

model observer approach) that make the link between physical metrics and the human observer approach.
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10 Discussion and perspectives

In recent years, the work of medical physicists has been devoted to controlling the compliance of
radiological units using dose indicators as surrogates for patient exposure and physical measurements as
surrogates for image quality. With this approach, radiological units were classified according to their
efficacy when it came to converting X-rays into information based on engineering or physical criteria. With
linear systems, some link could be established between the physical metrics and the clinical images.
However, limiting image quality assessments to the first level of the Fryback scale is in sufficient and it can
even be counterproductive when dealing with non linear systems, because the linear relationship between
dose and image quality properties, as well as the spatial invariance of the statistical properties of the signal,
is removed. In that case, nice looking images can be obtained in a wide range of doses in clinical routines;
but a nice image does not necessarily mean that the diagnostic information is preserved. As a result, there
is now strong pressure to reduce the dose used in CT. In parallel, manufacturers are promoting new data
processing which enables massive dose reductions whilst claiming to preserve image quality. All of this
means that it is imperative to control the impact of dose reduction on image quality. This PhD thesis
developed and evaluated new methodologies to assess the image quality of modern CT systems with newer
metrics because traditional physical methods used to assess image quality assessment are known to be
insufficient to properly assess IR. The aim of these new methodologies is to establish a link with radiologists
to offer a more clinically relevant analysis (second level of the Fryback scale) of the impact of IR on image
quality. In this context we proposed to place image quality as the main parameter in clinical practice
optimisation followed by a control of the required patient exposure.

The work done in the framework of this PhD demonstrated that medical physicists need additional skills if
they want to be part of quality assessment but also involved in the patient dose optimisation process.
Firstly, the use of ideal model observers is useful to benchmark CT units or check the compliance of units.
Secondly, anthropomorphic model observers can be used to benchmark and optimise clinical CT protocols
because they establish a link to human performance. During this PhD thesis, we used these two kinds of
MO to benchmark CT units and clinical protocols and this methodology with model observers is now
applicable within a clinical context, but some aspects of our approach must still be refined in order to go
beyond certain limitations. The advantage of model observers that work in the image domain is that it is
possible to directly compare model observer performance and human performance. A major disadvantage,
however, in a clinical context is that their outcome is robust only with a certain number of acquisitions.
Furthermore, CT exams provide volumetric data and radiologists have to perform many tasks in their daily
practice to make a diagnosis. For the time being, it is impossible to define metrics that could encompass all
aspects of image quality, but in the framework of this study we focussed on low-contrast detection (in a 2D
mode) that is of essential for certain abdominal and brain CT indications in the context of patient dose
reduction. Using this simple task (detection task of a simple signal in a homogenous background), human
performance is similar between single and multi-slice assessments %. In the future we propose to define
some clinical indications where radiologists would translate the clinical image quality requirements into a
set of simple task-based image quality criteria. Then, medical physicists would ensure that the task-based
image criteria are reached when the chosen protocol is used in realistic situations like in a structured
background or with moving structures for example.

The majority of this PhD thesis is concentrated on low contrast detectability, but we tried to generalise the
methodology for high-contrast parameters, even if using a detection task with a high-contrast lesion is not
the best way to follow because the detection of a high contrast lesion is not a major issue, unless the dose

123



is very low and the noise component is at a high frequency (in that case the signal can be confused with
noise). In high contrast paradigm one challenge is to move towards a characterization task when dealing
with high contrast structures. This paradigm could be evaluated using an estimation task like shape
discrimination or size estimation in the image domain (e.g. when a variation of 20% in the size of a lesion
appears on an image during patient follow up; it is vital to be sure that this variation is real.) One of the
challenges of benchmarking CT units is defining equivalent image acquisition and reconstruction
parameters. A consensus has been reached in the framework of this project to work in a comparable
framework of CTDly values but CTDI and DLP do not benefit from a primary metrology standard, and are
therefore subject to large error margins. For example, under Swiss law, the tolerated error margin for the
measurement of CTDI is of +20 %. This implies that two examinations performed on two separate units,
although physically delivering the same dose to two patients, may display doses showing up to 40 %
difference. With the implementation of ATCM, the dose is managed completely differently from one
manufacturer to another. This constitutes a limitation regarding the possibility of actual inter-manufacturer
comparisons. At the same time, the CTDI tolerance could be reduced with the technological development
and the optimization of clinical protocols and patient dose monitoring could be better estimated on the
basis of the values displayed by the CT units. A metrological attachment of the model observer
measurement method will provide the medical physicist a task-based approach to establish image quality
requirements depending on clinical questions defined in collaboration with radiologists. As standards exist
for dose measurement and physical metrics (like NPS and MTF), it is important to develop a standard for
model observers.

In conclusion, the role of medical physicists in radiology is changing and much time has to be devoted to
assessing image quality properties that matter for patient care as well as fully understanding the needs of
radiologists. This thesis focuses on the relationship between dose and image quality but the image quality
is largely impacted by a broader clinical context (i.e. temporal properties of the acquisitions as well as the
timing condition of the contrast media injection). This means that medical physicists have an important role
in the terms of continued education to ensure that the technological aspects that improve image quality
are correctly understood and employed by all users in a clinical context. Diagnostic accuracy can be
maximized by optimizing technical aspects of CT acquisitions but also by making an optimal use of the CT
machines in their clinical environment (Figure 22).

Radiologist

o

o

Diagnostic
accuracy

Physicist Radiographer

Optimal use of CT machines

Figure 22: Diagnostic accuracy a multi-disciplinary inter dependency
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Annexe 1: Development of the Signal to Noise Ratio of Prewhitening

matched filter model observer
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Annexe 2: Development of the Signal to Noise Ratio of

Prewhitening matched filter model observer

The 1 of PM model observer is equal to A(g) = sTg
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