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Abstract

High frequency surface wave radar (HFSWR), operating gueacies between 3 and
30 MHz, has long been employed as an important ocean remugangadevice. These high
frequency (HF) radars can provide accurate and real-tifoenration for sea state mon-
itoring and hard-target detection, which is greatly bemafifor planning and executing
oceanographic projects, search and rescue events, andccothmercial marine activities.
Ideally, in HFSWR operation, the radio waves may be couplithl @cean waves and prop-
agate along the curvature of the ocean surface with rangéseyond 200 km. However,
during transmission, a portion of the radar radiation mayet upwards to the ionosphere
from the transmitting antenna. This may be partially reéddback to the receiving anten-
nas directly (vertical propagation) or via the ocean swrfgixed-path propagation). This
ionospheric clutter may significantly impact the performaof HFSWR. Furthermore, the
high intensity and random behaviour of the ionospheric specontamination of radar
echoes make the suppression of this kind of clutter chalhgng

In this thesis, comprehensive theoretical models of thespheric clutter are investi-
gated. The physical influences of the ionospheric electemsidy on HF radar Doppler
spectra are taken into account in the ionospheric reflectefficient. Next, based on pre-
vious modeling involving the scattering of HF electromatgmeadiation from the ocean
surface and a first-order mixed-path propagation theoeysétond-order received electric
field for mixed-path propagation is derived for a monostedidar configuration. This is
done by considering the reflection from the ionosphere aatlesing on the ocean surface
with second-order sea waves. Then, the field integrals &emnt the time domain, with

the source field being that of a vertically polarized pulsipadld antenna. Subsequently, the



second-order received power model is developed by assutmittighe ocean surface and
the ionosphere may be modeled as stochastic processes.

The ionospheric clutter model including a pulsed radar@®isg further investigated for
the case of vertical propagation for a monostatic configumand mixed-path propagation
for a bistatic configuration.

Next, a theoretical mixed-path propagation model is dgeddy involving a frequency-
modulated continuous waveform (FMCW) radar source.

In order to investigate the power spectrum of the resultomgpspheric clutter and its
relative intensity to that of the first-order ocean cluttee normalized ionospheric clutter
power is simulated. Numerical simulation results are piedito indicate the performance
of the ionospheric clutter under a variety of radar opeggparameters, ionospheric condi-

tions and sea states.
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Chapter 1

Introduction

1.1 Research Rationale

With the rapid development of marine-related enterpriaesgnificant challenge is to ob-
tain accurate and comprehensive oceanographic informagisupport operations on the
ocean. The complex and varying ocean conditions significafiect the operational ef-
ficiency and safety of marine activities. Moreover, oceatesinformation would highly
benefit the physical oceanography community [1].

High frequency surface wave radar (HFSWR) is a shore-basadte sensing system
used to measure temporal and spatial ocean surface pespelts successful application
for sea state monitoring is based on the underlying relatignbetween radar sea-echo
Doppler spectra and ocean surface characteristics [2].trABhemitted signals in the high
frequency (HF) band (3 - 30 MHz) interact strongly with theeac waves of decametric
wavelengths. The highly conductive ocean surface allowsHhk radiation to propagate

along the curvature of the air-water interface to ranges$ meslond 200 km [3, 4] depend-

1



ing on the actual operating frequency and power. The batikesed signals potentially

contain significant information regarding the ocean dymachiaracteristics. Therefore, by
analysing the received Doppler spectra, various sea p&eesnéncluding surface current
fields, wave directions, significant wave height, and winlbe#ies may be extracted from
the radar returns [5-7]. These attributes make HFSWR aac#tte tool for the remote

sensing of sea state parameters. Aside from ocean paramdteradar is also used to
determine the position, speed, and track of hard targetsasiships and icebergs.

The performance of HFSWR in an ocean environment may be iegaggnificantly
by the existence of the ionosphere [8,9]. The ionosphem@snds the earth at a height
of 50 to 500 km and protects the earth from the sun’s dangesaliation (extreme ultra-
violet and X-ray). In the ionosphere, gases are ionized frge electrons and ions by
intense solar and cosmic radiation. The ionosphere is aft@nacterized as consisting of
several stratified layers due to different levels of iori@at These layers are denoted as
D (at altitudes between 50 to 90 km), E (90-150 km) and F (1604m). Additionally,
the Sporadic-E (Es) layer is an erratically occurring lalyet forms at E-region heights
at higher electron density levels [10]. Due to their diffigriair and electron densities,
the various layers have different effects on electromagmwetves propagating within or
through them. For example, because of high air density ancelectron density of the
D layer, the HF radio waves at lower frequencies (3-6 MHz) rhayabsorbed by the D
layer via high collision frequencies between the electamm$ neutrons, and those at higher
frequencies may penetrate through it and be partly reflemteefracted by the E layer. In
contrast, the F layer with low air density and high electrendity is able to entirely reflect

HF radio waves [11]. More specifically, the maximum frequeofithe radio wave reflected



by a layer at vertical incidence, referred to as the laygicatifrequency, is a function of the

electron density. The relationship between the layersicatifrequencies and the heights
at which signals are reflected from different layers can hadoin a vertical incidence

ionogram, which is obtained by an ionosonde [12]. The maxrinfitequency that can be

reflected at oblique incidence from a particular layer iated to both the incidence angle
and the layer critical frequency. During the day time, HFhgilg may be attenuated due
to the existence of the D layer or reflected by higher layersnight, the D and E layers

virtually disappear since the solar radiation is blockedthyy Earth. Then, HF signals
arriving at the F layer may be reflected toward the ground @ithlosses, and sometimes
HF signals are reflected from the Es layer before reachingr tlager. This characteristic

has been utilized for long distance HF skywave communinatign the other hand, it may
cause ionosphere clutter problems for surface wave radar.

Ideally, in HFSWR operation, it is desirable that the radaves propagate horizontally
along the ocean surface. However, due to constraints omrateesign and operational
features, sometimes including complicated ground plamaeacheristics and wind-induced
antenna motion, a portion of the radio waves is radiated ugpsvi@ the ionosphere. Under
certain conditions, partial upward-radiated signal epengy then be reflected back from
different ionospheric layers to the receiving antennasatly (vertical reflection) or via the
ocean surface (ionosphere-ocean or mixed-path propagalibe two feasible propagation
paths for the ionospheric clutter are shown in Figure 1.5hduld be noted that the term
“mixed-path” in this thesis refers to a combination of iopbere reflection and ocean scat-
tering, which is different from its earlier meaning of lasda transitions in surface wave

propagation (e.g., [13]). When scattering from the ion@sptwith dynamic electron den-
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Figure 1.1: Propagation paths for ionospheric clutter.

sity irregularities, the returned echoes may be signiflgesgread in Doppler and range.
This clutter may contaminate significant portions of thegeDoppler spectra and seri-
ously impair the remote sensing capabilities at a rangerE00 km or target detection
performance beyond 300 km [14].

The left column of Figure 1.2 provides two examples of radage-Doppler spectra
based on data collected by a HFSWR operating at 4.1 MHz at Bape, NL, Canada on
August 29, 2000 at 18:00 coordinated universal time (UT@) Aangust 30, 2000 at 02:00
UTC, respectively [15]. The right column of Figure 1.2 gitkse corresponding ionograms
obtained by the ionosonde located within a kilometer of tHeSHWR at Cape Race. As
shown in Figure 1.2(a), the radar range-Doppler spectryoivas ionospheric clutter from
the Es layer at range bins from 100 to 125 km. The correspgndimogram in Figure 1.2(b)
displays an intense Es layer appears at a height of rougBlkm0and may reflect the radio
waves with frequencies from 2 to 7 MHz. The ionospheric elutlue to vertical reflection

appears in an interval of 5 to 10 km at the nearer range of thasjgheric clutter (100 to



110 km). The ionospheric clutter due to mixed-path propgagatnvolving the additional
propagation along the sea surface, appears at further kang€110 to 125 km). This Es
layer ionospheric clutter reduces the performance of HFSAMRese ranges [16]. Figure
1.2(c) contains the F layer ionospheric clutter occurriragrf 310 to 330 km. This agrees
with the ionogram shown in Figure 1.2(d), indicating that tadio wave with frequency of
4.1 MHz at vertical incidence is reflected at a height of 310 Kime separate traces of the F
layer are associated with the F layer ordinary and extraargiwaves due to the existence
of the Earth’s magnetic field. The absence of E-layer cluteve 3.5 MHz allows the
radar to have longer range detection performance. Spdlyificdar echo Doppler spectra
at particular ranges involving ionospheric clutter duesfosertical reflection and (b) mixed-
path propagation are shown in Figure 1.3(a) and (b), resjedct These spectra were
collected by an HF radar installation at Cape Race, Newflaml] on January 6, 2002 at
20:00 UTC. The radar frequency was 4.1 MHz. In Figure 1.3(&) continuum surrounding
“—0.31 Hz” is due to direct reflection of the transmitted signal fréme overhead F-layer
ionosphere with a height of 230.8 km and the peak at “0.2 HzhésBragg peak of the
sea clutter. The power of the reflection from the F-layer i®a@ over a Doppler region
of about 1 Hz. At ranges beyond 200 km, the Bragg sea-clutt@ponents are relatively
small compared with the F-layer reflection. Although thekpeegnitude of ionospheric
clutter due to mixed-path propagation in Figure 1.3(b) latreely lower than that due to
vertical reflection, the former is strong enough to contaterthe first-order sea clutter.
Furthermore, this ionospheric clutter is subject to dilamal seasonal variations as a result
of temporal and spatial variations of the atmospheric j&}.

For successful sea-state monitoring and target dete¢ilé8WR systems require target
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signals to be well separated from clutter in range and Daoppléerefore, to improve
the performance and the reliability of an HFSWR system,i@agrly during night time

operation, it is necessary to find methods to distinguishuwanted signals from the
received ocean scatter. In addition to understanding thigeclin order to mitigate its
effects on ocean Doppler spectra, this knowledge may al»adqe a valuable source for
investigating the characteristics of the ionospherefifd&l.

The major focus in this thesis is on exploring how the ion@splaffects the propagation
of the transmitted HF signals and the ionospheric cluttaratteristics in the Doppler
spectra of the radar echoes in the context of ocean rematenged comprehensive model
of the radar received power density incorporating ionogplatutter from mixed-path and
vertical propagation modes is developed. This work may teadbetter characterization of
the ionospheric clutter at HF and provide theoretical fatimhs for enhanced suppression

schemes.

1.2 Literature Review

This section reviews some of the previous work addressmgtiwanted ionospheric clutter
in the context of HFSWR. Research efforts have generallgrtadne of two approaches:

developing ionospheric clutter suppression methods, aathiag the ionospheric clutter.

1.2.1 Methods for ionospheric clutter suppression

While not the primary focus of this thesis, a brief discuaia ionospheric clutter suppres-

sion is warranted for the sake of completeness.



Based on the mechanism of ionospheric reflection, the ityeasionospheric clutter
is sensitive to the radar operating frequency. If the opggdtequency is increased beyond
the critical frequency of a particular ionospheric lay&e upward HF signal will not be
reflected back to the ground [18]. However, for long-range sate measuring and ship
detection, it is desirable to operate the radar at lower ldguUencies, since there will be
more surface-wave attenuation at higher frequencies. , Thaee is a tradeoff in applying
frequency agility to evade the interference. In order torionp the reliability of an HFSWR
system, several approaches have been exploited to mitigaitefluences of the ionospheric
clutter.

Several adaptive processing techniques [19-22] are deseloy employing horizontal
or vertical dipoles as auxiliary antennas to take on thesbtmherent sidelobe cancellers.
These techniques may adaptively control the amplitude &g of the signal from each
array element in order to nullify interfering signals andimtain the response in the di-
rection of the desired signal. In [19], Leong presented ehogemploying four auxiliary
horizontally polarized antennas (HPA), configured in thenf@f two separate crosses, to
form an adaptive system with the vertically polarized anten(VPA) of a HFSWR system.
The horizontally polarized components received by the Hi2&sbe used to estimate the in-
terference component received by the VPAs. A subtractiohisestimate from the outputs
of the VPAs can then result in interference cancellatiororigederived adaptive weights to
optimally suppress interference. However, in practica,ezho from the horizontal direc-
tion and the ionospheric clutter from the zenith directianmot be easily separated by this
method. Therefore, the adaptive filtering process may leainultaneous weakening of

the target signal.



Further efforts were made in [23] to investigate the angsyectrum characteristics of
ionospheric clutter and to deduce the signal-to-cluttecessing gain from this information
by various adaptive receive antenna array configurationspatticular, it is shown that
by using a planar two-dimensional (2-D) array, the radar a@igtinguish high-elevation
ionospheric clutter signals from low-elevation surfacgéd echo, such as sea echo. These
methods involved additional antennas and relied on a langg aperture or a 2-D array
configuration, making the radar system more complicatedraddcing its applicability
when the size of the test site is limited.

Other researchers have applied a signal processing teshcédjed space-time adaptive
processing (STAP) algorithms. This is an effective way te training samples to adapt
its algorithms to specifically suppress the ionospheritt@ticomponent. The concept of
STAP was proposed by Brennan and Reed in the 1970s [24]; iDdppler-angle domain
it has been mainly exploited to suppress homogeneous arttbnaygeneous clutter for
airborne radar systems [25]. STAP involves a two-dimerdi@iltering technique using a
phased-array antenna with multiple spatial channels. {Gaupultiple spatial channels
with a pulse-Doppler waveform leads to the name “space=tigplying the statistics
of the interference environment, an adaptive STAP weigltoremay be formed. This
weight vector is then applied to the coherent samples reddyy the radar to deal with the
interference problem.

In HFSWR systems, STAP has recently been adopted to cousdeclstter in ship-
borne radar systems [26] and to suppress ionosphericrcints®ore-based radar systems.
Giuseppe Fabrizio and his colleagues at the Defence Scamt&echnology Organization

in Australia focused on the development of the adaptive iiee estimator (ACE) and
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its variant, the spatial adaptive subspace detector (A3D) for over-the-horizon (OTH)
radar systems. The ACE and ASD tests satisfy the constaet &drm rate property. This
property is used to determine the power threshold abovehadmy return can be consid-
ered to originate from a target with a particular probaypilidowever, the techniques are
susceptible to unwanted signals present in the test celdiuin the reference cell. Such
signals can cause masking of desired signals and precleded#tection. Recently, Fab-
rizio and Farina proposed a generalized likelihood ratgd (6LRT) detector to address
this issue [28]. However, the implementation of the GLRTuiees exact knowledge of the
parameters of the interference.

Saleh and his colleagues [29, 30] in Canada, and Li and Zharig[31, 32] in China
analyzed a group of STAP algorithms. These include the jamhain localized (JDL),
the direct data domain (D3), hybrid, as well as a newly pregdast fully adaptive (FFA)
algorithm. JDL is a dimension-reduced version of STAP, Wlieatures low computational
cost and high performance in homogeneous clutter suppredsspecially for clutter with
distribution independent with the desired signal, JDL ighty effective. In HFSWR, it
is always difficult to obtain enough training data for JDL.eTR3 and hybrid techniques
are STAP algorithms used for suppressing non-homogendotisrc These algorithms
suffer from high computational cost and poor real-time peniance for HFSWR due to the
requirement of long coherent integration time and a largesgiime dimension. FFA is
presented in [30] and tested based on a Cape Race data seeprby Defence Research
and Development Canada. This algorithm is able to expleitetfitire space-time data set
with limited training and with low computation load, but tiesue of how to divide the

space-time region into rectangular sub-matrices is stiler investigation.
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These existing signal processing techniques for mitigatmospheric clutter require
a tradeoff between computation load and the homogeneitheoEample support needed
to train the adaptive filters. Furthermore, these techrsiqare usually more suitable for
processing the steady or slowly varying disturbances ofidhespheric clutter than for

dynamic applications. These motivate the research reportehis thesis.

1.2.2 Overview for ionospheric clutter modeling

A second approach to alleviating the ionospheric clutteblam involves describing the
complicated physical scattering mechanisms based on adeffied mathematical model.
This model should explain the interactions of the radaragand the ocean waves, and,
additionally, it must address how the ionosphere affe@sdiceived signal. Such a model
might then suggest how the ionospheric clutter might beydically characterized within
the radar echo spectrum. Due to the highly non-stationaayacteristics of the ionosphere
which vary widely with time of day, season, temperature, laedtion, modeling the iono-
spheric clutter is challenging. The level of ionization @he electron density are functions
of both elevation and solar radiation intensity. As a rethdtelectron density of the iono-
sphere, and consequently the characteristics of the itveoispclutter, vary with elevation
as well as time of day, season, and sun-spot activity.

For his Ph.D. thesis in 2000, Fabrizio introduced a spauve-8tatistical model of nar-
rowband signals reflected by different ionospheric layeisd developed a parameter esti-
mation technique to fit measured data into the model [33%tHie derived a mathematical
expression for the received signal-fields reflected by atenhstructure of the irregular

ionosphere at a time instant. This rough plasma surface &@aaed by a series of flat
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“phase screens” in th& -Y plane. Then, he determined the statistical properties @f th
wavefield received on the ground in terms of the space-tinbecatrelation of the time-
varying irregular ionosphere. This model is shown to bedvidr the cases with a coherent
pulse interval (CPI) shorter than a few seconds. For lond&isChe assumed the iono-
spheric reflections as a random process with a Gaussiarsegpagion and proposed hy-
pothesis tests to evaluate this statistical model. Oneldlenphasize that the parameters
of the ionospheric model were experimentally validatediftbe field data collected at the
Jindalee radar site operated by the Defense Science anddlegly Organization (DSTO)
in Australia. There was no guarantee that this model will ppgliaable to other HFSWR
systems. Furthermore, this model does not involve the peooé sea surface scattering
via the ionosphere-ocean path, which can be significantdastal HFSWR and should be
considered.

Riddolls [34] introduced a geometric optics model, whicrsveatended from the sky-
wave model proposed by Coleman [35]. The scattered waveWwetcexpressed in terms of
a line integral of the refractive index fluctuations by sitankously accounting for group
delay, direction of arrival, location, and Doppler shifte dsed a ray tracing model and
treated ionospheric irregularities as perturbations afae'scent” path solution without ir-
regularities. Finally, he built the relationship betwebe phase power spectrum for the
signal received in the horizontal plane and the spectraitieaf the electron density irreg-
ularities within the ionosphere. This model was recentlplemented by Ravaet al. [36]
to develop a spatial-temporal phase spectrum of HF sigeélected from the ionosphere
vertically or obliquely. However, the model did not provitee received power spectral

density of the ionospheric clutter and also did not involva scattering via the ionosphere-
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ocean path.

Walsh and Gill of the radar group at Memorial University inn@da laid a solid theo-
retical foundation for analyzing the monostatic and bistef radar cross sections of the
sea surface scattering for oceanic remote sensing [37F8@]radar cross section is used
to describe the physical mechanism of the sea surface tatredidar energy. These first-
and second-order models were derived using the general Blagguations to solve for
the received electric fields, and then the received powesitjeand the radar cross section
are obtained through a series of Fourier transformatiorstatdstical analysis. The models
have been proven to be efficient in algorithms used for etitrgocean parameters from
HFSWR data. Based on this theory, the first-order model has betended to mixed-path
ionosphere clutter modelling for a pulsed radar [40,41thbse references, the effect of the
ionosphere on the radio waves travelling within it was assdibo be a Gaussian process.
However, the spectral density of this process was simplified uniform or exponential
distribution without experimental verification, which magt be sufficient for describing
the practical ionospheric conditions. The methodology af3li's mixed-path model is in-
troduced in details in Section 1.2.3. In this thesis, it W@l modified by considering more
practical ionospheric conditions.

Comprehensive characteristics of ionospheric clutteramadysed by Chan [42]. His
report includes various types of ionospheric clutter whigdre identified based on time-
series mode and Doppler mode data collected at Cape Racdpinalland, Canada in
2003. The characteristics were catalogued in terms of thgesaazimuth, frequency, and
Doppler. The information provided in that report may be useevaluating and testing the

derived model of ionospheric clutter.
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1.2.3 Review of Walsh’s mixed-path propagation theory

The analysis of the mixed-path propagation was conducteddoan the previous mod-
eling involving the scattering of HF electromagnetic raidia from the ocean surface.
Barrick [43] was the first to derive a complete radar crossieeenodel for investigat-
ing the interaction between HF radar waves and ocean wawshould be noted that the
Bragg scatter mechanism in his techniques are simply ateddar by Dirac delta func-
tion, which is not the case in real radar Doppler spectravaStava and Walsh [44] first
addressed the Bragg peak broadening phenomenon by stutigingechanism of electro-
magnetic wave scattering at the boundary of two differerdimerlheir analysis proceeded
directly from Maxwell's equations and these solutions saédwhe boundary conditions
were generated naturally from the initial formulation agibary equations. Walsh and his
colleagues [37, 45] further applied this basic approacheteebtbp a variety of cross sec-
tion models for different practical situations of oceanface propagation and scattering.
The mixed-path propagation is one of the applications, Wwisaddressed by additionally
involving the scattering of the HF radio waves from the iqriuere.

For the case of ionospheric clutter returning to the reogidntennas via ionosphere-
ocean mixed-path propagation, the derivation begins ftemrough surface scattering in-

tegral equation found in Eq. (46) of [37] as

Ty efjk‘p
Ef —Ve-V(E) * F(p)
2mp
N Y - (1.2)
=(z = V) P e (B ) P G

whereFE; is the received electric field normal to the rough surface édiately above the

surfaceg(z, y) is the surface roughness profile at positiony ), Ve is the surface gradient,
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% is a two dimensionalz, y) convolution,p = 1/z? + ¢? is the planar distance variable,
F(p) is the Sommerfeld surface attenuation functibis the electromagnetic wavenumber,
2 is the unit vector in the: (vertical) direction,F,, is a two dimensionalz,y) spatial
Fourier transformZ, ! is the inverse transform operatar= VK2 — k2, K* = K2 + K7,
K, andK, are spatial Fourier transform variables, g is the incidence electric field of
the primary source vector evaluated in the plane 2~ < ¢(z, y). This equation describes
the process of the radio waves scattering at sea surface(poir) and propagating on the
sea surface for a distancegfand gives the relationship between the incidence andvwettei
electric field.

The general form of the primary source field at a point .y, z) in free space is
defined as [46]

—

Ei(z,y,z) = TSE(J_;(x,y, z)) v Go(z,y, 2), (1.2)

where, J, is the primary source current density of the transmittinteana, 7, (J,) =

T [V(V - L) + k2], % is three dimensiondlr, y, 2) spatial convolution¢y = <2~
is the Green’s function, and = +/x2 + y2 + 22 is the three dimensional radial distance

variable. Taking the two dimensionat,(y) spatial Fourier transform of Eq. (1.2), the
integral form of the source field at the plane- 2z~ is given as

—2'u

- _ €
Ey(z7) =¢” “/Z/ T.e(Z") 5 dz'. (1.3)
The expressioﬂu]-"my(ﬁj_)e*f“ in Eqg. (1.1) becomes
D27\ ,—2 U : 6 )
2uF,, (EZ e =2 lim —F,,(E;). (1.4)
2—0t 02
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Substituting Eq. (1.4) into Eq. (1.1) yields

e~ Ike 0 = =y e~ Ikp
=(2—Ve) -2 lim — (&, F
2mp (2 2 o+ 82( ) = Flp) 2mp

E} —Ve-V(EL) % F(p)

(1.5)

Thez component of the source term may be further simplified to
— efjkp .

Egs = Fuy lQ lim Q(ES) x F'(p) z

20+ 02

e—z/u
= // TSEZ(Z,)de/7

where E,., is defined to denote the component of the incidence field in plane= 0

2mp

resulting from the given radar sourc®,is the ocean surface impedance, and the subscript

z indicates the: component of the vector field. Thus, Eq. (1.1) becomes

Bt Ve V(ET Y F e~ Ikp E Ve.2 i 0 E—; zy Ia e Ike 16

on — VE- ( On) * <p> 27 p = Ligzs — VE - zi}%ﬂ &( s) * (p) 27mp ( : )
To first orderE;, may be approximated by a Neumann series as

B~ B+ Ve [V(Ea) — 2 lim ()] % () 1.7

on ~ Lszs + VE - [ ( szs) - zl)%l+ &( s)] * (,0) 27Tp . ( . )

The first termFE,_, is the solution for a smooth surface, i.8s = 0. The remaining terms
represent first-order scattering because of surface rasghrThus, the first-order electric
field normal to the rough surface immediately above the sarfar a source field, is
denoted by Ej ), as

. 0, = ay e~ Ike
(Eguh = Ve - [V(Eo) — 2 lim ——(E,)] * F(p)

20+ 02 ®

T (1.8)

In the following, the primary source is specified to be an @etary dipole. The far-
field free-space electric fieldf;, which is observed aP(R, 0, ¢), due to such a source

located at the origin is given by

. . efjkr
ET = Ege = ]CQ sin 6 4

0 (1.9)

)
r
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where(r, 6, ¢) are the spherical coordinate variables with

r=yr2+ 2+ 22 =/p?+ 22, 0= —sinb%+ cos0z.

In addition,Cyy = "OTNwI(w) is the dipole coefficient for an antenna of lengthcarrying a
current/ whose radian frequencydsand wavenumber is in free space where the intrinsic
impedance ig),.

In order to proceed with the mixed-path propagation, anadésl’source will be con-
sidered over a plane lossy earth. The original treatmentsahation of the problem of
determining the radiated fields from this rather simple sewver a plane lossy earth was
given by Sommerfeld [47]. However, Sommerfeld’s soluticaswvritten in terms of com-
plex integrals, which are quite difficult to evaluate. Thentononly accepted asymptotic
solution for the electric fieldZr, which may be found in modern texts addressing the issue
of elevated sources above a lossy earth, e.g. [48], may Weewin a simplified form for
the present purposes as

—jkR1 —jkRy e~ JkR2

_, e
By = jCy{si i —(1-Ry)F TRV
= 7Ch {sm 0, I 0, + Ry sin 0, e 0y — ( Ry)F(p, 2) ik, [Z+ bp]}

(1.10)

The geometry of the elevated dipole source over a lossy @arth is shown in Figure 1.4
and various terms of Eq. (1.10) are illustrated. It shoulddted that the source dipole has
been elevated at = h and its “image” is located at = —h. R, is the Fresnel reflection
coefficient for a vertically polarized plane wave aFfi(p, z) is the Sommerfeld attenuation
function. Both of these parameters are functions of the mplolative permittivitye,.,
conductivityo, and the frequency. The constank depends on the ground parameters.

The first term in Eq. (1.10) is referred to as the direct field,, ithe source dipole
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Lossy Plane Earth
Ry = Roy + Ry

Figure 1.4: Vertical Dipole over Lossy Plane Earth.

radiated electrical field in the absence of earth. The otlerterms represent the fields
due to earth interactions. Certain special cases are akstte If the earth is perfectly
conducting,R, — 1 and the fieldZ then consists of the first two terms only. Interpreting
Eq. (1.10) in relation to Figure 1.4, if the observation paihis on the surface, then
E = 2F, for this case, wherd’, is the electrical field from the source dipole. If the
earth has finite conductivity and both the source dipole Aedbservation poinP(p, z)
approach the surfacé (- — 0%), thenR, — —1 andb,, 6, — =/2, and the first two terms

in Eg. (1.10) cancel. In general, for good conducting sw$asuch as the ocean, the
component is much smaller than theomponent of the surface wave. On the other hand,
if the observation poinP is far removed from the surface, the third term in (1.10) may b

neglected and the field can be taken to consist of the first two terms only. The efféct o
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the earth is then
—jkR2 R
Eem‘th = jOORv sin 02 4 82. (111)

T Iy

It should be noted that the reflection coefficiétt is a function of the observation point
P coordinates through its dependence on the reflection angleR, = R,(x,y, z, h).
This implies thatR, can be treated as any other function. For example, it may beadfo
transformed.

In order to apply the above result to the case of the mixed-paipagation, the plane
earth is replaced with the ionosphere reflection layer. Téenwetry of the mixed-path
propagation is shown in Figure 1.5. TB&Y plane indicates the ocean surface and the
observation poinP is at(z, y,0") on the surface. The primary source transmitting antenna
is taken to be a vertical dipole at the origin (0, 0,)0 Assuming the ionosphere to be a
reflecting plane at a height= H/2, the propagation path from the transmitting antenna
up to the ionosphere and back to the rough ocean surface bewdnsidered as a straight
line from an elevated source at (0,H), which is the image of the original source. Note
thatd; is the reflection angle; is the range of the surface wave pathis the range of the
free-space path anl + p is the total path of the mixed-path propagation.

The resulting electric field representing the ionosphdfeceat P(z,y,0") is given as

— e_ij ~
JR:Cosin b~ (1.12)

whereR; is the effective ionospheric reflection coefficient (IRChigh represents the iono-
spheric effect on the propagation of the radio waves.
In order to determine the first-order scattered surface fiélg ), E; given by Eq.

(2.12) will be substituted foE, in Eq. (1.8). Moreover, the termslim, o+ OE; /0z and
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(0,0,H) 4

(0,0,0.5MT) L\

(0,0,07)

X  Sea surface
Figure 1.5: Scattering geometry for ionosphere-oceammetu

V.y(Eis) in EQ. (1.12) are evaluated as

OF, R
~ kCoR; sin0; cos® 0, p,
2R

—jkR

2 i
zi%l‘*‘ 0z

Vay(Biss) ~ —kCyR; sin® 0,

2R p-

Then the first-order electric field is given as

—JjkR L

~ . € xy
(Eg)1 ~ —kCo[(Ve - p)R; sin sz] * F(p) o7 (1.13)
Referring to Figure 1.5, Eq. (1.13) may be written in intéfpam as
n kCy . _
(Egui(z,y) ~— -5 (Ve p) (1, y1) Ri(z, yr) sinff;(x1, y1)| F(p2)
(@m?*J Js (1.14)

dxqd
Rlpg xr10Y1,

whereR, = \/p? + h2, p1 = /22 + y3, pa = /(x — 21)2 + (y — 1)
In the monostatic case, for which the transmitting and xéegiantennas are co-located

and the observation point (y) is at the origin (0,0), it can be inferred from Figure 1.5

21



thatp = 0 andpy, = p;. Upon transformation from Cartesian to polar coordinapest),

(1.14) then simplifies to

(B imo ~ % / / (Ve - ) (1, 02) Rl pr. 62) sinl6,(p1)| F (1)

efjk(Rl +p1 )
Ry

where the subscriptiiio” denotes the monostatic case. The limits of integratior bel

(1.15)
deldph

determined from the region of the scattering surface. Thantities associated with the
ocean and ionosphere surfaces are represented usingiptd'stand /', respectively.

Here, the rough surface profitewill be eventually assumed to be that of the ocean
surface. As in [37-39], the sea surface, which is assumed Bgiochastic process, may

be represented by a general Fourier form as
e(z,y) =Y PL o7 (1.16)
K,

wherePI%o is the Fourier coefficient for a surface component whose waetor is K,
which is taken to be a continuous parameter. Of course, iityieae sea surface is time-
varying and will introduce an additional parameten (1.16). However, in the interest of
simplicity and because any surface time variation will beaoconsiderably longer time
scale than electromagnetic propagation times, this teahpariation is not immediately
introduced.

The ionospheric reflection coefficiet; depends on both position and frequency, i.e.,
R; = R;(x,y,w) [40]. For simplicity, the zero-order reflection coefficiettthe radar oper-
ating frequencyw, will be considered. A continuous parameter stochastic inodlealso
be assumed for this zero-order ionosphere reflection cieffi&;(z, y,wy). This seems

reasonable sinck; certainly depends on the parameters of the ionosphergia@gspheric
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electron densities. These will have certain average valapsnding on geophysical con-
ditions, but there will be point-to-point variations whiahmay well be viewed as random.
It is then to be expected thdt; will have random variations with respect to the surface
observation point4, i), in particular, relating to phase. Furthermore, the etectlensities
and, thereforeR; may very well have a low-frequency time variation profile.isfban be
incorporated in the same fashion as the temporal variatienlut, again, the time scales
will be very much longer than electromagnetic propagatimetscales and so may be in-
cluded later. Of course, both the ocean surface and ionasplélection coefficient time
variations will impact the observed Doppler frequencieshef received electromagnetic
signal. With these considerations in place, the ionosplreflection coefficient?;(x, y)

for the ionosphere may be written in Fourier form, analogoy4.16) for the ocean, as
Ri(z,y) = Z P[%,ejgi'ﬁ, (1.17)
K;

WhereP;?i is the Fourier coefficient of the ionosphere reflection cokfit for a component
whose spectral wavenumberis.

The integral with respect tth in (1.15) is evaluated asymptotically by the well-known
stationary phase technique [49]. The stationary point¢ fdor the technique is shown to
be the same direction as that of the vector skign= K, + K, [45]. The direction of this
sumeg, corresponds to the radar look direction for monostatic.case

Thep;-integral in (1.15) is solved approximately by incorpangta pulsed radar source.
The frequency-domain antenna curréni the electric field equation (1.15) is specified as

a gated sinusoidal signal with pulse widihand frequencyy,. The time-domain version
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of this current may be written as
i(t) = Iy [(t) — h(t — )], (1.18)

wherel, is the current amplitude anfdt) is the Heaviside function. For a given timghe

radial extenfp; of the surface from which scatter contributes to the recksrgnal at time
t is limited by the Heaviside function. In order to incorp@ahis time-domain current,
Eqg. (1.15) is inverse Fourier transformed with respect éoftequencyv. After a series of

derivations (see [41]), the expression of the receivedmdeeld in Eq. (1.15) becomes

2
(B imolpe) ~ — 5000 s ottt 2ge) st L(00)

J (27)3/2 Rov/s sin 0
o % [?O ’ [?S j Ap .
. Z Z PﬂoPRi K3/2 ejKSpOApSOJ[T{KS — k'()(l + sin 90)}],
Ko K; s

(1.19)

wherep, = £ — <t is defined as the apparent surface ranye, = < is the apparent
range resolutionSa(- - - ) is the sampling function with the usual form @h(---)/(---),
po represents the range between the radar and the center poa scattering patch on
the ocean surfacedy, is the range of the skywave from the radar to the center poithti®
scattering patch, anflp is the range resolution of the patch.

Equation (1.19) is an estimate of the electric field intgnaitthe receiving antenna for
a single transmitted pulse of a time pulsed radar. In the oaseDoppler radar, a time
series of such pulses is transmitted and the return is redofthis record is then analyzed
to extract useful information regarding the time variatiorthe targets being interrogated.

Here, in order to incorporate the required temporal valitgbof the sea surface profile

¢ and the ionosphere reflection coefficignt, (1.16) and (1.17) need to be modified by
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including the time variable as

K -pFwot
:L‘17y17 E Kowo ? 0)7
Kowo
E % o+w.
l‘l)yl) PK WIG 7/7 1)
K Jw;

The frequencies, of the ocean waves ang of the ionospheric irregularities are assumed
to be small, so that time variations during the collectiondifor a single pulse may be
considered to be negligible. Thus, only pulse to pulse tiana are considered.

The received power spectral density (PSD) is taken to be doeét transform of the

autocorrelation function of the time-varying receivedcéliie field and is derived as [41]

A, (kgmoAllLo|)* [F(po)* .
S IS g ] |
1(wa) 2no  (2m)? Ripy P(&0) ¢, IR, Ja, Ja,

— — 2
K, K, . B
‘<7K3/2 ) So(FK oy wo)Si (K, wi)dlwa — (wo + wi)] (1.20)

A — —
. §q2 [%{Ks — ko(1 + sin 80)}} dK,dK;dw,dw;.

where A, is the receiving antenna effective areg,is the observed “Doppler” frequency,

and the ensemble average of the random Fourier coefficieajdmwritten as
(Pg P (Pe )Py )) = So(Kowo)Si(Ki,wi)dEKdK dw,dw;,

and wherex represents complex conjugation, eﬂ?‘yﬂKO, w,) ands; ( i, w;) are the spectral
densities of the ocean surface and the ionosphere, regggclihis PSD equation contains
an integration over all spatial wavenumbers and tempoegjuiencies for both the ocean
wave spectrum and the spectral representation of the ibeosgeflection coefficient.

In the case of the ocean surface, the linear dispersionaelagétween the frequency,
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and wavenumbekK, of individual gravity wave components is written as

w, = /9K, tanh K,d, (1.21)

whereg is the usual acceleration due to gravity, ahts the water depth. Recalling that
the phase speed of the wavels, Eq. (1.21) indicates that waves with longer wavelengths
(Ao = 27/ K,) will travel at higher speeds. When the water is sufficiedep, (typically,

in oceanographical measurements, when \,/4 [50]) so thattanh(Kd) ~ 1, a “deep

water” approximation to the dispersion relationship magiven as

Wo =/ 9K,. (1.22)

The deep water approximation is often valid for HF radar apen and this equation will be
employed throughout the remainder of this work. Then, trecspl density incorporating
the “linear” dispersion relation for first-order gravity wes is typically cast as
— 1 —
So(Ko,wo) = 5 D So(mEK,)d(w, + mn/gK,), (1.23)
m==+1

wherem = +1 corresponds to wind driven ocean waves moving parallel typamallel to
the radar look direction. Typically, the directional ocesapxectrurrﬂg([?o) may be expressed
as the product of a non-directional spectrusy(k,) and a normalized directional factor,
le?o) as

So(Ko) = So(K,)D(0, ). (1.24)

whereD(0 ) is normalized [51] as

2
/ D(0z )dfz, = 1.
0
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The Pierson-Moskowitz (PM) non-directional spectrum [BXelected to represent the

ocean wave spectrum for a fully developed sea as

0081 _ 92
SO<KO) _ 0.008 e 0'74(K0U2) (125)

2K4 ’

whereU is the speed of the surface wind measured at 19.5 m above #an @urface.
D(0g,) is chosen to be a cardioid directional distribution for theectional ocean wave

height spectrum of a wind driven sea [53] as

4 Oz — 05
D0z )= . cos? (%) , (1.26)

wheref; is the dominant direction of the surface wind. Thus, the spkdensity of ocean

surface waves becomes

» 0081 _g7a(—s 4 0z + T g
Sulmi,) = St T [— ( e —— |, @2

2K?
In the case of the ionosphere, it is assumed in [41] that thesphere reflecting layer
has only a constant horizontal velocity. Thus the spec&(rf?i) is non-directional. Then,
the spectral density for the ionospheric reflection coeffith; (/) has been assumed to be
generally representable by a uniform or exponential distron model in [41], but these
models may not adequately describe the behaviour of thespiveye. Thus, the spectrum

of the ionospheric reflection coefficient needs to be furiinegstigated.

1.3 The Scope of the Thesis

In this thesis, theoretical models of the ionospheric elutire established based on the
foundations of the mixed-path propagation theory devaldpeWalsh [40]. The thesis is

organized as follows:
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In Chapter 2, the physical influences of the ionospherictelaadensity on HF radar
Doppler spectra are taken into account in the ionosphdtecten coefficient (IRC) model.
The relationship between the IRC and the electron densegularities within the iono-
sphere layers is derived based on an layered ionospherielrfidd.

In Chapter 3, by considering the reflection from the ionospla®d second-order scat-
tering on the ocean surface, the received electric fieldwwvg mixed-path propagation for
a monostatic radar configuration is derived from Walsh’'sadipath propagation theory. In
this case, the reflected signals from the ionosphere maydttesad back to the receiver by
one second-order ocean wave (hydrodynamic effect) or twtdinder ocean waves (elec-
tromagnetic effect) [54]. Then, the field integrals are tak®the time domain, with the
source field being that of a vertically polarized pulsed tBpmtenna. Subsequently, the
second-order received power spectral density model isloj@eé by assuming the ocean
surface and the ionosphere are stochastic processes.

In Chapter 4, the derived ionospheric clutter model for as@dlradar source is fur-
ther investigated for the case of vertical propagation foramostatic configuration and for
mixed-path propagation when using a bistatic configuration

In Chapter 5, a theoretical model of the mixed-path propagas developed by involv-
ing a frequency-modulated continuous wave (FMCW) radarcsou

In order to investigate the power density spectrum of thiogpheric clutter and its
relative power density to that of the average first-ordeaaadutter peak, the normalized
ionospheric clutter power density is simulated. Numerstadulation results are provided
to demonstrate the performance of the ionospheric clutideua variety of ionospheric

conditions and sea states.
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Chapter 6 summarizes the fundamental conclusions reaobredlie work presented in
the previous four chapters of this thesis. Based on the ipmssgenerated by the present
analysis, several suggestions for future research argetsaled.

The research described in this thesis has been publisheeirefereed scholarly jour-

nal papers as listed below.

1. J. Walsh, E. W. Gill, W. Huang, and S. Chen, “On the Develeptof a High Fre-
guency Radar Cross Section for Mixed Path lonosphere-désagpagation” |EEE

Trans. Antennas Propagreol. 63, no. 6, pp. 2655-2664, 2015.
This paper provides an overview of Walsh’s mixed-path pgagpi@an method (Section

1.2.3) and numerical simulations (Section 2.4).

2. S. Chen, E. W. Gill, and W. Huang, “A High Frequency Surfdéave Radar lono-
spheric Clutter Model for Mixed-Path Propagation with Set®rder Sea Scatter-

ing,” IEEE Trans. Antennas Propa@016. (in press, DOI: 10.1109/TAP.2016.2618538)

This paper provides the analysis of the mixed-path projp@agatth second-order sea

scattering (Chapter 3).

3. S. Chen, W. Huang, and E. W. Gill, “A Vertical Reflection é@pheric Clutter Model
for HF Radar Used in Coastal Remote SensilgEE Antennas Wireless Propag.

Lett, vol. 14, pp. 1689-1693, 2015.

This paper provides the analysis of the vertical ionostautter (Section 4.2).

4. S. Chen, W. Huang, and E. W. Gill, “First-Order BistatiogHiFrequency Radar

Power for Mixed-path lonosphere-Ocean PropagatitfEE Geosci. Remote Sens.
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Lett, 2016. (in press, DOI: 10.1109/LGRS.2016.2618855)
This paper provides the analysis of the mixed-path propagédr bistatic radar con-

figuration (Section 4.3).

. S. Chen, E. W. Gill, and W. Huang, “A First-Order HF Radao€ Section Model
for Mixed-Path lonosphere-Ocean Propagation with an FMCWIr&,” IEEE J.

Oceanic Eng.vol. 41, no. 4, pp. 982-992, 2016.

This paper provides the analysis of the mixed-path propagatith FMCW radar

source (Chapter 5).
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Chapter 2

A Model for the lonospheric Reflection

Coefficient

2.1 Introduction

The ionospheric reflection coefficient (IRC) is used to diéscthe ionospheric effects on
the propagation of a radio wave, which is the electric fietérggth ratio of the reflected
wave to that of the incident wave. It is fundamentally refatie ionospheric electron den-
sity irregularities [55]. For each ionospheric layer, thiexa quiescent ionospheric electron
density with random spatial irregularities. These irregiles may lead to the shifting
and spreading of the clutter signal in the range and Dopmerains [56]. Radar signals
backscattered from these irregularities can be very ietansl may be considered to vary
randomly with surface observation positions. Efforts toigaite the influence of these sig-

nals require knowledge of the probability distribution fbe IRC, which is a function of
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the electron density irregularities, and investigatiortted Doppler shift and spread that
the ionospheric clutter introduces in the radar echoes. speetral density for the IRC
Si(l?i,wi) has been previously assumed to be representable by a ursfoexponential
distribution model [40,41], but these may not adequatebgdbe the behaviour of the iono-
sphere properly [57]. The spectral density of the IRC isdzdli related to the irregularities
of the electron density. Thus, this parameter should bem&ted based on the practical
ionospheric irregularity model rather than by assumingnapte uniform or exponential
distribution. In order to make the ionospheric clutter mladere physically meaningful,
this spectral density should be determined from the pragseof the ionosphere itself.

In this Chapter, the propagation of the HF radio waves witheionosphere is investi-
gated. Then, the IRC expression is modified from that used dlgM[41] to be related to

the ionospheric electron density irregularities. Finalyypicalin-situ distribution for the

electron density is incorporated into the derived spedeakity function of the IRC.

2.2 The Propagation of Radio Waves within lonosphere

The ionosphere contains high densities of free electrodsars. Thus, it can affect the
properties of electromagnetic waves that are propagatddnnar through it. The spatial-
temporal phase spectrum of signals reflected from the battdhe ionosphere in the pres-
ence of ionospheric irregularities is investigated thioaggeometric optics approach. A
dispersion relation for the HFSWR pulse as it propagatelsendnosphere is given in [58]
as

s 02]{32 B W
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wheren is the refractive index; is the speed of lighty is the radar frequency, is its wave

number, andy, is the electron plasma frequency, defined as

2
w2 = ENe (2.2)

P €Egm ’

wheree is the charge of an electrog, is the permittivity of free spacey is the mass of an
electron, andV. is the electron density.

The ionosphere will be considered to be a layer-stratifiadmph of sub-layers as illus-
trated in Figure 2.1. The electron density of each sub-lay@eases with altitude and the
refractive index decreases. When the radio waves propagtte ionosphere, their direc-
tion and velocity are changed according to the Snell's lawe Trajectories of the radio
waves are refracted away from the normal for upward propagditom slice to slice as

shown in Figure 2.1. When the angle of refractiof(s, the ray will start to be completely

n; J90 o
|
nk_l A-I
T |
N Increasing critical angle
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n,

/b
/o

:

Figure 2.1: Refraction of a radio wave in the ionosphere.

internally reflected back to the earth by the boundary, tlgpeanf incidence then being the
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critical angle. Applying Snell’s law to the geometry in Frgl2.1 gives

sin 6; g
= —. 2.3
sin 90° 1 (2:3)

Eg. (2.3) indicates that the ray will be reflected back to tagheat the stratum whose
refractive index numerically equals the sine of the incieangle at the point of entrance to
the ionosphere, i.ey;, = sin 6;. Now the electron densit)y, is assumed to be continuously
changing and linearly related to the altitugeand independent of the horizontal coordinate.
As shown in Figure 1.2 (d), the measured electron densitf{i@iie a parabola-shape curve
for the F-layer from 290 to 500 km. However, from the same fgitimay be observed
that for radio wave frequencies under approximately 5 MHmakes sense to simplify the
relationship between the electron density and the heigbéang linear from the bottom of
the F-layer to approximately 350 km. For higher radio waegfrencies, it would be better
to apply more realistic electron density profiles, such aaralpola-linear composite model
or the international reference ionosphere [10]. Then tfractve index may be written in
the form [36]

n?*(w,z) = 1 — cos® Gii, (2.4)
20

where, for our purposes; = 0 is at the bottom of the F-region ionosphere, which is
approximately 200 km above the ground, and= z,, the height where total reflection
occurs, is determined by the radio frequency. The totalatdle effects may be accounted

for by an integral over a volume of refractive index fluctoas [59].

34



2.3 Derivation for the Spectral Density of the IRC

2.3.1 Representation of the IRC

For the case of the ionospheric clutter, the electric fieldroHFSWR signal reflected by
the ionosphere to the ocean surface is considered. Thedeee sadiated far electric field
at a pointP(r, 0, ¢) from an elementary dipole source located at the origin ismgin Eg.

(1.9). In Cartesian coordinates, the total phase accrugtebgignal from the radar to the

point P(z,y, z) (i.e. P(r, 0, ¢)) may be written as
—kr = —k(p1sinf + zcos @), (2.5)

wherep; = x cos ¢ + ysin ¢ is the projection of?; onto theX-Y plane (see Figure 1.5).
When the radio wave passes through g layer of the ionosphere with a thickness,

the change in its phase is given by
—Fk (p1m SIn O, + 2, €08 0,) = —k(py SN 0; + My 20, cO8 6,,), (2.6)

where, within themy, layer, k,,, is the radio wavenumbep,,, is the path change in the
X-Y plane,d,, is the transmission angle, ang, is the refractive index of the layer.

The paths of the radio wave travelling up to the ionospheckkaing reflected to the
ground are assumed to be symmetric (see Figure 1.5). Theot#h@hase change from the
radar to the ocean surface point in Figure 1.5 is

¢; = — k(psin0; + 2/ n(w, z) cos 0,,dz)
0 (2.7)

=—k(psiné; + 2/ \/n(w, 2)2 — sin® 0;dz),
0
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wherez, is the height of the reflection point. The integral in (2.7pesses that a change
of phase is cumulative for a wave passing through a slowlyingrmedium. Thus, the

electric field at the surface point is

efjk(sineierQ 159 v/n(w,z)2—sin? 0;dz) _
0.

jCosin e (2.8)
Comparing Eq. (2.8) with Eq. (1.12), the reflection coeffities given as [60]
Ri(w, p—') _ ejk(Hcosﬂi—Qfozo /1 (w,z)2—sin? Gidz). (29)

This indicates that the IRC is the electric field ratio of tkeflected wave to the incident
wave and depends on both position and radio frequency. Hereadar transmitted signal
is considered to have a dominant frequengy

Furthermore, the radio waves may suffer from ionosphersogition while propagat-
ing within the ionosphere. During this process, part of oo wave energy may be trans-
formed into heat and electromagnetic noise by electronsomtis with neutral molecules
and ionized particles. The amplitude of the electric fieldayes exponentially with the

absorption loss, and this is accounted for by
Ry, = el —radz, (2.10)

wherek, is the attenuation per unit distance. In the absence of thia’Eanagnetic field,

ko IN decibels per kilometer is given in [10] as

N.v

0 =4.6x1072—
: p(w? + v?)

(2.11)

wherev is the collision frequency ang is the magnetic permeability. The absorption

of HF waves occurring in the D layer whereis approximately unity is usually denoted
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as nondeviative absorption, while deviative absorptiocueg where marked ray bending
takes place, i.e., the absorption during reflections froenEland F layers. The absorption
may be measured by ionospheric sounding techniques [10].

After taking this factor into account as the real part of tR€] R; may be rewritten in
the form

Ri(7) = Rie’®®. (2.12)

Here we define the phase error functibras

O(f) = koH cos b; — 2ko [, \/n(z)? — sin” ;dz.

This parameter represents deviations of the total phaseadtie existence of the iono-
sphere. It is fundamentally changed with the regular andhststic variations of the elec-
tron density. The regular variations are associated wils@eal and diurnal dependencies
and are considered as the average electron density backjdepending on geophysical
conditions [61]. The stochastic fluctuations are signifisamore varied and arise due to
the simultaneous effects of a number of random factors: spmeric gas turbulence, spo-
radic sun activity, various kinds of plasma instabilityc §62]. A combination of these

stochastic sources generates a wide spatial spectrumaspberic irregularities.

2.3.2 Relationship between the IRC and ionospheric irregarities

When the influence of collisions and the Earth’s magnetid ftain be neglecte@ may be
taken as a zero mean real random variable. In order to igastthe statistic of properties

of the IRC, the spatial autocorrelation function correspog to Eq. (2.12) is calculated as

R, (7) = (Ri(p + PR (p)) = (/17020 (2.13)
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The relationship of this function to the phase error functit, () is given in [40] as

R, (7) = eRe—(@)] (2.14)

7

where (®?) is the mean square of the phase error funcf(0). Thus, the perturbation
of the phase error function accounts for the variation o R@. Here we consider only the
first order perturbation, i.6R4, () ~ Ro(F) — (D?).

Then, the autocorrelation of the IRC may be expanded in amt@fseries as
1
R () = (14 R, (7) + 7R3, (7) + ). (2.15)

Taking the spatial Fourier transform of Eq. (2.15) givesgpectral density of the IRC as

> 5 KZ — 1 — —
i) = S0 () 4 () xS, () - (2.16)

wherex denotes two dimensional wave-number convolution. Thisagqo is useful in
providing a connection between the spectral density fonctif the IRC and the phase
error function® which is physically meaningful.

In order to determiné;, the derivation ofSs is considered firstly. The phase variation
may be caused by small-scale ionospheric irregularitiéerge-scale travelling ionospheric
disturbances (TIDs). Small-scale irregularities (froomticeds of metres to kilometres in
size) of the ionospheric plasma may increase the opticzkileiss for radio wave scattering,
and a single radar signal will be observed to undergo interag with multiple irregular-
ities. This multiple scattering results in a correspondiedistribution of the spatial and
temporal properties of the radio waves [63]. The ionosghelgctron density with small-

scale irregularities is described by

N, = Nuo(2) + Nt (7), (2.17)

38



whereN,(z) is the zero-order ionospheric electron density profilg,(7) is the first-order
irregularity, andr” = (z,y, z) is the three dimensional coordinate of the ray trajectory.
By Fermat’s principle, the ray follows a trajectory of mirum phase, which means that
perturbations to the ray trajectory are second-order irsitieiperturbation [64]. Thus,

a first-order Taylor series perturbation ®owould be evaluated along the zero-order ray

trajectory and be given by

O/n(2)? —sin?0;

ON.

q)l = 2]%'0/ ’ Nel(F, t) . dz. (218)
0

In practical terms, the radar wavelength goes to infinityatttirning point and the con-
cept of phase is no longer meaningful. A more rigorous fudevanalysis of fluctuations
near the turning point shows the phase contribution neautiméng point to be minor [65].
Using that conclusion, we ignore the phase contributiom tieaturning point by cropping
the path integration a short distance (on the order of a veaggh) below the turning point
at a height o). Here the first-order phase error function is equivalenbh&wavenumber

of the IRC. From Eq. (2.1) and Eg. (2.2), Eq. (2.18) may be itésvrin the form

# 5 8\/COS2 01 - 6me0 27“5)\0 & _’
1= 2k | Na(7)- ON, T cost; \/17
20

wherer, = e*/(4megmc?) is the classical electron radius akgl= 27/ k.

dz,  (2.19)

For HFSWR applications, we are interested in the autoarogl of the phase error

function as a function of the horizontal plane position, #nd may be written as

Rq’l (xlv y/> = <CI)1(3;' + xlv Y+ y’)q)“f(x, y)>

Adzor2 N2 2 °

~ e”\0 0 R roor /

~ COS2 9 _ Z/ Nei (x 7y ) z )dZ 9
1 0 J—o0

(2.20)
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whereRy,, refers to the autocorrelation of the electron density flattms. Then, the
spectral density of the first-order phase error function tmaygalculated by Fourier trans-
formation of both sides. Finally, the relationship betwéea spectral density ob; (i.e.
Ss,) and the electron density may be obtained as

Sq)l (KW? Hy) - / /RCI)l (:E/) y/7 T)e_jnmx/_jﬁyy,dl'/dy,

2.21
_ 42072 N3 20 ( )

TR — SNer (Kas Koy K2) | n=0,
wherex is the wavenumber of the electron density irregularities] &,, ~, andx, are
its Cartesian coordinate components. Research on ionaspladelling suggests that the
spectral densityy,, of the electron density irregularities follows a power lawdel, which
means theSy,, changes with the power of. In-situ measurements show the power is
around 4 [66].

A generally used spectral density of the electron densiggularities which are in-

finitely elongated along the magnetic field is in the form [57]

S (—») _ 87T3/€0<N€21>5(K?||)
T T R

: (2.22)

wherex, ~ 10~*m~! is the “outer” scale size parameter, which correspondsedaiyest
scale size for which the eddies may be considered to be @ofro, is the magnitude of
the component of that is perpendicular to the Earth’s magnetic fieldjs the magnitude
of the component of. along the field, andN?%) is the variance of the electron density
fluctuations at the reflection height.

For present purposes, it is reasonable to assume that éggilarities move without
changing their shapes and may be adequately described byenfirregularity structure

that convects with the background ionosphere, which is knag/the Taylor hypothesis
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[62]. Thus, the temporal variations of the ionosphericgularities are considered to be

entirely due to the plasma drifting of the ionospheric |ay&vhich give,
SZ(KZ, wi) = SZ([?Z)(S(UJZ —+ Kz . ’Uh —+ Qkovv COS (9@), (223)

wherewvy, is the horizontal ionospheric plasma drift velocity, andis the vertical iono-
spheric plasma drift velocity.

The ionospheric plasma is often structured into largeesealvelike fluctuations of elec-
tron density, i.e., TIDs. These may introduce variationshef reflection surface height
and the plasma drift velocity. TIDs can be tens to thousamdd@metres across, travel
at speeds of hundreds of meter per second, and have typival paiods from tens of
minutes to more than an hour. Many observations show thab¢barrence of TIDs is
commonly associated with the action of an average regulactste of the atmosphere, the
acoustic gravity waves (AGWSs) [67]. TIDs may cause distorif the ionospheric reflec-
tion surface during extended temporal measurement pegiadignduce apparent variations
of the angles of arrival and Doppler frequency shift on theogpheric wave propagation.
The TIDs information may be obtained from the time-frequedistributions (TFD) of the
ionospheric echoes [68].

For simplicity, the horizontal wavelike TID may be consiééras a large-scale plane
wave with wave vectok and frequencyw corresponding to those of the original AGW.
Variations in electron densities caused by TIDs may chahgeé¢flection height of the

radio waves from the ionosphere. This height may be repteders
H(p,t) = Ho[l + h(p,t)] = Ho[l + &, cos(kr - f — wrt)], (2.24)

whereH, is the mean heighty, is the relative surface height variation, apie- (z,y) is a
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two dimensional coordinate on the ray trajectory. The tolependent height in Eq. (2.24)
will result in additional Doppler shifts in radar spectrunhich are independent of the shifts
induced by the plasma drift. Since the periods of TIDs arelmarger than the collection
time for one range-Doppler spectrum, only the vertical e#joof the reflection surface
is taken into account. The effects of the TID phasis examined by the time-frequency

distributions. Thus, the vertical velocity in Eq. (2.22kpressed as

dH
Vy = T Hywrdy, sin . (2.25)

Now, the spectral density for the IRC may be determined by @dl6), Eq. (2.21),
Eqg. (2.22) and Eg. (2.25). This spectral density may be &#teby the spectral density
of the small-scale electron density irregularities and Dogpler shift introduced by the

large-scale TIDs.

2.4 Simulation and Analysis

In the case of the ocean surface, the integration over thpdshfrequencies,,,, and
wpg May be performed by the respective linear dispersion oelaliips between them and
the ocean wavenumbers,,, and l?pq for deep water, as given in Eq. (1.23). Then, the
autocorrelation function associated with the sea surfac#@with respect to the time lag

T IS given by,

<8(t+7—)€*(t)>:/]3 / Sol O,wo)ej”‘”d[?odwo
o (2.26)
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The relationship between the temporal frequency of thespheric irregularities); and
its wavenumbelx;; is deduced by applying the Taylor hypothesis as given in RR3).
Thus, the autocorrelation function of the IRC becomes

(Ri(t + T)RI(t / / eJWdK dw;

(2.27)
/ KS —j K -Tp+2kovy cos 6;) TdK

Then, the ionosphere clutter power spectral density (P$E)eomixed-path propaga-

tion for a monostatically configured pulsed radar in Eq. @Lt#comes

2
A, (K2no NI |F 2
.Pz‘l( d) ( 0770 | 0|) ‘ (50)‘ sin 0 ép / / < 3/2 )

21 (2m)?2 RGpo

. Z SO(mKO)Si(Ki)é(wd +m\/gK, + K; - ¥, + 2kov, cos 0;) (2.28)
m==+1

AN oo
- Sa? {Tp{KS — ko(1 + sin 00)}] dK,dK;.

The integral in this equation is evaluated in detail in ApgignA. Then, the ionospheric
clutter power density in the directiop, may be written in the form of a standard radar

range equation as

NG, |Fpo)|2RLA; |
P ) = 2t a2k — s 2.29
1(wd7 ¢ ) (47T)3 R(%p% m 0 \/g (wd7 ¢ ) ) ( )
where P, = Zmi(A0" s the total free space transmitted power of an elementguyieli

transmitting antennay, = 3 sin” , is the free space gain of the transmitting antenna in the
directionfy, G, = 4’““' is the free space gain of the receiving antenig,accounts for
ionospheric attenuation as mentioned in Section 2.8,k poApAg¢, is the area of ocean
surface scattering patch for ionospheric clutter, @&td,, ¢5) involves a single numerical

integration overy;, which is defined in Appendix A.
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The ionospheric clutter power density will be compared ilith average peak power
density obtained from the first-order scatter of the oceafase at the same apparent range.
Since the first-order ocean clutter is, of course, the domiredar return from the ocean
surface, this comparison will give an indication of the impace ofP(w,) in the overall
radar clutter. Thus, the average peak power density of tsiedider ocean clutter in the,

direction is given as

N2P,GLGh |F(po)|* A, 1
P01<¢$) = 0(4:1-)'53 | ( ;i| ’ 5 ' 25k§ﬂ- [So<2k07 (bs) =+ So(2k07 ¢s + ﬂ-)] ) (230)

wherep, = (Ry + po)/2 referring to Figure 1.5 is the apparent surface range of the fi
order ocean clutter and, is the area of ocean surface scattering patch for first-arckesn
clutter. Moreover, the actual peak value and bandwidth gséemn dependent. Thus, it
should be noted that any loss terms which are not common 29)2nd (2.30) must be
included in the comparisons. For example, the propagaigiarte over the ocean surface
for the ionosphere clutter is the ranggand is a one-way loss term. On the other hand,
for the ocean first-order clutter, the propagation distaatke apparent range and is a
two-way loss term.

The normalized ionospheric clutter PSD function is definetha ratio ofP;; and P,,
and simulated by applying the derived spectral density rhoidihe IRC and the Pierson-
Moskowitz (PM) model of the ocean surface.

Radio waves of different frequencies may be reflected by ahesphere at different
heights. The operating frequency range for which the ddrohetter model is applicable is
determined by both the maximum detection range of HFSWR laadntaximum reflection

height of the ionosphere. For HFSWR, the maximum detectmge decreases with in-
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creasing operation frequency due to increasing surfaqeagtion losses (e.g., about 400
km for 5 MHz and 200 km for 10 MHz). On the other hand, for mixeath ionospheric
clutter, the reflection height of the ionosphere increas#sincreasing operation frequency
(e.g., about 300 km for 5 MHz and 500 km for 10 MHz). Thus, itjpg®priate to con-
sider the ionospheric clutter only when the total path lerajtthe mixed-path propagation
is smaller than the maximum detection range of the HFSWRtl#sreason, the model is
applicable to the lower end of the HF band (roughly, 3 to 8 MHiz)Fig 1.2, the ionograms
measured at nighttime from Cape Race (Newfoundland) shatihke F-layer is at 310 km
for radio wave frequency of 4.1 MHz and experimental resulticate that this military-
grade HF radar sensed oblique ionospheric clutter at a rahgkout 325 km. Thus, the
simulation here is conducted for F-layer clutter at a hegdl®10 km with a 4.1-MHz pulse
radar. In order to provide a balance between detection rangeange resolution, the radar
pulsed width is chosen to be %3. The apparent range is set to be 325 km, which means
the ionospheric clutter is reflected from the ionospherb@near-vertical direction.

The radar look direction for the monostatic radabisand the surface wind speed over
the scattering patch is chosen as 10 m/s while its direcBgrerpendicular to the radar
look direction. The ionospheric plasma drift velocity isiarportant ionospheric parame-
ter to be considered. The drift velocity changes with lak#and is affected by the solar
fluxes [69]. In March 1989, the vertical, northward and eastindrift velocity components
of the F-layer at Millstone Hill, United States (mid-latite) were measured using an inco-
herent scatter radar and a Digisonde [70]. The verticaloids are usually in a range from
0 to 20 m/s and the horizontal velocities vary from 0 to 150.r#ere, the simulation ad-

dresses speeds within such a range. Another importantpbieos parameter is the spatial
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wavenumber bandwidth’;; of the electron density irregularities. It is shown in Eq.2@)
that the power density model contains an integral over theemamber of the ionospheric
irregularitiesK; from 0 to K;;. For small-scale irregularities, the-situ measurements
indicate that the contributions from irregularities witlawvelengths longer than 1 km are
more significant [71]. Thus, the minimum spatial irregulawavelength);,,;, is chosen
to be 1 km and<’y = 27/ \;psin-

Using the typical values of these main parameters as listethble 2.1, a series of

numerical simulations will be conducted for varying ionbspc conditions and sea states.

Table 2.1: Main parameters for simulations of mixed-patiogpheric clutter.

radar operating frequency) 4.1 MHz
radar pulse lengthrf) 50 us
radar look directiond) 0°
ionosphere heightH{/2) 310 km
apparent rangef + R)/2) 325 km
typical ionosphere horizontal speeag 100 m/s
ionosphere horizontal directiof;() o9
typical ionosphere vertical speed,) 0
typical minimum irregularity wavelengti\{,;;,) 1 km
wind speed ) 10 m/s
wind direction () 0°
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Firstly, Figure 2.2 illustrates the changes in the nornealiboppler spectrum of the
ionospheric clutter with varying horizontal ionospheratacity magnitudes when the iono-
spheric plasma drift direction is perpendicular to the rddak direction and the surface
wind direction. Itis observed that the Doppler bandwidtthafionospheric clutter is broad-
ened and the intensity of the peaks decreases with incgemsinspheric speed. For lower
velocities, the dominant first-order peaks for mixed-pathppgation are similar to the
Bragg peaks of the first-order sea clutter. A possible re&suihis is that the wavelengths
of the electron density irregularities in the ionospheeerauch longer than the wavelengths
of the ocean waves and the radio waves, which makes the refiedtthe radio waves on
the still ionosphere similar to a specular reflection. Hogvelasigher ionospheric velocities
may cause significant Doppler spread of the dominant peatkeiapectra. When the hor-
izontal velocity varies from 0 to 150 m/s, the bandwidth af tbnospheric clutter changes
from 0 to 0.6 Hz and the power density of the peaks decreasghiypfrom 53 to 45 dB.
The jagged shape for the 150 m/s spectrum may be due to a loluties used for the
numerical simulations. The average normalized power tierssgreater than 40 dB in all
cases, indicating that the first-order normalized ionospladutter power density exceeds
that of the first-order ocean clutter peak more than 40 dBs Threasonable as the radio
waves involved in the mixed-path propagation travel a midnter distance over the ocean
surface and thus suffer much less surface attenuation tis&sofder ocean clutter from the
same apparent range. In reality, this value may vary witlhspheric absorption, attenua-
tion imposed by the surface, the relative ranges of mixet-gad surface propagation, and
the size of the ocean surface scattering patch.

Subsequently, the dependence of the simulated first-oedeived normalized power
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Figure 2.2: Normalized ionospheric clutter PSD for pulsadiar with different horizontal

ionospheric plasma drift velocities.

density on vertical ionospheric plasma drift velocitiesli®wn in Figure 2.3. This figure
shows that the ionosphere vertical motion only results iroper shift in the ionospheric
clutter spectrum without causing further broadening. Thadwidth of each spectrum
remains the same for different vertical velocities and takgpower density is also approx-
imately 45 dB. This shifted peak due to the vertical motiomhaf ionosphere may overlap
the Bragg peaks of the ocean clutter. It should be noted tieavertical ionospheric fluc-
tuations due to large-scale TIDs are not considered in theselations and the vertical
velocity of the mean reflecting ionosphere layer is assurmée tconstant.

Next, with the horizontal ionospheric plasma drift velgcet as 100 m/s, Figure 2.4
illustrates the variation in the ionospheric clutter nolimed PSD with variation in the min-

imum ionospheric electron density irregularity waveldrsgfrom 500 m to 2 km. This
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Figure 2.3: Normalized ionospheric clutter PSD for pulsadar with different vertical

ionospheric plasma drift velocities.

figure indicates that the Doppler bandwidth of the ionosigheéutter increases with the
wavenumber bandwidti ; of the IRC. The positions and intensities of the first-ordeme
inant peaks remain the same. Again, the power density ratlasoclutter to the first-order
ocean clutter averages around 40 dB.

By setting the surface wind speed as 10 m/s and keeping tkee maitiar parameters and
ionospheric conditions unchanged, the simulation resattslifferent wind directions are
shown in Figure 2.5. When the wind direction is the same asatiar look direction and
the horizontal ionospheric plasma drift direction, themalized power density achieves its
maximum value for negative Doppler frequency, and is themmimn for positive Doppler
frequency. This indicates that most of the backscatteredggrcomes from ocean waves

travelling away from the radar, which are generated by théase winds blowing away.
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Figure 2.4: Normalized ionospheric clutter PSD for pulsadar with different minimum

ionospheric irregularity wavelengths.

Increasing the angle between the wind direction and the dir@ction results in increasing
normalized power density for positive Doppler frequencyheTpeak values change with
wind direction, while the bandwidths remain the same. A®ibd expected, this appears
to indicate that the first-order mixed-path received PSDtaias information regarding
the surface wind direction at the scattering patch of thesseface. The results depicted
here differ from the Doppler spectra generated from real &iffar data since the latter
contain both the first and higher order continuum sea clattet ionospheric clutter at
the same apparent range,while these simulations illestralty the first-order ionospheric
clutter normalized to the average peak power density of teedrder ocean clutter.

Finally, the influence of TIDs on the Doppler spectrum is stigated via the time-
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frequency distributions of the first-order normalized ispberic clutter PSD [68]. It is
assumed that the TID travels horizontally at a speed of 150with a period of 45 min.
The relative reflector surface height variatipnis 10%. As shown in Figure 2.6, the speed
of the TIDs may introduce roughly 0.3 Hz Doppler shifts irtte hormalized power density
spectra. With the apparent range fixed to 350 km, the vanata the height cause the
distortion of the ionospheric reflector and cause the aniggerival to change periodically.
Accordingly, for higher phase speeds of the TID, the bantiwid the normalized power

density is broadened.
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2.5 General Chapter Summary

This chapter has been devoted to the modification of the IR@einibom that appearing
in [41]. The relationship between the ionospheric specdkealsity of the IRC and the elec-
tron density irregularities is derived. This new IRC modstludes various ionospheric
parameters such as horizontal and vertical ionospherg@adrift velocities and spatial
wavelength of the electron density irregularities, whiciynbetter reflect the conditions of
the ionosphere. This model may then be incorporated inteoth@spheric clutter models

for the mixed-path and vertical propagation cases in tHeviahg Chapters.
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Chapter 3

The HF Radar Power Density Model for
the Mixed-Path Propagation Involving
Second-Order Sea Scattering With a

Pulsed Radar Source

3.1 Introduction

The mixed-path propagation includes two scattering pseesionospheric reflection and
ocean surface scattering. At this stage, the ionosphéditecten may be considered as a
first-order scatter from the ionospheric irregularitieshna statistical ionospheric reflec-
tion coefficient, while the ocean surface scattering ingslthe first-order and higher-order

scattering with ocean surface waves. The measured Dopgeetram of the ionosphere-
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ocean clutter consists of dominant broadened peaks due forshorder scattering of the
ionospheric-reflected radio waves from the ocean. Thedespea always surrounded by
continua due to higher-order sea scattering involving nceaves of many directions and
wavelengths.

This chapter represents a continuation of the developnife¢hégower spectral density
model (PSD) for the mixed-path propagation. The analysiexiended to include con-
tribution due to second-order sea scattering. In this cdmereflected signals from the
ionosphere may be scattered back to the receivers by onadsecder ocean wave (hy-
drodynamic effect) or two first-order ocean waves (elecagnetic effect) [54]. First, the
general form of the received electric field is investigatgdcbnsidering the ionospheric
reflection and the second-order sea scattering, whichvagdboth electromagnetic and
hydrodynamic contributions. Then, this field is inversebuFRer transformed to the time
domain, and a pulsed source is incorporated. Subsequirgtiyecond-order received PSD
model is developed by assuming that the ionospheric redlecefficient and the ocean
surface can be described as Fourier series whose coefficientandom variables. In order
to investigate the power density of the mixed-path propagatnd its relative intensity to
that of the surface propagation under a variety of ionospleenditions and sea states, a

normalized PSD is simulated [72, 73].
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3.2 The Mixed-Path Second-Order Field Equation for Elec-
tromagnetic and Hydrodynamic Effects

The geometry of the mixed-path propagation involving seéleorder sea scattering is shown
in Figure 3.1. TheX-Y plane represents the mean ocean level and the ionosphéra is a
height of /2. The transmitting and receiving antennas are located atrthe. Assuming

the ionosphere to be a reflecting plane, the image of the smlace is at a height off .
The transmitted signal may travel upwards to the ionosphaecdethen be reflected to the
sea surface. It may be scattered back to the receiving aaddnnone second-order ocean
wave (hydrodynamic scattering) at a surface point{;, 0) or two first-order ocean waves

(electromagnetic scattering) at surface poinis{;, 0) and (-, y2, 0).

(0,0,H)gz

I
>

(0,0,H/2)

(x5,,,0) (x2,y1,0)

Figure 3.1: Geometry of the mixed-path propagation wittoseeorder sea scattering.
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3.2.1 General mixed-path second-order field equation

The derivation of the second-order ocean scattering béginsthe rough surface scattering

equation for ionosphere-ocean interaction, which is gineqg. (1.6) as [40]

Ey, — Ve -V(ES,) * F(p) o
(3.1)

efjkp

6 - xy
—E.,— Ve 2 lim —(E,) % F
e = Ve 2 g o (B X Flo)os

or, in operator form,

EOtz - ﬂ(EOtz) = Eszs>

whereT(-) is referred to as

Ve V() =2 lim 2 (8] Y F(p)

20t Oz 2p

By successive approximation (Neumann Series), the solttithe second-order df;,

in Eg. (3.1) may be given as

Ef ~ Eys + Ti(Eys) + To( )
(3.2)

= (Egn)o + (Egu)1 + (Eg,)a,
where (Ej, )o is the expression for propagation over a smooth plane sudad the re-
maining terms represent scattering due to surface roughmés first-order solution of the
received electric field for mixed-path propagation in Eq2)3nay be written as
2y e~ Jkp

(B =Ve - [V(Fuws) — 2 lim -(E,)] ¥ F(p)

20+ 02

2mp
e_ijl

— 3.3
27TR1 ( )

Ty efjkp
eSS
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This first-order electric field for the mixed-path propagathas been investigated by Walsh
and briefly reviewed in Section 1.2.3.
The third term in Eq. (3.2), i.e. the second-order solutimay be written in a form

similar to that of the first-order as

+ 1Y e It
(EOn)2 =Ve - Vﬂ?y[(EOn)l] * F(p) 27Tp
—jkRy
= —kCoy{Ve -V, [(Ve - p)R;sinb; (3.4)
7TR1
oy L 2y L
F .
* (p)%p]* (p)%p}
Based on the convolution property for functions
Vaylf1(2,y) * (@, 9)] = fi(z,y) = Vo[ fo(z,y)],
and the fact that, to a good approximation [54],
F efjkp k:F efjkp .
Vay { (p) QWP] ~ —jkF(p) 277
Eqg. (3.4) becomes
1.2 —JjkRy
(B =20 [ (ge . )R, sin 6,
(2m)3 Ry |,
: . (3.5)
2y . e IkPT 4y e~ Jkp
* [(Va ) F(p) ] * [F(/)) } } :
P 1o P 13

where]- - -]; accounts for propagation from transmitter to the ionosphesflected to the
ocean surface and scattering(at, y;,0), and[- - -], and[- - - |3 account for propagation
from (x1, y1, 0) to the point of reception along, andp, with scattering atxs, y2,0).

The ocean surface profiteis assumed to be a stochastic process. The variation of the
ionospheric reflection coefficiemR; is fundamentally caused by the random fluctuations

of the electron density within the ionospheric layers. Whwsainfluence of ionospheric
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absorption and the Earth’s magnetic field can be negledtethy also be taken as a zero
mean real random variable, as discussed in Chapter 2. These two parameters will be
represented, respectively, by general spatial Fouriengavith random Fourier coefficients
PI%O and P;? corresponding to the wavenumber components of the oceaasvwawd the
ionospheric irregularities. At this stage, the depen@ofP[%o on various sea states and
P;% on various ionospheric conditions are not explicitly cdiesed. This discussion occurs
in Section 3.4 following specification of particular repeagations of the spectral densities
of the sea surface profile and the IRC. Also, during one pudse,cdhe sea surface and the
ionospheric electron density may be considered as fixed aslisaussed in Section 1.2.3.

Substituting the Fourier forms into Eq. (3.5) gives

(Ve ph = Ve(zr, )] - i

ISP R cos(Bn — 61)

I?mn
and
(V€ : ﬁ)Q = V[&‘(xz,yz)] “ P12

=J Z Pf%pqeijq.ﬁQqu cos(Opq — 12),

KPQ
whereK,,, and K,, are the two first-order wavenumber components of the oceansya

9., andd,, are directions of these waves, afid is the direction ofp1.. Then, Eq. (3.5)
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may be written in an integral form as

C
(Eg;z = jk OZZZ Kmn K qu

Kmn i qu
/ Ko €08(0p, — 01) K g c08(0pg — 012)
Ay J A,
efij1

Ry

(3.6)

. eI Bmn P13 Ki 1 pj Kpa P2 gip 0,

e~ Jkp12  o=jkp2
. F(plz)F<p2) . dAQdAl,
P12 P2

wheredA, = dxdy, anddA, = dz,dy, are differential vector areas at the points,(y;)

and (2, y2) on the scattering surface. The double integral in Eq. (3.8¢fined as

ei.]le I? - I? —
I:/ sin 0, I el tmn Pl B K coS(Opn — 01)
Aq 1

qu/ €080y — 012)€” 77 F (p1) F (py) (3.7)
Ao
e*]’k(PquPQ)

dAsdA;.
L1202

The As-integral with respect to the second scattering paint») is firstly examined

as
14, :/ C08(0pg — b12)e? 2772 F(p15) F (o)
As

e*]’k(PquPQ)

(3.8)
dAs.

P12P2
For a given sampling time, the total range©f + p, is fixed. Thus, as depicted in
Figure 3.2, the locus of second scattering paint y2) on the ocean surface is an ellipse
and its foci ar€0, 0) and(z1, y1). Similar to the first-order case, it is convenient to change
to elliptic coordinates in order to seek a stationary phagpeaximation of/ 4,. Referencing

Figure 3.2, this is accomplished by: rotating the coordiraatis by6d;, shifting the origin

halfway alongp,, and introducing elliptic coordinatgsandoé to expressis, y»). Then, we
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have

xy = p1/2[(1 + cosh p cos §) cos By — sinh g sin 0 sin 0],
(3.9)

Yo = p1/2[(1 + cosh p cos ) sin Oy + sinh g sin d cos 0;].
From the geometry relationships between the distance ngeatw their defining coor-

dinates appearing in Figure 3.2, it may be shown that

p2 = /&3 + y3 = B-(cosh pn + cosd),

pra = /(22 — 21)? + (Y2 — y1)? = B (cosh p1 — cos d).

(3.10)

(xpyj’ 0)

Pi2

(x5,7,,0)

X

Figure 3.2: Elliptic locus of the second scattering pointhie X -Y plane.

The Jacobian of the transformation gives thaidy, = pi2p2dudd. Thus, Eq. (3.8)

reduces to

L4, :/ /6(305(9;)(1 — 012) F(p12) F'(p2) ( )
H 3.11

. I P23(10) dudo,
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where
oy = - Ky — k(p1a + o)
=p1/2{K,4[(1 + cosh pcos d) cos(Op, — 01)
+ sinh psin d sin(6,, — 61)] — 2k cosh ui}.

K,

»q 1S @ typical wavenumber associated with ocean gravity wavegh is of order ap-

proximately10' to 102 m~! [50]. Then, the scattering range may likely be several

kilometres. Thereforey, K,,,/2 in the phase term ob,; may be taken to be a large param-
eter. Thus, the significant contributions 9, may be determined via a modification of a
two-dimensional stationary phase method. According te tiheory, the stationary points

of the integral in Eq. (3.11) are the solutions to the equtio

OPa3(, 0) —0 0Po3(1t,6) —0
op ’ Bl '

The stationary points may be shown to be

;

w=0,andy = 0,

w=0,andy = +m,

. \/K;qfélk2 cos?(0pq—61)
- 2k sin(0pq—01) ’

tanh p

\/K;qfélk2 cos2(0pq—61)
2k cos(Opg—01)

andtand =

\

These points may be seen to represent the following physitations: 1) Based on
Eq. (3.10) and Figure 3.24, ) = (0, 0) indicates thap, = p; andp;» = 0, which means a
double scatter neax(, y;). This phenomenon is referred to as “patch scatter” whehepp
to a pulsed radar. 2y, d) = (0,+m) gives thatp;, = p; andp, = 0, indicating that the

second scatter occurs near the receiving antenna. 3) Therskca the third case occurs
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elsewhere than at the remote patch or the receiver and iseéfo as “off-patch” scatter.
It has been discussed elsewhere [53] that patch scatteidpsothe largest contribution to
the received field when the transmitter and receiver arewapeam in nature. Only this

case is considered in this chapter.

3.2.2 Patch scatter field equation

Referring to Figure 3.1, for the patch scatter conditior, Ah-integral in Eq. (3.8) may
also be written in polar coordinates, in which caddy; = p1adpiadbfis. Sincep, K pr

andps, p2 = p1 — p1 - pi2. USiNgpy = g1 — piz andpy = ps, 14, becomes

e_jkpl .

L, =F(p1) €jK’”'ﬁl/ / c08(0pg — 012) F'(p12)
f piz /012 (3.12)

. e—jkpuejﬁl2'(klf1—1?pq)dgl2dp12.
Defining K1 = kg — K,, and rewriting
c08(0pq — 012) = cos[(0,g — O01) + (61 — 612)]
= c08(B0p, — Or) cos(0r — O12) — sin(6,, — O7) sin(6r — 012),
the sine function dependency in thg-integral will vanish. Then, thé,,-integral becomes
(see, for example, [74]),

27
/ cos (O — O15)eP2ET cos(br=612) — 974 J, (pKr),
0

where/J; the first-order Bessel functiod,,, reduces to

e_jkpl _— .
eJqu'Pl

14, =275 cos(Or — 0,y) F(p1) p
1

/ F(p1a)e %2 J1 (p1a Kr)dpia.

P12

(3.13)
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Symbolizing thep;,-integral as& (K7 ), substituting the simplified!,-integral into the
double integral in Eq. (3.7) and transforming the-integral from Cartesian to polar coor-

dinates at the first scattering point,(y1), EQ. (3.7) may be written as

Jk(R14p1)
I :271']/ sin QZF(p1>7/ Kmn Cos(emn - 91)
o R o, (3.14)

K, cos(fr — 9pq)ej “PLG(Kr)dpydb,
where[?s = I?’mn + K’Z- + [?pq. The integral with respect & may be evaluated asymptot-
ically by the stationary phase technique. The stationamtgor 0; satisfies the condition

that

d

K
del[ =0,

which implies thatp; is parallel to the vector surft,, and thed; -integral may be approxi-

mated as
Iy, = \/%(K’”” o) (Bpg K2)CET) i iy (3.15)
' Riv/p1 K
Thus, the inner integral in Eq. (3.6) reduces to
]:(27T)3/2j/ sin 0, F(p1) I
A ! (3.16)

. (Kmn ’ KS)(XPQ } KT)G(KT)
Rl\/ les

The simplification of the double integral to a single intégnzer p; allows the field in Eq.

e]Ks”le_]”/4dp1.

(3.6) to be written as

©1.2
+ _ jk CO —jm/4
(E0n>2 - (271')3/26 i/ Z Z Z PKmnPK Pqu

/ JF(py)sinb; (Ko - KS)(qu KT)G(KT) (3.17)

. e]Kspl e*]k(RlJrPl)dpl.
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3.2.3 Received electric field equation for pulsed radar

At this stage, the form of the radar source curréfit) contained inCy is unspecified.
Now, the second-order fields for mixed-path propagatiomawdified by the imposition of
a pulsed source excitation. In order to incorporate thigtdomain current, the electric

field may be inversely Fourier transformed to the time-donaesi

—]e —jm/4 i o
(Eou)o(t) == oz S > Py PP
Km" qi qu
/ jF(m) sin 9z‘ (Kmn . Ks)(qu . KA'T)G(KT) estpl (3_18)
, Riv/pi K

f [kc e —jk( RH‘Pl)} dph

where the inverse Fourier transforms are further writtersiblystituting the time-domain

expression of a pulsed radar source given in Eq. (1.18) as

Fr U [kCy - e B0 = k2no AlTyelo(t )
R, + R, +
h(t — 1Cp1)—h(t— 1CP1_7_0>

The apparent range that corresponds to the received sigimal is determined from

the Heaviside function

and thus satisfies the inequality
ct —crg < Ry 4 p1 < ct.

Recalling thatR, = +/p? + h? (see Figure3.1), and defining the apparent range as

ps = § — < and the apparent range resolution’gs, = <, the integral limits ofp, are
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given as

Aps h?
Pimin = Ps — - )
2 4(P5 - %)
N Aps h?
Plmaz = Ps - N
2 Alps+ )

In order to carry out the,-integral in Eq. (3.18), the integration interval centeirpo,

and the interval length\p are defined as

o (lem + plmam) o N h2
- ~o{1= =tz ) 349

2
and
(plmaa} + lem) { h2 }
Ap = = Aps {1+ : (3.20)
’ 2 P T Al = (8027

Then, the integration variable is changed frpirto p/, wherep’ = p; — po. Adopting

the following approximation

20 )
Ry = /(¢ +po)> + h* ~ Roy [1+ %gONROjLsmHZ-p’,
0

the p;-integrals in Eq. (3.18) may be cast as

I Nestpoej%o(szrAps/?)e—jko(po+Ro)F('OO) sin 0;

p1 Foui
Ap
./ ? ej[Ks*k‘Q(1+Sin9¢)]p/dpl
Ap
7 . (3.21)
:ejK‘“”Oej%O(szrAps/me—jkO(POJrRO)M
Ro\/po

A
. ApSa {7’)[[(8 — Ko(1 + sin ez-)]} .
By invoking the properties of the Bessel function as in [34]/r), defined in associ-

ation with Eq. (3.13), may be written as

1 , d
G(Kr) = __/ F(pra)e %12 - —[Jo(p12Kr)]dpra
KT P12 dp12 (3 22)
1 : '
~ K— {1 — jk/ F(pu)@i‘]kmg J0<p12KT)dp12} .
T p12
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Evaluating the Sommerfeld-type integral as

. 1
/ F(pia)e 712 Jo(p1oKr)

d pum
P12 e V KIQ“ — k? +]kA

with A being the surface impedana&( X ) becomes

1 4 ko(1+ A)
G(Kp) ~ — |1 — , 3.23
(K7) KT[ J liK%—kgﬂLﬂfoA ( )
whereK; may be further expressed in termsiof,,,, K,, andK; as
UKo + Ki) - Kpg + (1 — sin6;) K2
Kr=1]k2 — pa Pq. 3.24
g \/ 0 1+ sin6; (3.24)
Then, the electric field becomes
1.2
N _ JkgmoAlLy _inis ioko(pestdpe)2
E(EOn)2(t)__W€ I/t 2holpst B0 /2)
) e_jkO(p0+RO) Z Z Z PI%nLn PIZ?7PI%PQ
R Ko Rpg (3.25)
' EFpF<p1) sin 91 (Kmn + qu) . KS €jK5pO
Rl\/P_l Vv Ks

-ApSa {% [Ks — ko(1 + sin 91)]} )

where gI'p is defined as the electromagnetic coupling coefficient foxemkipath patch

scatter and may be written as

_ (Kmn } KS)(qu : KT)
EFP —kO
VEZ =2 + jkoA
{ IVEFE = kg + ko
( .

Kopn + Kpy) - K Kr

(3.26)

This parameter involves the ionospheric reflection coefficiand the interaction of the

transmitted radio wave vectérwith the surface wave vectors, ,,, andk,,.
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Another portion of the second-order field arises from sirgglatters by second-order
ocean waves, which are generated by the hydrodynamic cauefitwo first-order ocean
waves. Noting that the ocean surface prafila Eqg. (1.16) is actually the sum of all orders
of surface displacement, it may be modified to second-orslérs

{5(1.7 y) =1 €(l’,y) +2 8(33', y) = Z 1P[%O€jKO.ﬁ
K,

K = K >
+ E E HFP 1PI% 1PI% eI timn Pl pq P7
mn pq

I?mn I?pq

(3.27)

whereK,,, + K,, = K,, andy['p is the hydrodynamic coupling coefficient. This equation
emphasizes that the wavenumléy of the second-order gravity wave arises from the sum
of the wavenumbers of the two first-order components. Howéwhould be noted that,
does not follow the linear dispersion relationship (i.e# \/gk). The factor; ' accounts
for the manner in which the first-order waves couple to gieesticond-order wave. For the

deep water, this parameter is given as [76]

1 g - -
gl'p =5 {Kmn + Ky, — E(KmHqu — Ko - Kpy)
) (3.28)
[ 9K, + (w1 + ws)
9K, — (w1 +ws)? '

The hydrodynamic contribution to the second-order eledteld 5 (E;,)2(t) may be
obtained by replacing the first-order ocean wave spectruth the second-order ocean
wave spectrum in Eq. (1.19) for the first-order electric fieldmixed-path propagation.

Thus, the total second-order electric field for mixed-patbppgation arising due to
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scattering occurring remotely from both the transmittet eeteiver may be written as

(Egn)2(ps) =(Eg,)2(t) +u (Eg,)2(t)

1.2
= TROAo i skt Spef2)
(27)3/2

. e~ Jko(po+Ro) Z Z Z PI%WWP[%PIO}M (3.29)
Emn Ki Kpg
LpF(po)sinb; K, - K,
. B/ Nie

. Sa {% K, — o1+ sin@i)]} ,

eJKsPOAp

wherel'r = yI'p + gI'p and the time variable is changed to the corresponding appare
rangep,. This second-order equation may be directly comparable thé first-order result
Eq. (1.19), which describes the backscattered field due ilogéesscatter. Apart from the
fact that two ocean Wavesﬁ?(m andl?pq) are involved in the scatter, as is evidenced by the
presence of<, andT'p, it is observed that first- and second-order electric fieldagigns
have very similar mathematical forms. The sampling functiemaining in Eq. (3.29) has
its maximum atk; = k(1 + sin 6;) and[?s is parallel to the radar look direction over the

ocean surface.

3.3 Derivation of the Received Power Spectral Density

It has been mentioned in Section 3.2 that even though thencaa@ ionosphere surfaces
have a temporal variation, the time necessary for significaanges in the surfaces are
much greater than that required for a single electromagsettering. For this reason,
the surfaces are considered to be “fixed” during a single areasent. Then, as time pro-

gresses, a train of radar pulses are transmitted to carrg eaties of measurements. As
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there will be a change in the profile of the ocean surface amdhéiight of the ionospheric
reflection from one measurement to the next, the time vatalill account for the genera-
tion of a time series from which to produce a Doppler specfianthe appropriate statistical
analysis of the received electric field. Thus, the frequesioff the ocean waves, and the
ionospheric irregularities; are introduced into the Fourier representations ahd R; to
indicate the time-varying properties of the ocean surfamkthe IRC. The corresponding

second-order received field may then be written as
(Egu)a(ps, t) = (Egy)a(ps)e? @t otiont, (3.30)

During the time series measurement, it is assumed:tthatl R; may be considered to
represent stationary, homogeneous and independent raqmabmesses. Thus, the autocor-

relation of the received electric field may be introduced as

QA_%«EO*;Z)Q@ +7)(Eo, )5 (1))

A, (k§noAllo)* | F(py) | sin 07

RZ‘Q(T) =

— Ap)?
20 (21)? R B0
- ~ 2
fo b L L L
Ronn S K S Bpg Jeomn Jeri Jiong K (3.31)

So(Kmna wmn)si(Kh wi)SO(Kplp wpq)

. A
. e](wanrwierpq)SaQ {7p [Ks — ko(l -+ sin 91)]}

AR i d K K g de;diy,.
Here, x represents complex conjugation and the ensemble averatlpe &fourier coeffi-

cients may be written as

(P PL Po  (P. (PL )*(P% )%

Kmn,wmn  Ki,w; qu ;Wpq Kmn,wmn Ki,w; qu »Wpg

— —

= So( Ky Wi ) Si (K i, i) So( K pgs W ) AK g I i K g oy i g,
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The Fourier transform oR;»(7) with respect to the lag time gives the second-order

received PSD as

Pis(wa) =F [Ria(T)]

A (kgﬁoAUo)Q | F<p1>2‘2 sin 912 (Ap)2
2770 27T Rip

/ m/ /K /wmn /w/w ( )2 (3.32)

8wa = (Winn + Wi 4 Wpq)]So(Kms Wonn ) Si (K, w;)

- S, (qua qu)5a2 {%

[Ks — ko(1 + sin@i)]}

AR o A K ;A K gy devidioy.

wherew; is the observed “Doppler” frequency.

3.4 Simulation and Analysis

In order to carry out the simulations of the second-ordeeived power density for the
mixed-path propagation, by applying the transformation&ppendix B the received PSD

in Eq. (3.32) is reduced to

A, (kgnoAlIO)Q | F(p1) |? sin6?Ap
R?
1P1

/mn/ /Z/SQY*FQ K K)

Z Z lemn z(Ki)So(mQXPQ)

mi==x1mo==1
oY
oD,

where, as defined in Appendix B, = v/ Ky, Dp(Y, orn) = —min/ 9K — Mar/ 9K g

andY* is the value ot” to makeD,, (Y™, 6,,,,,) = w, With w, = wq + K; - @, + 2kov, cos ;.

Py (wd)

(3.33)
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For narrow beam HF radar, the look directign is specified and the simulation will be
carried out over the;-, K;- andg,,,.-integrals.

The resulting power density of the second-order mixed-petpagation is investigated
numerically and a series of simulations are conducted uade@riety of ionospheric con-
ditions and sea states. The PSD of the second-order ionosmhgtter for mixed-path
propagation is also normalized by the average peak powesitgient the first-order ocean

clutter for the same apparent range as

P,

P, = .
Pol

(3.34)

The parameters, such as radar operating frequency, rald@dpwidth, the height of iono-
spheric reflection, wind velocity and ionospheric moticaikaffect the exact shape of the
simulated normalized power density. Typical values of ¢h@sin parameters involved in
the simulation remain the same as listed in Table 2.1.

The normalized second-order PSD of the mixed-path propaygtr different horizon-
tal and vertical ionospheric velocities are shown in Figdifeand Figure 3.4, respectively.
It can be observed from Figure 3.3 that the general shapeasitond-order Doppler spec-
tra remains unchanged when the horizontal ionosphericitglncreases from 0 to 150
m/s, and so does the average power density. The Doppler ldthdvare around 1.5 Hz
and the average PSD is roughly 5 dB. However, a small vanatigpower density at the
regions around the Bragg frequencies (hefel5 Hz) can be seen. This may be due to the
fact that increases in the horizontal ionospheric velesithay broaden the Doppler band-
width. As shown in Figure 3.4, the ionosphere vertical momly results in a Doppler

shift in the ionospheric clutter spectrum without causing RBoppler broadening. Specif-

71



ically, as is to be expected, the upwards ionosphere matiivaduces a negative Doppler
shift while the downwards motion introduces a positive oflge magnitude of the Doppler
shift also depends on the radar operating frequency anchtigeince angle of the radio
waves at the ionosphere layers. The shape and average pemgtydemain the same for

different vertical velocities.

T |

\ —0ml/s
201 [ - -50m/s ||
===100m/s
—#—=150m/s
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-10 -

Power Density(dB)

-40 I I I I 1y I I
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

Doppler frequency(Hz)

Figure 3.3: Normalized second-order PSD of the ionosploutter with different horizon-

tal ionospheric velocities.

The second-order power density may also be influenced byusésce wind near the
scattering patch. As shown in Figure 3.5, when the angle dmtwhe surface wind and
the radar look direction increases fréno 180°, normalized PSD for the positive Doppler
frequency increases and while that for the negative sideedses. The positions of the

peaks and the bandwidths are slightly affected by the winelction. It appears that the
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Figure 3.4: Normalized second-order PSD of the ionosploduiter with different vertical

ionospheric velocities.

bandwidth is maximum when the wind direction is perpendicub the radar look direc-
tion. The normalized PSD is also simulated for differentdvapeeds (see Figure 3.6). It
is observed that the average power density increases frono-25 dB and the bandwidth
narrows from 2 to 1.6 Hz with increasing wind speeds from 53arils. This may be ex-
plained by the fact that at higher wind speeds, the relatieglger wind waves that produce
the scatter carry a significant amount of the spectral endrgig indicates that higher sea
states may enhance the second-order radar backscatteixém-path propagation.

Finally, the simulated first- and second-order received BSiDe mixed-path propaga-
tion is compared with the spectrum of field data in Figure b)3 Wwhich was collected at
Cape Race, Newfoundland on January 6, 2002 at 20:00 UTC.allze frequency was 4.1

MHz and the pulsed width of the radar source wa50The apparent range was 368.8 km
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Figure 3.5: Normalized second-order PSD of the ionosptauiter with different wind

directions.

and the azimuth angle is 2The real spectrum involves contributions from both theedix
path propagation and the sea surface propagation. Howewan apparent range over 300
km, the power density of the latter is much lower than thatefformer. According to the
actual radar configurations, the radar frequency is setltédHz and its pulsed width is 50
us. Other parameters, such as wind velocity, ionosphericom®and attenuation factors,
are adjusted to fit the shape of the simulated power densihatwf the real power density
spectrum. As shown in Figure 3.7, the receding and approgdBiagg peaks due to sea
surface propagation are roughly -80.2 Hz, and the two dominant peaks caused by the
first-order mixed-path propagation are roughly at -0.4 Hd @08 Hz, respectively. In
both cases, the power density of the left peak is higher thainaf the right. This indicates

that the surface wind was blowing away from the radar. Thesdirection of the surface
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Figure 3.6: Normalized second-order PSD of the ionosplabuiter with different wind

velocities.

wind is set to60°. Furthermore, it can be observed that the positions of tlag@peaks

for surface wave propagation are symmetric about zero Ropphis indicates the radial
component of the ocean current to be small at the scatteatappOn the other hand, for
mixed-path propagation, the second-order PSD appeare astitinuum around the first-
order dominant peaks. The average power density and thenwdthdare determined by
the surface wind speed, which is set to 5 m/s. The mixed-gebtsa are shown to have
a Doppler shift of 0.16 Hz due to the upward vertical motiorhef ionosphere. Based on
the theoretical analysis, the corresponding vertical gfe@.5 m/s. It should be noted that
the high power density in some portions of the spectrum ferfiggld data is beyond that
accounted for by the model, which may be due to higher ordetributions and noise.

Using the particular set of parameters listed, the simdlgpectrum closely resembles that
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obtained from the field experiment.
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Figure 3.7: Comparison of the simulated PSD and the realtspador the mixed-path

propagation.

3.5 General Chapter Summary

This chapter has been devoted to the derivation of an iorewgptiutter model for mixed-
path propagation with second-order sea scattering. Thavest electric field was firstly
presented, with the ionospheric reflection coefficient dregrofile of the ocean surface
expressed by a random Fourier form. Then the received pqueetral density (PSD) was
developed. This model includes the ionospheric reflectidm¢h incorporates a physically
meaningful model of the ionospheric reflection coefficientaduced in Chapter 2, as well

as the second-order sea scattering, which involves batlreleagnetic and hydrodynamic
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contributions.

In order to validate the model, the proposed normalized P&®simulated. A variety
of parameters affecting the power density were examinedesé&hncluded ionospheric
horizontal and vertical motions, and surface wind velesitiSimulation results show that
different ionospheric conditions and sea states may affiecamplitudes, bandwidths and
Doppler shifts of the second-order ionospheric clutter grodensity. These observations

are consistent with field tests.
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Chapter 4

Further Analysis of the lonospheric
Clutter Model Incorporating a Pulsed

Radar Source

4.1 Introduction

In this Chapter, two special cases for the ionosphericearuttodel with a pulsed radar
source will be further investigated. One is the case of ealtieflection for monostatic
radar. The particular mode analyzed is that associatedamiidar signal traveling from
the transmitting antenna vertically upwards to the ionesptbeing reflected back to the
receiving antenna. The electric field and power spectrasitie(PSD) for the radar return
via a single ionospheric reflection are presented by asguthm source to be a contin-

uously excited elementary vertical dipole, and a typieakitu spectral density for the
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electron density irregularities is incorporated into tiegived PSD model. Simulations of
the normalized power, which is the power density ratio ofiéetical ionospheric clutter to
the average first-order ocean clutter peak, for differembgpheric characteristics are then
presented. Condensed versions of this analysis appear]iard [78].

The second case considered is the first-order mixed-patspdrere clutter model for
the bistatic HF radar [79]. For radar operation in a marinégrenment, the directional
information of the ocean surface characteristics may baiodd by employing the con-
figuration of a single transmitter and two widely separattkivers (one possibly at the
transmit location) - the so-called bistatic mode - instehdsing two full radar systems.
Thus, an understanding of the ionospheric clutter for bistdF radar operation will be
essential to improving the accuracy and efficiency of thisareconomical configuration.
Based on previous monostatic work, the first-order receeledtric field for the bistatic
configuration is derived by considering the scattering @sses on both the ionosphere and
the ocean surface. Then, the first-order received PSD medkhieloped by incorporat-
ing a vertically polarized pulsed dipole antenna. Simaoladiare conducted for varying
parameters associated with the bistatic configuration amgtlaamental conditions and a

comparison is made with results from a monostatic configumat
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4.2 lonospheric Clutter Model for the Case of the Vertical

Propagation

4.2.1 Derivation for the power spectral density of the verttal iono-

spheric clutter

As shown in Figure 4.1(a), the ionosphere is assumed to biteatneg plane at a height
z = H/2, and thus the primary vertical dipole sourcezat 0 will have an elevated image
source at = H. ldeally, there is no radiation in the vertical directionowkver, due to
practical limitations imposed by the transmitting antenaad the ground conductivity, a
portion of the radio waves may be radiated vertically upwaathe ionosphere. Here,
it is assumed that the antenna pattern of the elementaryedias an angle derivatiof
from the ideal case as shown in Figure 4.1(b). From imageayhte electric field for the
vertical ionospheric clutter at the receiving antenna mawhtten as

e—jk:H
ER = ]OO Sln((se)RZA

— 4.1
T (4.1)

whereR; 4 is the average ionosphere reflection coefficient (IRC), Wwiay be written as

)

RiA — ffs Rngy)ds

where R; is the IRC at horizontal positiom( y) of the ionospheric scattering point, and
the size,S, of the ionospheric scattering patch depends on the beath widhe vertically
transmitted signal and the height of the ionosphere [77,[T& assumed that the incident

electric field within this patch is uniform.
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The received electric field may then be written as

\y)dS

7]kH
Ey =3Cy Sln(ée) J s B

AT H S (4.2)

R;(z, y) may be considered as a random process that can be reprebgnéedeneral

Fourier form as
y) = Ppelfih, (4.3)
K.

wherep; is the horizontal displacement of the radio waves propagati the ionosphere
and its magnitude is the diameter of scattering area size value ofp; changes from
0 to Ap; (several kilometres) - see Figure 4.1(a). The wavenunihesf the ionosphere
irregularity is usually smaller thard)—3 m—L. The angle betweef and X is defined as.
The size of the scattering patch beconses 7(Ap;)?.

Inserting Eq. (4.3) into Eq. (4.2) leads to

jCosin(60)e—IkH cos
By == TETA ZP IKiPicose . diodp,. (4.4)

The result of the integral with respect¢as a zero-order Bessel function

/ eIKipicose o, — o I (Kip:) = Z M (4.5)
©
Thus, Eq. (4.4) reduces to
]C sin(d6 e_ij Ap;
By = OQWQ(P[A)[ﬂ ZPI@ . Jo(Kpi) pidp;. (4.6)

i

Next, in order to specify the radar current in Eq. (4.6), aotB@ntenna that transmits

a signal with pulse width of, and frequency, is introduced. In order to incorporate the
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(b)

Figure 4.1: (a) Geometry of the vertical ionospheric ciugted (b) antenna pattern for a

vertical dipole.
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time-domain pulsed current, Eq. (4.6) is inversely Fourignsformed as

P;%Kmiéa—fQ

Eu(t) = sin(46) !

- 2m2HAp?

Ap; (47)
ZPI?/ Jo(Kipi)pidpi,
I3 0

where

~ jk’o??oAl]oejwot [h(t) — h(t — 7'0)] .

It should be noted that the leading and trailing edge imptdsms have been ignored in

calculating the derivative aft). Therefore, Eq. (4.7) becomes

Ey(t)

_jko?]oAl[o sm(é@) |: H H

iy | ) TRt = =)

A (4.8)
. H
.€JUJ0(F7) E Pﬁi/ Jo(KiPi>pidpi-
— 0
K;

Here, the ionosphere reflection height that correspondeeteeiceived signal at tintas
determined by the range of the Heaviside functibft — ) — h(t — £ — 7)]. The mean

heightH and height resolutioth H are defined as

—_c _ cn — €10
H, =% L andAH, = <,

respectively. Thus, for a single transmitted pulse, theived electric field at the height of

(2H, + AH,) may be derived as

JkonoAllysin(60) . om. i an
E Ha — J 0( at a)
v(Ha) 42 H,Ap? ‘
(4.9)

Ap;
: Z Py / Jo(Kipi) pidp.
3 0
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The instantaneous average received power density focaeidnospheric clutter during
a pulse is taken to be

|EV(Ha>|27 (410)

For successive pulses, the Doppler effect of the verti¢almas recorded and contains
information about the time variation of the ionosphere. Fheepresentation is modified
by introducing the time variable term* and the autocorrelation of a time series of pulse

returns is calculated as

Ro(r) = 3By -+ TE (D). (4.11)

The evaluation of Eq. (4.11) involves
(Pg o Pr ) = Sr (K, Q)dK,dQ. (4.12)

where Sy, (K;, ) is the spectral density of the IRC for the wavenumberof the iono-
spheric irregularities which have frequeriey
Then, the autocorrelation of the electric field receivedfi@vertical trajectory above a

location (0,0) on the ground may be given as

nokZAIPIZA, sin(56) / / .
— (K, Q
Ru(7) 32w H2 A pf 7 QSRZ< i)

An, (4.13)
0
The Fourier transform of Eq. (4.13) with respectrt@ives the vertical received power

density of the pulsed radar as

nokEAIPIZA, sin®(50) / /
P pu pu—
) = UL 2n H2A0E g, Jo

An (4.14)
0
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wherewy, is the observed “Doppler” frequency. The expression of grecsal density for
the IRC is specified in Chapter 2.

With the aid of the delta functions, the received power dgrignction in (4.14) reduces

to
k3no AI2I2 A, sin® (50 Api
Py(wq) = =2 - 40 2 4( ) |/ Jo(wapi /vn)pidp; |?
QA SO |
' o . Y
o a2 (g @i/

4.2.2 Simulation and analysis

The power spectral density of the vertical ionosphericteltuis also investigated by its
relative intensity to the average first-order ocean clytessk power density. The main

parameters involved in the simulation are listed in Table 4.

Table 4.1: Main parameters for simulations of vertical ispigeric clutter.

radar operating frequency 4.1 MHz
radar pulse lengthr{) 50 us
ionosphere height{/2) 300 km
patch radius4p;) 2.5 km

typical horizontal ionospheric plasma drift velocity,] | 100 m/s

typical vertical ionospheric plasma drift velocity,} 0

The received normalized PSD of the vertical ionospherittetifor three horizontal

ionospheric plasma drift velocities is shown in Figure 4i2is observed that the shapes
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of the power density are similar to an impulse but with oatitins. The oscillations may
be caused by the integral over the phase of the IRC whichvegdhe zero-order Bessel
function as given in Eq. (4.6). Furthermore, the ionosghelitter Doppler bandwidth
increases from 0.2 to 0.8 Hz as the ionospheric horizontatitg changes from 50 to 150
m/s. Moreover, if there is no vertical velocity, the Doppilerquency of the clutter peak is
zero. The normalized power density of the peak remains the s@ith varying horizontal

ionospheric velocities and exceeds that of the averageofidgtr ocean clutter peak by about

45 dB.
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Figure 4.2: Normalized vertical ionospheric clutter PSDhwdlifferent horizontal iono-

spheric plasma drift velocities.

Next, with the horizontal ionospheric plasma drift velgaet as 100 m/s, Figure 4.3

illustrates the normalized ionospheric clutter PSD whenwuértical ionospheric velocity
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v, varies from -15 m/s to 15 m/s. This figure indicates that theer frequency of the

clutter peaks directly responds to the ionospheric vdrtizations. The negative velocity
represents the ionosphere traveling upwards and away fiematlar station, which intro-
duces a negative Doppler shift, and vice versa. The bandchwitkeach spectrum and the

intensity for the peak remain the same for different
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Figure 4.3: Normalized vertical ionospheric clutter PShhwdifferent vertical ionospheric

plasma drift velocities.

Then, the normalized ionospheric clutter PSD may be ingatad for different radar
operating frequencies reflected at the same height andfferett reflection heights with
the same operating frequency. Theoretically, a higherrraidguency corresponds to a
higher electron density being required for total reflectiamd the latter occurs at a greater

height. This frequency is commonly referred to as the @aiticequency at a given height.
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The level of the electron density may change regularly withibtensity of sunlight and the
corresponding virtual height of reflection can be obtaimedifan ionogram for a particular
transmitted frequency. Two cases depicting critical fesgties associated with the E- and
F-layers (150 km and 300 km, respectively) appear in Figute At one point time with
lower ionospheric electron density, the critical frequesdor E- and F-layers are 3.1 MHz
and 4.1 MHz, respectively, and they become 4.1 MHz and 13 Mz different time
at which the ionosphere has a higher electron density. Ibgewed that, for the same
virtual height, the power density of the vertical ionospbetutter with higher operating
frequencies have higher peak values and broader bandwi@hshe other hand, for the
same operating frequency of 4.1 MHz, the normalized peakepaensity of the F-layer
reflection is higher than that for the E-layer, and the forivendwidth is broader than the
latter. It is noted that, in practice, this value also deamaionospheric absorption.
Finally, the simulated first-order received PSD of the waitionospheric clutter is com-
pared with the spectrum of field data in Figure 1.3 (a), whiels wollected at Cape Race,
Newfoundland on January 6, 2002 at 20:00 UTC. The radar é&ecpuwas 4.1 MHz and
the pulsed width of the radar source was;/B80 The apparent range was 230.8 km and the
azimuth angle is 25 The real spectrum involves contributions from both theigakiono-
spheric propagation and the sea surface propagation. Raraléonospheric propagation,
the ionospheric motion and attenuation factors of the sated spectrum are adjusted to fit
the shape of the real power density spectrum. As shown inr€&igb, the dominant peak
at “-0.31 Hz” is the first-order peak due to vertical reflenticom the overhead ionosphere.
The Doppler shift may be caused by the upwards ionospheriicaemotion with a speed

of 12 m/s. The horizontal ionospheric drift velocity is deténed to be 125 m/s in this case,
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Figure 4.4: Normalized vertical ionospheric clutter PSDhwdifferent radar frequencies

for reflections at 150 km (E layer) and 300 km (F layer).

which determines the bandwidth of the peak. The broaderfitigedirst-order peak in the

real spectrum may be due to the superposition of the seaichdtver.

4.3 The First-Order HF Radar Power Density Model for
the Case of Mixed-Path Propagation with Bistatic Radar
Configuration

4.3.1 Mixed-path geometry for bistatic HF radar

The geometry of the mixed-path propagation for the bistatifar is shown in Figure 4.5.

The X-Y plane indicates the mean sea level. The primary sourcentittivey antenna is
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Figure 4.5: Comparison of the simulated PSD and the reakispedor the vertical iono-

spheric clutter.

again taken to be a vertical dipole at the origin(, 0") and the receiving antenna is at a
distancep from the transmitter. As before, assuming the ionosphebe @reflecting plane
at a height ofH//2, the image of the radar source is at a heightof Note thatt; is the
reflection angleR; is the range of free space propagatipnis the projection of?; onto

the X-Y plane, ang: is the range of surface propagation.

4.3.2 Derivation of the received electric field and power spdral den-
Sity

The development of the mixed-path ionospheric clutter rhfmehe bistatic HF radar in-

corporating a general vertical dipole source begins froereflctric field equation found in
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Figure 4.6: Geometry of the mixed-path propagation for tiséakic radar.

Eq. (1.13) [41]. According to previous investigations fdF8WR mixed-path propagation,
the first-order radar received electric field equation maydmpeesented as a convolution
of the free-space propagation, in which the radiated atefotrid interacts with the rough
surfaces of the ionosphere and the ocean, and the sea surdgegation with Sommerfeld
attenuation.

Referring to Figure 4.5, the electric field at the receivintgana f, 0, 07) when a single
scatter occurs at a point,(y, 0") is given as

e*ijl e*jkﬁQ

(Egn)1 ~ —kCo[(ve - p)R;sin Qim] * F'(p2)

. 4.16
37 (4.16)

Substituting the general Fourier forms of the ocean surfastle and the IRC found in
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equations (1.16) and (1.17), respectively, Eqg. (4.16) neayiitten in integral form as

kC’
(Eoy)1wi(prr, 0) = — — ZZPOOP17K //sm (p1)]

e ]k(R1+p2)

(4.17)
(KO 1) F(ps) - B, ej(ﬁo+ki).ﬁldxdy.

For a given transmitting time, the apparent raddge = R; + p- is fixed. Thus, the
locus of the scattering points on the ocean surface may l@nelok by the intersection of
the X-Y plane and an ellipsoid, of which the foci afe (, /) and (prr, 0,0) and the major
axisis2R,. Based on the property of the ellipsoid that its intersecivith a plane is always

an ellipse, the locus of scattering poinis ;) on the ocean surface may be derived from

the geometric relationships

2 +y? =R — H?,

(4.18)
(p— ) +y* = p3.
This locus may be determined and rewritten in the form
_ 2 2
(v = z0) kd 1, (4.19)
(gcosh p)* * (gsinh p)?
where
PR H?— ) _ p(AR2 — H?)
"7 TRURE B 1T RRz =)
b R,(4R%* — H? — p?) h 4R§—Hz—p2
COS = S1n = .
qeosip =2 U T S ar - )

The positions of the two foci arg; = ,0) andF, = (p,0), and the range between

(s

F and the scattering point is noted&s as illustrated in Figure 4.6. Thusandy may be

represented by the elliptic coordinajeandd as

x = qcosh pcosd + xo,
(4.20)

y = g¢sinh psind.
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Figure 4.7: Locus of the scattering points on the ocean ceirfa

Thex andy variables of the integrations in Eq. (4.17) are transformoed andd, and

the Jacobian of the transformationg& cosh? ;1 — cos® §). Thus,
dady = ¢*(cosh? pi — cos® 8)duds = ply padpuds.
Then, EqQ. (4.17) becomes
(B Vi = — ECy ZZPQ Pi. K /ejk(R1+P2)
On 7 (27T)2 I? I? o K o p

/sin2 [0;(p1)] cos(Bo — 01)F(p2)ejks'ﬁld5d,u.
5

(4.21)

The term (K’s . ﬁl> in the exponential of Eq. (4.21) is expanded with the aid ef th
elliptic coordinates in Eq. (4.20) as
K, o = p1Kscos(bs — 6r)
= p1K(cos b cos Oy + sin b, sin 6,)
= K[cos 05(q cosh pcos 0 + ) + sin ¢ sinh g sin ]

= Kq(cos b, cosh i cos § + sin 0, sinh g sin ) + & - [?S.

93



This leads to
+ - kCo o pi jZoKs ,—jk(Ri+p2)
(Eq) i = _](27r)2 E E PaoPﬁiKo e e Isdp, (4.22)
R, E o
where thej-integral is written as

I Y/ —
I _/6E81n[01(ﬂl)] cos(0o — 61)F (p2) (4.23)

7K sq(cos 05 cosh p cos d+sin O sinh p sin
e do.

This integral may be written in the form of
Is = / G(6)edZ® g,
é

whereG(6) = %/11 sin[0;(p1)] cos(0o—b61)F(p2), Z = Ksq,and®(d) = cos 0, cosh p cos o+
sin , sinh psin . WhenZ is a large real number ar@l(é) varies much more slowly than
(), the stationary phase technique may be applied to solvéntieigral. For bistatic op-
eration, K,q (i.e., Z) in the phase item of Eq. (4.23), may be shown to be on the order
of thousands, is a large parameter, and the attenuatiotidang(p,) is a slowly vary-

ing quantity, especially for ocean surface with high corithity [53]. Under these con-
ditions, thed-integral may be evaluated asymptotically by the statipmdrase technique,
the details of which are presented in Appendix C. The statypphase point is solved as
tand = tanh ptané,. Itis straightforward to show thdl?s is normal to the scattering
ellipse at the stationary scattering point, and the angtevdn the foci of the ellipse as
viewed from the scattering point is bisected by the ellipsemal at that point. Each por-
tion of this bisection is seen in Figure 4.6 as angldereafter referred to as the bistatic

angle. Furthermore, the angle betweﬁrand[?s is defined ag); and the angle between

the transmitter and receiver is definedfas= ¢, + ¢ for mixed-path propagation. Based on
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the stationary phase theory technique in Appendix Cgjtirgegral may be approximated

as
VL ginio b — 00 F(ps) - S (4.24)
Is =~V 2m— sin|b; - " VpaK.cos g’ .
s V2t sinff ()] cos(0o = 1) F(p2) - —ommes

wherep, = pIQﬂ = qcosh u, p3 is the vector from £, y) to (xo,0) (as shown in Figure
4.6), p, can be written based on simple geometry as a function of thkeanas

2 —sin’ ¢p?
cos ¢

q

p1 =ps + :
andR; = 2R, — 2ps + p.
Substituting the solved; into Eq. (4.22), itis seen that the first-order electric fieldy

now be expressed as a single integral gvefThe integral variable is then changed#to

with
dps = gsinh pdp = qv/cosh? u — 1dp = /p? — ¢®dp.
Thus, Eq. (4.22) becomes

kC
(E(;;z)lbi = % ZZPO P’ K / o Kse jk(R1+p2)
(4.25)

\/—pl sm[ ( )] cos(fo — 01)F(p2) ejﬁs'ﬁsefjﬂ'/‘ldps.
R \/Ksps COoS gb(ﬂs )

Following the procedure discussed in previous work [41d #hintegral may be further
examined by incorporating a pulsed source current cordaime&’,. Eq. (4.25) is first
inversely Fourier transformed to the time-domain and tegdency-dependence teris,
ande—7k(F1tr2) in Eq. (4.25) are similarly treated to give

Ry 02)

F 1 [kCy - e THIte2)] = dn, Al Lyl o~

Ry + po
C

(4.26)
nt - Ry + po B

) = hlt -
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The apparent range that corresponds to the received sigimakd is limited to the interval
ct—c1y < R+ po < ct. The rangeRk, and range resolutioA R, are defined in association

with ¢ as

t
Ry =5 — and AR, = ",

Accordingly, the surface range and surface range resolutidtp, are defined as

P50 = Ruo (M> and Ap, = AR, (M) 7

AR5, —p? 4RZ,—p?

respectively. Thus, the upper and lower limits of fheintegral may be written ag,, +

Ap,/2 and Eq. (4.25) becomes

k2noAlly . .
(E(J);L)lbi _ —j E);O)B/QO€J2kO(RaO+ARa/2)€]7T/4 Z Z Po, PIZ‘(‘.KO COS(QO . 91>
T = — o i
fo (4.27)

Aps .
‘/Pso-f' > p’l sm[@i(pl)]F(pz) ejﬁyl?se—j%oRadp
psO,AQPS R1 \/Ksps COS ¢(p§ - q2)

where it may be noted that = 7y + 5.

An asymptotic form of this equation will be investigated ipeess the received electric
field from a particular scattering patch on the ocean sunfdattethe condition thap,, >
Ap,. The phase termp{ - K, — 2k, R,) is examined first. According to the ellipse geometry

shown in Figure 4.7¢ and¢, are related td, as

cosp = \/1 — <i>251n29
AA— (4.28)
CoS P = \/1 — (“;—f) sin? ;.

Defining p, = ps — pso, the corresponding variation of is given as

P,1 =p1— P~ P; COS @.
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Figure 4.8: Ellipse geometry aki-Y plane.

Applying a binomial expansion, the first phase term may b&erias

ﬁl : }?s :les COs (bl

:Ks\/(pm + p))? — 2% sin? 0,
(4.29)

K
%Ks\/ 2 2 oin?2 95 s /
Pio — T SN 0s + o3 ¢10‘P1

~ K pio cos ¢19 + Kspl,

2 / /
wherecos ¢ = \/1 — (I—N> sin?f,. With R/, = R,— Ry = Rl;’b , R} = pl. cos ¢ sin b;,

P10

andpl, = p’. cos ¢, the second phase term becomes

2koRy = 2koR, + ko(cos ¢1g sin b; + cos ¢g) pl, (4.30)

S

2
wherecos ¢y = \/1 — <pi0> sin? 0.
Substituting Eq. (4.29) and (4.30) and changing the integraable fromp, to o’ in
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EqQ. (4.27), the electric field becomes

(3

o B .kgnoAUo 32ko(Ra0+ARa/2) ,—jm/4 pPe. pi
(Eon ) 16i ~ o ‘ ZZ R
Ro Xl

K cos(fo — ) — Lo b0l (o) (4.31)
Ry \/Kspso cos ¢(pz — 45)

Aps
' 2
. eJKsplo cos ¢10—2ko Rao /

J P [Ks—ko(sin 0; cos ¢p1o+cos ¢o)] 7/
€ dp.

Aps
2

The remaining.-integral can be easily solved as

/ ejp’s [Ks—ko(sin 0; cos ¢10+cos ¢>0)]de9
_ Aps

2

=Ap,Sa {A;S [Ks — ko(sin 0; cos ¢10 + cos gbo)]} .

Finally, the electric field of the mixed-path ionospheriattér for the bistatic case be-

comes
kinoAlly , :
(E(-)Z)lbi = — j%ejzko(RaO-FARa/Q)e_Jﬂ/ﬁl Z Z PQOPI’%{,KO COS(QO — 01)
I?o 1?7
P10 sin[0;(p10)]F (p20) i K sp10 cos $10~2ko Rao (4.32)

RlO \/Ksp50 COS Cb(on - QOz)

) Apssa{Ast [Ks — ko(sin 6; cos ¢19 + cos gbo)]} .

The sampling function in Eq. (4.32) has its principle maximait

K = ko(sin 0; cos ¢ + cos ¢p), (4.33)

for which condition the received electric field achievesniximum value. This conclusion
may also be drawn from the Bragg scattering analysis. Thed3randition dictates that the
energy scattered off the one wave is precisely in phase hattstcattered from a successive

wave, and this resonance amplifies the signal at the recelinehe first-order case, the
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difference in the travelling path of the scattered signala whole wavelength [80]. As
shown in Figure 4.8, the total effect produced by the saatjesf the radio waves from the
ionospheric irregularities and the ocean waves may be deresd as a scattering from the
vector sumk, = K; + K,, recalling thatk; andK, are the wavenumber of the ionospheric
irregularities and the ocean waves, respectively. The gdtérences ofR, and p, are
denoted as\\; and A)\,, and the angles; and¢ are defined in Figure 4.6. The Bragg

scattering condition is given as
)\0 == A)\l + A)\Q

= A\ COS @1 8inb; + A, cos ¢,

which is equivalent to Eq. (4.33).

Figure 4.9: lllustration of the Bragg scattering of mixeatppropagation for bistatic case.

It is now assumed that data from successive pulses are tmallda this case, the ocean
and ionosphere surfaces may be considered to have slow &érnaions. Thus, their rep-

resentations are modified to the spatial and temporal Fotraasforms. The received
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first-order PSD may be obtained by the Fourier transform efigid autocorrelation as

A, .
Pusld) = |28 (Bt + 1) 55,(0)]
0
A, (/fﬁnoAlIo)2 P sin®(0;) F (p20)?(Aps)?
2770 2 R%opso cos ¢(P50 - QO)

) (4.34)

/O/Z/wo .

. Sa2 {AZPS [Ks — ko(sin 0; cos ¢ + cos ¢o)]}

—

 So(K oy wo)Si( Ky wi)ow — (wo + w;i)|dK od K dw,dw;.
4.3.3 Simulation and analysis

Here, numerical simulations will be conducted to investghe PSD of the mixed-path

ionospheric clutter for the bistatic configuration. Theape models of the ocean surface
and the ionospheric irregularities are incorporated iht received power density equa-
tion, and the integral is evaluated following similar stejiscussed in Appendix A for the

monostatic case. Eq. (4.34) may be reduced to

A, (k§noAllo)? pih sin®(0:) F (p20)*(Aps)*

Piyi(w
() = 2m0  (2m)? Reops0(p?0 — q3) Aps (4.35)
12 '
P — \Ijz Ws, Ps d ER)
i ), bi(Ws, Ps)de
whereW,; (wa, ¢s) = Yipi(wWa, @s) + Yapi(wWa, ¢s) With
20, — 6,) | K, - K
\I/ = K‘K5/2COS ( ° ! ? ® o Ko o)1 K’L
) = [ w500, 0)5.0)

for m=1,
K cos(¢; — ¢s) — K

KiKs Sin(¢i - ¢s) - Ko%

)
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and

o'[?s
K

wda (bs / K K5/2 COS 9 — 91) So(Km ¢o + W)Sz(Kz>

cos(f, — ;)

K cos(¢i — ¢s) — K

KiKs Sin((bi - ¢s) Kocé{i

for m=-1.

The simulated PSD for the bistatic case is also normalizethbyaverage first-order
ocean clutter peak power density. The parameters of the sgdtem, bistatic configura-

tions, and ionosphere and sea conditions are given in Table 4

Table 4.2: Main parameters involved in the simulations

radar operating frequency 4.1 MHz
radar pulse lengthrf) 50 us

distance between transmitter and receiy@r|{( 100 km
bistatic angle ¢) 3¢

ionosphere heightH{/2) 300 km

typical ionosphere speed,| 100 m/s
ionosphere directiorvy,) o

wind speed ) 10 m/s
wind direction @) 0°

The bistatic normalized PSD is compared with that of the nstatec configuration
looking at the same scattering patch (see Figure 4.9). HEdsraed that a transmitter and

receiver are at one radar site (monostatic) and a receiegradher (bistatic). The direction
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of the ellipse normal for the bistatic case is taken to be gadprular to the wind direction.
For a particular scattering point, this produces Bragg pedlkequal magnitudes. Since,
in the example, the bistatic angleds8° and the direction of the normal to the scattering
ellipse is90° in the bistatic case, the apparent rangémf + p2)/2 is calculated to be 350
km. Thus, the direction op; in Figure 4.7 is given a%6° (noting that in this case, the
transmitter is located between of foci of the scatteringpgd), which is set to be the look
direction of the monostatic radar. In the monostatic case sturface wind has more of a
outward component along the look direction for the monastase. This enhances the
peak value in the negative Doppler region. This also indgdhat simultaneous bistatic
and monostatic operation can provide surface wind diragtibormation. Of course, due
to the bistatic angle, the bistatic Doppler frequenciefiefBragg peaks are slightly smaller
than those of the monostatic case .

Simulation results for the first-order received PSD of theadipath propagation for
various angles are depicted in Figure 4.10. Setting thectiline of the ellipse normal as
90, the corresponding apparent ranges for bistatic angle5°f30° and 45 are 410 km,
350 km and 335 km, respectively. The Doppler frequencied@fpeaks become smaller
for larger bistatic angle, since the Bragg peaks directfyetiel on the cosine of the bistatic
angle. The normalized power density is roughly 35 dB retatw the first-order ocean
clutter average peak power density, and the bandwidth resthe same as 0.2 Hz.

Finally, keeping the bistatic angle as°3@nd the direction of the ellipse normal as
90, the normalized PSD is investigated by changing the disthetween transmitters and
receivers. The apparent ranges may vary correspondinigs/observed from Figure 4.11

that the overall shapes remain unchanged, and major petiope®f the Doppler spectrum
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Figure 4.10: First-order PSD for bistatic and monostaticrédffar.

shift slightly, an effect which may be caused by the variatd the incidence angle. The
normalized peak power density are also about 35 dB. In ye#iis value may be modified

by considering the radar system parameters and enviroahedgorption factors.

4.4 General Chapter Summary

In this Chapter the ionospheric clutter power spectral tig(RSD) model has been derived
for the cases of vertical ionospheric clutter for monosteddar and first-order mixed-path
ionospheric clutter for bistatic radar.

For the vertical ionospheric clutter case, the derivattanted from the received electric
field of radio waves travelling vertically upwards and berefjected by the ionosphere to

the receivers based on the image theory. The next key stagstavécorporate a pulsed
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Figure 4.11: First-order PSD for different bistatic angle.

source current into the field equation and apply a simplifiedfcal model of the electron
density irregularities into the spectral density of the IFRhally, the PSD of the vertical
ionospheric clutter for the monostatic case was simulateddrying vertical and horizontal
ionospheric plasma drift velocities and radio waves ofedéht radar operating frequency
reflected from different ionospheric layers. Simulatiolhgstirate that the vertical iono-
spheric clutter was shaped as an impulse with oscillatiowistbe peak power density of
the ionospheric clutter exceeds that of the average fid#ravcean clutter peak by about
45 dB. Of course, the peak value and the Doppler spread ofaverpspectral density will
be determined by the particular radar operation paramatetsonosphere conditions.
Next, a first-order ionospheric clutter PSD model for mixedh propagation has been
extended to the case of bistatic HF radar. This model ingluble scattering processes

from both the ionosphere and the ocean surface for a patitustatic angle. With the
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Figure 4.12: First-order PSD for different distance betwgansmitters and receivers.

aid of the elliptical coordinates, the form of the electrieldi was derived. Simulations
of the normalized PSD were compared with the monostatic aadehen conducted for a
variety of bistatic features including bistatic angle ameldistance between transmitters and
receivers. Results showed that simultaneous operatidresatiar system in the monostatic

and bistatic modes may provide adequate information ofasarnvinds.
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Chapter 5

The First-Order HF Radar Power
Density Model for Monostatic
Mixed-Path Propagation with a
Frequency-Modulated Continuous

Waveform Source

5.1 Introduction

In a pulsed radar system, for a given operating frequeneyiaximum range of detection
is determined by the total transmitted energy, and longditum pulses should be used to

achieve high energy; on the other hand, shorter pulses wesldt in better range resolu-
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tion. Thus, these divergent needs require the radar tortridshggh peak power in narrow
pulses for good operating performance [81]. Fortunatedgdency-modulated continuous
wave (FMCW) systems may be designed with sufficient bandwialiprovide good max-
imum range and range resolution with power levels signiflgagsmaller than the typical
peak power in pulsed systems [82], [83]. In recent years, power FMCW HF radar
systems have become popular in ocean remote sensing ajgpigcarl his fact provides the
motivation for revisiting the work for the mixed-path casghamonostatic radar [84].

This chapter presents a continuation of the developmeiheoftixed-path propagation
models, which have been investigated for first- and secoddrpower spectral density
(PSD) with a pulsed dipole [41, 72]. Here, the analysis i®eaéed to the first-order HF
radar clutter power density for mixed-path propagatiororporating an FMCW source.
Background information for mixed-path propagation andRMECW radar source is intro-
duced in Section 5.2. In Section 5.3, the received field egahcorporating a general
vertical dipole source is modified for an FMCW source. Thém ¢orresponding first-
order received PSD is derived. In Section 5.4, simulatioescanducted for a variety of

ionospheric conditions, and a comparison is made with tefndm a pulsed system.

5.2 Frequency-Modulated Continuous Waveform

The time-domain expression for the FMCW transmitting angecurrent waveform within

one sweep interval is given as

<t<

" 5.1

ir(t) = Iy cos[2m(fo + ?)t], - %,
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wherel is the peak currentf, is the centre frequency; is the sweep rate, arifl. is the
sweep interval. The sweep frequency bandwistlis given asB = «T,. This current

waveform may also be expressed in the complex exponentral és

, T, T,
ir(t) = [Oe](th+a7rt2) {h {t 4 7] —h {t — 7] } ’ (5.2)
whereh is the Heaviside function. A typical example of a linear FMGignal and its
frequency-time plot are shown in Figure 5.1. For the purpdskustration, this upsweep
waveform is chosen to have a center frequencyof= 20 Hz and a sweep bandwidth

B = 20 Hz. The FMCW signal is a periodic repetition version of theeptvsignal with

finite sweep interval, = 1 s.
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Figure 5.1: Example of FMCW signal and its frequency-timet pl

For the upsweep case, the basic method to measuring theaboge target is indicated
in Figure 5.2. After transmission, the received waveforimath delayed in time and shifted

in Doppler [82]. Assuming one simple target at the rahjeat timet = 0 traveling at a
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constant velocity with respect to the radar, its range as a function of time is

The received signalz(t) is a replica of the transmitted signal, but multiplied in ditople

by an attenuation factot and delayed in time by a factof = 2R(t)/c and may be cast as

in(t) = Aip(t) = Acos {% ( fo+ M) (t— td)] .

In order to extract the target information, the receivedaldgs mixed with the trans-
mitted signal. After appropriate filtering and approxinoatithe mixed signal may be rep-

resented mathematically by subtracting the pliage) from the received phaser(t — t,)

as
ing(t) =Acoslor(t —ta) — or(t)]
2 (5.3)
~A cos {27? (f02—RO + 2(1?0) — 27 (Z—Ufo + QQ—RO) t} )
C C C C
The frequency of the mixed signal is given as
1d 20 2Ry

It is seen that the frequency offset is due to both the targlketcity and the range of the
target.

It must be emphasized that the analysis above is for theamgettcase. For the ocean
surface, which consists of a great number of waves tragglfirdifferent directions with
different speeds, the radio waves may be reflected back tetieeser by any of these. The
Doppler spectrum produced by scattering from this complefase is used to extract the

ocean information.
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5.3 Derivation of the Received Electric Field and Power
Spectral Density

The development of the scattered electric field equatiams the ionosphere-ocean path in-
corporating a general vertical dipole source is discuss&ection 1.2.3. For the backscat-
ter case, this general first-order electric field in the fesgry domain (from Eq. (2.4)

in [40]) is given by

Jors k0o d (Ve D Rising ] % 5.5
(Egn)1 ~ — 0{[( - p)R;sin zm} * (p)pr}' (5.5)

Recalling that the ocean surface profile:, y) and the IRCR;(z, y) are considered to
vary randomly with position and be represented by genernati€oforms, the integral form

of Eq. (5.5) may be written as

kC K K
+ o . 0 —im/4 o 7
(Egah = — 3/2 o ZZP OP K; 3/2

(5.6)

Flp) . iKap,—jk(p+R
L sin[;(p)] - e BPe (P +R)qp.
/m
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In order to incorporate a time-domain transmitted signabgesting of an FMCW wave-

form from a dipole antenna, Eq. (5.6) may be inversely Fourensformed and is then

given by
+ ]7r/4 Pe. pi _‘0 ) [?3
(Eg)a(t) ~ 3/2 Z Z P Pram
i (5.7)
F(p) . iKep [T—1 p+ R
/p R SO [F(KCo) 51t = P2
The inverse Fourier transform 6EC)) is given by
1 7’]0Al 2 7’]0Al 822(75)
I = :
F [ 2 v (w)] (t) ERRrTR (5.8)

where the second-order derivative:of) with the FMCW excitation is

2 = Ip(wg + drawpt + 4m*at? — j27roz)ej(w°t+°‘”t2)

T, T,
hlt+ = —ht——=
. 2 TT TT
o — Towied(@ottort) {h [t + ﬂ —h [t — ﬂ } :

The approximation is permissible becal&ext| < 27 B < wj for typical HF radar operat-
ing parameters. The convolution of Eq. (5.8) witft — ££%) produces a shift ofp+R) /¢

in the time variable. Then the phase in Eq. (5.9) becomes

wolt = (p+ R)/c] + axlt — (p + R) /c]?

p+R>2_2<p+R

C

=wot + art® — ko(p+ R) — ma | (

)t

Up to this point, the electric field equation is developedd®weep time interval;.
Within one sweep, the ocean and ionosphere surfaces amanbited by the radar signals
and the surfaces are assumed to be fixed during this trameithe. In order to emphasize

this, the time variable of the electric field within a sweefemal T,. is renamed as. and
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the time variable will be retained when the time-varying ocean and ionospkartaces
are introduced.
Thus, from Eq. (5.7), the first-order temporal field equafiemthe FMCW waveform

in a sweep interval is

(Eo)irm(ty) =

—jlono ALk o—im/4 K, - K, F(p)
™ PO PZ
(27)3/2 ZZ o Kiopg32 | Rp

(ER)2_g(ethy, |

(5.10)

. Sil’l[ei (p)]ej(thTJraﬂt%)e*jko(erR) ej?roc[

. R T, R T,
e M I
c 2 c 2

In order to focus on the information generated during thesmaission process, a de-
modulation of the received field is implemented before farthrocessing. This is the
typical “preprocess” which involves coherently mixing thequired signal with the origi-
nal signal and low-pass filtering the outcome to remove hifjleguency components [85].
Applying the transformations found in Appendix D, an ideahtbdulation shows that the
original exponential facto# (“ot~ i) will be eliminated, the phase term will be replaced
by its complex conjugate, and the other factors remain theesas in Eq. (5.10). After

demodulation, Eq. (5.10) is given as

—» —

_j‘lo/r]OAlk: T Io) 7 O : KS
(EO)lDFM(t ) = (27) T (97)3/2 — e ¢ /42213 OPKl

/F(p) Sin[ez‘(p)]e_stpejkO(/H'R)e_jﬂ'a(g)gejaﬂ'a(ptR)tr (511)
) By/P

R T, R 1T,
S Pl U PR e

c 2 c 2

where the superscrif? indicates demodulation.
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As mentioned above, when the FM signal is scattered over #tehpand received,
the range information will be brought back with a time deldyor a certain time delay,
there will be a corresponding frequency offset as depiateBligure 5.2. This indicates
that the frequency distribution of the demodulated eledtald would indicate the range
distribution of the scattering ‘point’ on the ocean surfatbus, the next step of the process
is to Fourier transform the electric field with respecttido obtain the so-called “range
transform”. In Eq. (5.11), only the last two terms are fuoos oft, and their Fourier
transform is given by

etz a3

p+R | Tr
e T p+R

:/ 2 €j2ﬂ'a( " )trefjwtrdtr (512)

pPtR _ Tr

c 2

2ma P T 2 R
:Tre]( (p+R) w) +RSa { ( Wa([;—l— ))} '

Thus, the range transform corresponding to the time-dospression in Eq. (5.12) is

given as
D _jIOWOAlk' TT /4 0 i 0 ’ KS
(ot LT 5y
/F(p) Sin[ei(p)]eijspejko(erR)ejﬂa(pt )2 (513)
N

QIR (2R {7; <wr _ 2ma(p+ R))} dp.

C

For a given frequencyy,, the corresponding travel range is define@as where

_ cAt _ cwr _ potRo
pr—2_47ra_ 2

and whereAt is the total travel time of the radio waves along the ionosploeean path.

As illustrated in Figure 5.3y, represents the range between the radar and the centre point
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of the scattering patch on the ocean surface, @nd the range of the skywave from the
transmitting radar to this point. Then, the argument of #n@ling function in Eq. (5.13)

can be rewritten as

T, _ 2ma(p+R)\ _ 27B (potRo _ ptR\ __ po+tRo _ pt+R
- (1 — 2ot ) — 288 (o o) =y (et — o),

whereky = 222, The relationship betweem, and R, is Ry = +/p? + H?. Defining
p = po+ p andsinfy = po/ Ry, the general skywave rangeto a position on the ocean

scattering patch is approximated as

20 .
R=+/(po+ )+ H?~ Ry |1+ ppO%Ro—i-sm@Op’.

Rj

Figure 5.3: The geometry with a scattering patch.
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The phase term=™(*Z)” in Eq. (5.13) may be expanded as

(L0t ) g (o )+ (22 )2}

e]ﬂa(p-o-R) _ ej7ro¢
, (5.14)
~ €j7ra [(@) +kr(1+sin60)p/]
Then, changing the integration variable fromno o', Eq. (5.13) becomes
D _j‘lo/r]OAlk TT /4 1o) 7 _)O . I_(‘S
(Bo)Tras(r) = =€ Z Z PPk
]];(5(2 sin(fy)e” 3K spo p32(ko—kr)pr Jm(Qpr) (5.15)
0
. /Pmam e_stp/ejk0(1+Sin90)p/Sa |]{jB (]. + Zln 00) p,:| dp,

Noting thatSa(—x) = Sa(x), the integral limitsp/,,, andp, .. are defined aAr. In
physical sense, the lower limit of thé-integralp! . corresponds to the range of the radar
relative to the position of the scattering point, while thpar limitp/, .. indicates the range
at which the radar return becomes negligible. Meanwhile,abnsidered that the sampling
function in the integral part is “narrow band” and most of ttentribution to the integral

comes from within the half power points of the main lobe, vilngives

1 + sin 90

—m/2 < kp (T) p< /2.

In this case,2Ar represents the radial width of the scattering patch on tle@amcur-
face and the “range resolution” is defined Ag, which is specified approximately as
Ap =27 /[kp(1 + sin 6y)]. Because of the sidelobes of the sampling function, the FMCW
radar does not have an absolutely defined range resolutimarange resolutiothp only
represents the range of the scattering patch from whichetiverr energy is predominantly

received at a given range frequengy. The size of the interaction between range bins
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is specified by the parametéyr. Evaluating they'-integral with these limits, Eq. (5.15)

reduces to
—jIQT]QA”{? Tr T Z Z ° i
(EOHDFM(UJ?”) = (27T 3/2 j /4 P OP Z

. I?o : Xs F(pO)
K3? Ro\/po

2m
- Sm(K, kp, Ar),
kp(1 + sin ) m 5, A7)

whereSm(Ks, kg, Ar) is defined as

sin B2 (ko—kr)pr pima(25)? o —jKspo (5.16)

Sm(Ks, kg, Ar) =

1 {Sz’ {( — (ko + %)(1 + sin (90))A7"] — Si {( — (ko — %)(1 +sinfy))Ar } } ;

™

and whereSi(z) = [ 224 4¢, and2Ar represents the radial width of the scattering patch
on the ocean surface.

At this stage, the first-order range spectra for the frequencdulated wave have been
obtained by Fourier transforming the electric field equatwer a sweep intervdl.. For
the development of the power spectral density, the analBimclude many sweep periods
to examine the Doppler shift effect. Firstly, a factdt++-)* is introduced into the surface
coefficients to indicate the time-varying properties of tisean and ionosphere surfaces as
discussed in previous cases. Additionally, recall tHat) D, (w, ) is the Fourier transform
of the electric field during a sweep at a certain received tim@&lote too that most of the

energy of the sampling function in Eq. (5.13) is associatét s main lobe. Thus, the

frequency bandwidth\ f,. for a givenw,. may be specified as

™ Tw, =« 1
< < - = Af,=—.
2 2 2 / T,
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Then, the time-varying electric field from successive swaspnodified as

R
(Eo)Foas (@, 1) = (o) pas ()0 . (5.17)

As discussed in Chapter 2, itis also assumedlaaid ; represent stationary, homoge-
neous and independent random processes, making it meaktmgfvestigate the statistical

properties of the received electric field by first introdugits autocorrelation as

A,

Raen(r) =37

—((Eo) 1par(t + 1) (Eo) s () (5.18)

With the autocorrelation in place, the first-order receN®R®D for an FMCW source is
found by the Fourier transform @&, ), (7) with respect to the lag time as
Pirv(wa) =F[Ripm(T)]

r770|10Al|2k?4AP |F'(po)|?
)2 R(QJPO

/ / //< 372 ) o( Ko, o) Si( K, wi)

Sm*(K, kg, Ar)6 [wg — (we + w;)] dK,dK;dw,dw;.

sin? 6,

(5.19)

This integration spans all spatial wave number and temp@aliencies for both the ocean

wave spectrum and the spectral representation of the ibeosgeflection coefficient.

5.4 Simulation and Analysis

Before conducting simulations, the power density of theadipath ionospheric clutter for
an FMCW source is further investigated. First, in Eq. (5,18¢ integration ovex, and
w; may be performed immediately by incorporating the deltacfioms, as found in Eq.

(1.23) and Eq. (2.23), respectively, which describe thati@hships between wavenumbers
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and frequencies for ocean waves and ionospheric irregjearirespectively. Then, the
Sm(Ks, kg, Ar), which is defined in Eq. (5.12), approaches a rectangulatifumfor the

case of large\r, since, from its definition,

lim [Sm(Ks, kg, Ar)]

Ar—oo

1, (ko — *2)(1 +sinby) < K, < (ko + 22)(1 +sinby),
= (5.20)
0, otherwise

_ {h {KS (ko — ’“73)(1 + siHQO)} h {Ks (ko + %)(1 + sin@o)] } |

After a series of derivations similar to the discussion irpApdix A for pulsed source case,

the received PSD reduces to
Ao ALk Ap® [ F(po)|?R2,
2(2m)? R po

kp(1 4 sin6y)
_ v s)d)s.
\/g /S (wd7¢ ) (b

whereW (wq, ¢s) = V1 (wg, ¢s) + Va(wa, ¢s) With

sin2 90

Pirm (wd) =
(5.21)

Va0 = [ KK R (0, 00518
i ’ for m=1,
| Kicos(¢i - ¢0) — K, |
KK sin(¢; — ¢,) — Ko%= |7
and L
Valuoa0) = | KKY? B2 (0, 6+ m) )
i ’ for m=-1.

K cos(¢; — ¢s) — K

KiKs Sin((bi - (bs) + KO%

Then,S,(K,, ¢,) andS;(K;) are specified by particular physical models of the ocean sur-

2

face and the IRC as discussed in Sections 1.2.3 and 2.3.2llyitnis power density is

also normalized by the average first-order ocean cluttek peaer density, and the main
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Table 5.1: Main parameters involved in the simulations

centre frequency for FMCW)) 4.1 MHz
sweep interval;) for FMCW 05s
sweep bandwidthi) for FMCW 100 kHz
radar look directiond,) 0°
ionosphere height{/2) 300 km

typical ionospheric horizontal plasma drift velocity,] | 100 m/s

ionosphere directiorvy,) 0°
wind speed () 10 m/s
wind direction @) o9

parameters involved in the simulation are listed in Table ®Ising these parameters, the
first-order normalized received power density via the migath path for a FMCW source
is compared with that of a pulsed radar for the same oceatesoat patch. The range
resolution for the FMCW source is given #s, and since3 is chosen as 100kHz thus the
radial width of the scattering is calculated to be 1.5 km. Ha tase of the pulsed radar,
the corresponding pulse length is set to beu$0 Figure 5.4 shows that the plots with the
two sources are coincident with each other. The power den$ithe ionospheric clut-
ter exceeds that of the average first-order ocean cluttdr Ipeaoughly 45 dB. Since the
mixed-path echo travels much less distance over the ocetatsiuhan that through pure
surface wave propagation with the same apparent rangei¥eelfpath clutter suffers less

surface attenuation. Additionally, at the range of 300 kenlthckscatter power density of
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the sea clutter is very low.
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Figure 5.4: First-order PSD for FMCW and pulsed HF radar.

Next, the dependence of the first-order received normal8eD of the ionosphere-
ocean scatter for an FMCW source on radar operating frequesemulated and shown in
Figure 5.5. Assuming that the radio waves with differengfrencies are reflected by the
ionosphere at the same height, it is observed that the Dofsptguencies of the first-order
dominant peaks increases with the operating frequency mhay be explained by the fact
that, according to the the Bragg scattering condition, sickkorwaves with higher frequency
are Bragg scattered by the ionospheric irregularities aedio waves with greater wavenu-
mers. Since the velocity of the ionosphere is assumed torstanat, the Doppler frequency
of the Bragg peak depends on the frequency of ocean wavet)@addspersion relationship

of ocean waves indicates that greater wavenumber corrdsgormigher frequency. It may
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be also noticed that the average normalized power densthyeabnospheric clutter varies
from 40 dB to 50 dB when the operating frequency increase #d&hMHz to 13 MHz. The

Doppler spread is about 0.2 Hz in all cases.
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Figure 5.5: First-order ionosphere clutter PSD for FMCWhwarying radar operating

frequency.

Finally, with the height of the ionospheric reflection layget as 300 km, normalized
ionospheric clutter PSD for different apparent randés (- p;)/2) are simulated and de-
picted in Figure 5.6. This figure shows that the Doppler fexguies of the first-order dom-
inant peaks increases with the apparent range of the miagdgropagation, but the peak
power density decreases from 45 dB to 38 dB when the apparege varies from 310 km
to 400 km. On one hand, the variation of the apparent ranga fioled ionosphere height

corresponds to the change of the incidence afgté the radio waves on the ionosphere,
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which may affect the Doppler frequencies correspondindgiéBragg scattering. On the
other hand, increasing apparent ranges may cause londacesyaropagation ranges, in
which cases the received power density will decrease. Thevidth of each spectrum

changes slightly for different apparent ranges.
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Figure 5.6: First-order ionosphere clutter PSD for FMCWhwdifferent apparent ranges.

5.5 General Chapter Summary

The first-order FMCW backscatter power spectral densityp)R& mixed-path ionosphere-
ocean propagation has been derived in this chapter. Theajenethod followed that ap-
pearing in [83] and [86]. First, an expression for the firsley electric field was derived

for the mixed-path case in which scattering occurs from lim¢hionosphere and the ocean
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surface. Then, this field was Fourier transformed and trguacy distribution of the de-
modulated electric field indicates range information ofrthiged-path propagation. Finally,
the first-order PSD was developed by assuming the ocearceuafal the ionosphere are
stochastic processes. To investigate the PSD of this idvesgpclutter mode and its relative
power density to that of the average first-order ocean clpéak, a normalized ionospheric-
clutter power density was simulated and compared with tivad pulsed radar for the same
ocean scattering patch. Subsequently, it was shown thagelsan radar operating fre-
guency and the apparent range result in the variation of thyg@r frequency and power
density of the first-order dominant peaks in the power dgrsgiectrum of this mixed-path
propagation. Other factors, such as ionospheric plasrftardiocities and surface wind di-
rection, will have similar effects on the normalized PSDaoté¢d using an FMCW source
to that with a pulsed source. The ratio of the ionospheritt@luo the average first-order
ocean clutter peak power density indicates this clutter hmeaye a significantly negative

impact on the performance of the HFSWR.
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Chapter 6

Conclusions

6.1 General Summary and Significant Results

This thesis has addressed the development of ionosphetierainodels for high frequency

surface wave radar (HFSWR). The ionospheric clutter inesutivo feasible propagation
paths. The upwards transmitted signal may be reflected frmrianosphere to the re-

ceivers directly (vertical ionospheric clutter) or via tbeean surface (mixed-path iono-
spheric clutter). Both cases have been investigated basedegious work analyzing the

radar cross sections of the sea surface scattering for iscesmote sensing [37-39] and
Walsh’s mixed-path model [41]. The work in this thesis issmied to provide theoretical

characterizations of the ionospheric clutter which mayaberlimplemented in suppression
schemes, particularly as applied to sea state monitorifguat target detection using HF
radar.

First, the representation of the ionospheric reflectiorifment (IRC) was addressed in

Chapter 2. This helped to indicate the influence of the iohespon radio waves propa-
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gation. Based on the ionospheric layered model, this reflecioefficient is shown to be

a function of the ionospheric electron density and to be deéeet on both ocean surface
observation position and radio wave frequency. The IRG part accounts for the iono-

spheric absorption of the radio wave energy by electronstolls, and its imaginary part

represents phase deviations of the radio wave'’s electliclfecause of the interaction with
the ionosphere. In the absence of the Earth’'s magnetic freddtze ionospheric absorp-
tion, the phase part may be taken as a zero mean random eamdbth is fundamentally

caused by the electron density irregularities, such aslsuale irregularities and large-
scale travelling ionospheric disturbances (TIDs). In thissis, the relationship between
the ionospheric spectral density of the IRC and the eleasrsity irregularities is derived

and includes various ionospheric parameters. This IRC huaebeen incorporated into
the ionospheric clutter models of the mixed-path and varficopagation in subsequent
chapters.

The analysis of the mixed-path ionospheric clutter staftech the received electric
field equation of the rough surface scattering for ionospiueean propagation. In Chap-
ter 3, an approximate solution for this field is expanded tmwed-order for ocean surface
scattering using a Neumann series, and the second-orderstadic power spectral density
(PSD) model is investigated for a pulsed source. In this,diesignals from the iono-
sphere may be reflected back to the receivers by two scattensfirst-order ocean waves
(electromagnetic effect) or one scatter from a secondrarckean wave (hydrodynamic ef-
fect). The contribution from the so-called electromagneffect is derived for the patch
scatter condition, while that of the hydrodynamic effecsimilarly obtained by appropri-

ately modifying the first-order field equation. The totalduency-domain electric field for
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a general source current is inversely Fourier transfornmedaatime-domain pulsed radar
source is incorporated into the analysis. Assuming thatdhesphere and the ocean sur-
face roughness may be represented as stochastic prodbssas;ond-order received PSD
model is developed by Fourier transforming the field autegation.

In Chapter 4, two special cases incorporating a pulsed reolarce are introduced.
For the vertical ionospheric clutter case, the receivedtedtefield of radio waves travel-
ling vertically upwards and reflected by the ionosphere &oréiteivers is treated based on
image theory. Then, the PSD of the vertical ionospherictetuor the monostatic case
incorporating a pulsed source is derived by taking stepsesponding to those used in
the mixed-path case [41]. Subsequently, for the first-obikatic mixed-path ionospheric
clutter, the frequency-domain electric field was determingh the aid of elliptical coor-
dinates. After incorporating a pulsed source current, tise-dirder power spectrum for the
bistatic configuration was derived.

Finally, in Chapter 5, an investigation of the first-ordermostatic mixed-path iono-
spheric clutter was presented for a frequency-modulatediramous waveform (FMCW)
radar source current. The motivation for this lies in the that such waveforms have
been widely applied in HFSWR remote sensing applicatiohg. fiequency distribution of
the demodulated field incorporating an FMCW source indga@ge information of the
mixed-path propagation and its PSD model is then obtained.

In order to investigate the PSD of this ionospheric clutted &@s relative intensity to
that of the average first-order ocean clutter peak, the na@eatktionospheric clutter power
density is simulated under a variety of ionospheric condgj radar parameters and sea

states.
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For the mixed-path case involving various ionospheric domas, simulation results
show that the horizontal ionospheric plasma drift velocgsgults in a significant Doppler
spreading of the power density spectra, while the vertimabspheric motion introduces
a Doppler shift corresponding to its velocity. The Dopplantwidth of the ionospheric
clutter may also be broadened by increasing the wavenunaeiwadth of the IRC, which
is determined by the wavenumber range of the ionospheegutarities. Furthermore, the
Doppler frequencies of the first-order dominant peaks emeavith the radar operating fre-
guency and the apparent range. This may be explained bydh#h& the Bragg scattering
conditions for the radio waves scattering from the ionospla@d ocean surface depend on
the wavelength of the radio waves and the incidence angle.also observed that higher
peak values occur for higher operating frequencies andrlapgarent ranges. The PSD for
the mixed-path case is further investigated for variousssat@s. When the angle between
the surface wind direction and the radar look direction fonwstatic radar (or the direction
of the ellipse normal for bistatic radar) increases fronodL80C, the average power density
for the negative Doppler frequency decreases from its maxinwhile that of the positive
Doppler frequency increases from its minimum. This is duéhfact that the outward
component of the surface wind enhances the power densiteinggative Doppler region
and vice versa. The second-order power density of the npe&tl-propagation is also in-
fluenced by surface wind speeds. This shows that the avemager plensity increases and
the bandwidth becomes narrower with increasing wind speadiating that higher sea
states may enhance the second-order radar backscatteixéx-path propagation.

For vertical ionospheric clutter, simulations of the nolized power density were first

conducted with different ionospheric conditions. The hssalso show that the horizontal
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ionospheric velocity and the wavenumber bandwidth of thHe Iéad to Doppler spreading,
and vertical directional velocity leads to an observed Depghift. In addition, the PSDs
with higher radar operating frequencies and greater refledteights have higher peak
values and broader bandwidths.

The average ionospheric clutter power density in all cagesesls that of the average
first-order sea clutter peak by more than 30 dB. In practide Malue may vary with iono-
spheric absorption, attenuation imposed by the surfaeerafative ranges of mixed-path
and surface propagation, and the size of the ocean surfatiersag patch. It should be
noted that the simulated results seem to differ from the Demgpectra generated from real
HF radar data since the latter contains both the first andehigtder continuum sea clutter
and ionospheric clutter at the same apparent range, wiilgittulations illustrate only one
kind of ionospheric clutter normalized to the average peakgr density of the first-order
ocean clutter.

The better understanding of the ionospheric clutter prablethis thesis gives a sense
of how this clutter was characterized for a variety of setestaonospheric conditions and
radar parameters in the range-Doppler spectra of HFSWRseTinsights may potentially
lead to better ionospheric clutter suppression schemewithéacilitate sea state parameter
extraction and hard target detection using HFSWR systenmed¥er, the modelling of
ionosphere and sea surface scattering presented in this thay be applied to a theoretical

analysis for sky wave or sky-surface wave hybrid HF radar.
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6.2 Suggestions for Future Work

Based on the analyses in this thesis, several points mayggestied for future experimental
and theoretical research work.

The activities of the ionosphere are likely to be far more plax in reality than pre-
sented in the models in this thesis. Although the statistedationship between the iono-
spheric reflection coefficient and the electron densitytierdase of single scattering of the
radio waves by small-scale ionospheric irregularitiesiieen derived, models of the real-
time ionospheric characteristics, in which both the earthagnetic field and ionospheric
absorption are included, should be further investigatexith& ionospheric electron density
irregularitiesA N, increase, multiple scattering effects become significadtraay create
a regular spatio-angular pattern in the amplitude of radives reflected by the anisotropic
ionosphere at the sea level. Additionally, in practice, §Day cause multipath reflections
of the radio waves within the ionosphere. Moreover, severaminent TIDs propagat-
ing in different directions may exist simultaneously. Véhihese effects are not addressed
here, they may be examined in future work by introducing appate complexities into
the ionospheric model.

The multiple scattering of the radio waves due to plasmauleities and turbulences
within the ionosphere may also be taken into account. Maemome of the radar and
environmental parameters (antenna gains, beam-widthegrispl earth attenuation, etc.)
affect only the predicted magnitude of the ionospherictetuor all Doppler frequencies.
The numerical simulations are meant to exhibit general gntogs of the modelled iono-

spheric clutter by setting these parameters to constanesalThese parameters may be
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considered and analysed in future experimental designs.

The models detailed in this thesis are analytical in natacederived with restrictions.
It is necessary to examine them comprehensively using fegla @btained from subsequent
HFSWR experimentation with simultaneous operation of ansonde recently obtained by
the radar group at Memorial University. As discussed, tm@spheric conditions, such as
horizontal and vertical ionospheric drift velocities, sfyal densities of the electron density
irregularities, and reflection heights of the ionospheaigers, may be expected to influ-
ence the features observed in the ionospheric clutter. ,Tthestheoretical models may
be evaluated and improved by comparing the ionospherienmdton extracted from the
range-Doppler spectra of the radar echoes with those @utdimom corresponding iono-

grams simultaneously measured by an ionosonde.
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Appendix A

Evaluation of Integral in the First-Order

Power Spectral Density Equation (2.28)

Attention is now turned to the evaluation of the integraltor of Eq. (2.28), symbolized

L) B s

m==+1

here as

.5(wd+m\/gKO+[?i - U, + 2kov,, cos 6;) (A-1)

. Sa? [%{ K, — ko(1 + sin 90)}} diddod K;d I,
Firstly, the sampling function in Eq. (A.1) has quite narrband width about the point
K, = ko(1 +sin y) and may be simplified to produce a tractable form of the iratiégmn /.

It seems appropriate to approximate this function by itstlitxyp — oo , and then,

S | S~ k(1 + sin)}| ~ 301K ~ (1 -+ sino).
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For the case ofn = 1, EqQ. (A.1) becomes

N = 2
2 K, - K
I ZA—p /o /KZ /o /z ( K§/2 ) So(Kos 90)Si(K;)

“O(wg + V9K, + K; - vy + 2kgv, cos 0;)

(A.2)

CO[K, — ko(1 =+ sin )| K K odsdod K d KK,

The K,-integral will be performed firstly by setting
u=uwg+ V9K, + I?Z - Uy, + 2kov, cos 0;.

Thus,
2
dK, = —+/K,du,
N/

and according to the first delta functiafd, satisfies the equation

gKO = — (wd + [?z . 170> + Qk'ovv COSs 91
(A.3)

= — [wg + K;vg cos(¢; — ¢y,) + 2kgv, cos 0],
whereg, is the direction of the horizontal ionospheric plasma dxiftl noting that<, is a
function of K; andg,.
Next, with the aid of the triangle relationship &t, K, andK,— i.e. K, = K, + K;—,

the integral variable), is changed tap,, which refers to the radar look direction. The

relationship
K,sin(¢, — ¢s) + K;sin(¢; — ¢s) =0
gives,
o Ko COS(¢0 - ¢s) + Kz COS(¢i - ¢s) _ K52
dg, = onsd— 6 db. = 2o (A4)
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Finally, the second delta function is used to evaluate ttegynal with respect tg;. The

equation relating<, andg; is,
2K; K, cos(¢; — ¢s) = KF + K2 — K_.

Accordingly,

K cos(¢; — ¢5) — K dK (A.5)

- KK sin(¢; — ¢) — K% 7

do;

where, based on Eqg. (A.3),

C;I(;ZO = 2* / %KZ‘UQ sin(gbi — va) (A6)

Substituting Eq. (A.3), (A.4) and (A.5) into Eq. (A.2) gives

2r 2

= —— d A7
-[1 Ap\/g o \Ijl(wd7¢s) gbsa ( )
whereV (wq, ¢,) is defined as

So<Koa (bo)Sz(Kz)

S

(s bs) = / KK
K;

Ki COS(¢Z’ - ¢s) - Ks

KiKs Sin(¢i - ¢s) - KO%

For the case ofn = —1, the integral in Eq. (A.1) becomes

- o 2
2m K, K
= AP/O/KZ. /O /1 ( K52 ) So(Ky, o + 7)Si(K;)

0wy — 9K, + K; -y + 2kgv, cos 0;)

7.

(A.8)

CO[K, — ko(1 + sin 0)| K K odsdod K d K.

The evaluation of the integrdl may take the same series of steps given abové, faith

the following differencesk, now satisfies
AV gKO =Wq + [?z . 170 + Qk'ovv COSs (9@

=wg + Kivg cos(¢; — @) + 2kov, cos b;,
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and accordingly, the derivative in Eq. (A.5) is modified te tiegative of (A.6). Thus, the
evaluation ofl, integral is identical with (A.7) with the modification abosad S, (K, ¢,)

replaced byS,(K,, ¢, + m) as

_27T2

lHh=—— v A.
2 Ap\/§ o 2(wd7¢s>d¢sa ( 9)
whereWV,(wq, ¢,) is defined as

mezéka Sy(Ky, b+ 7)Si(K)

s

7.

‘ K cos(¢; — o) — K,

KiKs Sin(¢i - ¢s) =+ Ko%

The complete integral is therefore,

o 2
I=0L+1,=2"

Ap ﬁ s

wherel (wq, ¢s) = Uy (wq, ¢5) + Ua(wy, ).

U (wq, ¢s)dds, (A.10)
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Appendix B

Evaluation of Integral in the
Second-Order Power Spectral Density

Equation (3.32)

The integral in Eq. (3.32) is symbolized by

e [ L LB

8wa = (Winn 4 Wi 4 Wpq)]So( Ky Wonn ) Si (K, w;)

(B.1)

A
- S, (K g, Wpg)Sa® {7p [Ks — ko(1 + sin 01)]}
A ;A A K g A ;A KK .

With the aid of the relationship between the wavenunbgrk; and the frequency,, w;

for ocean waves and ionospheric irregularities, as giveagn(1.23) and Eq. (2.23), and
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the approximation of the the sampling function, the inteé@g; reduces to

— ~ N\ 2

KK
e[ (5
e Je e, T\ VK,

S Y SulmiK ) Si(K0)So(maKyy)

mi==x1meo==%1 (BZ)

~O(wg + mi/ 9K + [?Z - Uy, + 2kgv, cos 8; + mar/gK,)

O [Ky — ko(1 + sin 0,)] dK pgd K ;d K .

The integrals are further simplified with the aid of the déltaction constraints in (B.2).

The K,,-integral is changed tdK, as follows,
dK,, = dK, = K,dKd¢,, (B.3)
and K ;-integral is eliminated by setting; = ky(1 + sin 6;). Furthermore, defining” and
D,, respectively, as
Y = VEm,

and

Dp(Y> Qbmn) = —Mmyy gKm — Mg/ ngqu

their relationship may be given as

o _Dp(K emn)

v (B.4)
2(v4 2 _ 2 _ 1/4 :
_ meolg?(Y* 4+ K5 — 2K,Y* cos(On — 6,))]

ml\/§ ’

Wheref?o = I?mn + l?pq. The K,,,,,-integral may be changed ttD, for a givend, ,,, as,

Y

oY

A =2V | o5
p

|9mn de
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Based on the Jacobian transformation,

oY 1
oD - m1ma(Y3—Y K, cos(0mn—0o) (BS)
b \/§\ 1+ [Y4+K2-2K,Y? cos(@mn—GO)P/‘l |

The D,-integral is solved numerically based on another deltatfancconstraint of Eq.

(B.2). The value ol = Y* may be sought through the Newton-Raphson method to satisfy
Dp(Y*a emn) = Wo,

wherew, is equal taw, + [?i - Uy + 2kov, cos 6;. Thus, the integral becomes

o N 2
Tona(wa) = / / / / 2Y*T?, (KO-KS>
mn Ki 7 E]

ST DT 8ol Konn) Sil(K3)So(ma ko) (B-6)
mi1=x1meo=%1
aY
do;dK;do .
50, I 0idK dg
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Appendix C

Stationary Phase Approximation for

Mixed-path Bistatic Case

Under the conditions stated in Section 4.3.2,thetegral of Eq. (4.22) may be determined
via a stationary phase method. This method is a procedusyéduation of integrals of the
form [87]

I= / G(0)e?Z®O dy, (C.1)

[e.e]

whereZ is a large real number an@(d) varies much slower tha#(é). The rapid oscil-
lations of the exponential term indicates that the significeon-zero contributions to the
integral occur in regions wher#b(9)/dé = 0, which is referred to as the stationary phase

pointséds. Applying the stationary phase methodltgives

2 &ejZé((;s). (C.2)
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The-integral

I — /5 %11 sinf6;(p1)] cos(0o — 01) F(ps)

. ejKSq(cos 05 cosh p cos §+sin O sinh p sin §) ds

may now be evaluated in view of the stationary phase methoal fde oscillation phase

part® () is identified as
®(0) = cos b cosh pucos § + sin O sinh psin 0,

and the stationary phase condition®is given by

o
dd—f;s) = —cos 0, cosh psind + sin 6, sinh p1cos d = 0.
Thus, the stationary phase point is solved to satisfy

tan d; = tanh ptan 6. (C.3)

Given the second derivative @f(¢) as

0%(%(9))

o = —(cos 0, cosh pu cos § + sin 0, sinh psin §),

thed-integral may be approximated as

Is zm% sin[6;(p1)] cos(0o — 61) F (p2)
! (C.4)

ejKSq(cos 05 cosh p cos §s+sin O sinh psin ds)

' \/stq(cos 0, cosh pi cos d5 + sin O sinh psin ;)
With reference to the geometry of the ellipse in Fig. B.1, direction of K, will be

shown to be perpendicular to the ellipse at the scatterimgt.p8hifting the origin of the
XOY plane to g, 0), the expression of the scattering point in the new X’O’Yapé is

given as

x' =1x — 19 = qcosh ucosd,

(C.5)
y' = y = ¢sinh psin d.
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The tangen‘lf at (', y') to the ellipse curve is given by

- o oy .
=5t 5
and its normal is / /
N9 a—yy
op Op (C.6)

=g sinh p cos 02 + q cosh p cos dy,

sinceyu, andé are orthogonal coordinates. The directtbn of the ellipse normal is shown
to be the same &% in Eqg. (C.3). Furthermore, converting andp, to elliptic coordinate

form gives the following relationship as

,72-]\7:—(%>,71-1\7. (C.7)
1

This equation implies thaV bisects the angle between the foci as viewed from the seatter

ing point.
X «,yy Y
(xr y«)"
Pl
p]/,’l ¢1 2 v
TJ// :'I 101 103 () ] R “IX’
Q (x¢6,0) (p,0) X

Figure C.1: Locus of the scattering points 8RY plane.

With the aid of the ellipse geometry relationships, the eatddJd-integral is further
represented by the scattering range and angle informatstead of. andj,. As shown in

Fig. B.1, the expression @f; from (z, y) to (xo, 0) may be represented as

p3 = qcosh pcos0x + gsinh psin g.
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Thus, the phase term in Eqg. (C.4) may be written as
Kq(cos b cosh p cos d5 + sin O sinh psin ;) = g3 - I?S. (C.8)
On the other handj; may also expressed as
o= (7, — f2) /2
Then, substituting Eq. (C.7) int@ - N gives
Py N = psphy - N, (C.9)

wherep, = (p}, + p2)/2 and noting thap, - N = cos ¢.
Combining the information in Eq. (C.8) and (C.9) and app‘gy{% = ¢771, the evalu-
ation forI; becomes

oy ciPs Kso=i%
L; =V 27T§1 sm[&i(pl)] COS(QO — Hl)F(pg) . m (Clo)
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Appendix D

Demodulation of the Mixed-Path
lonospheric Clutter with a FMCW

Radar Source

The range and Doppler information of radio waves intergctinth the ionosphere and
ocean surface during mixed-path propagation may be eXiyadémodulating the received
electric field for a FMCW radar source. The demodulation & ghocess which involves
multiplying the acquired signal with the original transtaed signal followed by a low-
pass filter [88]. In our analysis, the equation of the origtrensmitted FMCW current is

rewritten here as

(D.1)

T, T,
iT(tr) =1 COS[QTF(f() + )tr], —? <t< 7,

wheret, is the time variable within the periofl.. All the other parameters are defined in

Chapter 5. Furthermore, the first-order temporal field eqodor the FMCW source in a
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sweep interval (5.10) may be rewritten as

(EO)IFM(tr) = EC COS[Wotr + Olﬁtz + @(tr)], - S t < — (D2)

T, T,
2 2"

whereF. is a collection of irrelevant factors, a{¢,) is summation of all the other phase
terms with assumption th48\) < (wy + ant,). After absorbing/, into £, the demodu-

lation of (E)1ra(t,) gives,

(Eo)lpar(ts) = LPF {i(t,) (Bo)irae(tr)}
= LPF {E. cos [wot, + amt?] cos [wot, + amt; + O(t,)] } (0.3)
= E./2LPF {cos [2wot, + 2amt? + O(t,)] + cos [-O(t,)] }
= E./2cos [—O(t,)]
where (Ey) P, (t.) represents the demodulation with respect ),/ (t,) and LPF-
refers to the operation of an ideal low-pass filtering. Assalteof the ideal demodulation,

the exponential factas/(«ot-+tamt?) will be eliminated, the phase term will be replaced by

its complex conjugation and the other factors remain theesam

155



