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One of the main enigmas of the twenty-first century is how the brain is formed, 

thereby endowing a human being with a wide variety of skills and traits. Among 

many neuroscientists it is believed that the brain is the body part that defines 

human’s individuality, with the brain as locus of character, personality, emotion, 

rational thinking, memory, language, motor skills, etc. Notwithstanding these 

claims, our understanding of the brain is still in its infancy. A focus on how the 

brain develops might shed light on the exquisite, advanced connectivity of the 

brain and how developmental brain processes enable an infant to learn its very 

basic functions. This thesis centers on the developmental changes that occur in 

a specific part of the auditory brainstem and aims to describe how connectivity 

is established and adjusted in the developing brain. In this introduction I will 

describe our recent understanding of the development of the auditory system 

and the main hypotheses that explain the intricate brain connectivity that 

exemplifies the auditory system. I will end this introduction with an overview 

of the topics that will be addressed in this thesis. But first, I will highlight some 

major advances in brain research of the last century and introduce central 

neurobiological concepts.

A short history of the synapse

A major change in how we view the brain occurred around the turn of the 

nineteenth to the twentieth century. At that time it was thought that the brain 

was a single, continuous structure where signals were transmitted via a fluid or 

a flow of particles [1-3]. But due to new histological methods in this period, it 

became clear by the work of famous histologists Golgi – who opposed the new 

view – and His, Forel, Kölliker, Cajal and others, that the brain was composed 

of multiple contiguous units which they called neurones or neurons [1, 2, 4, 

5]. These neurons usually have a functional polarization in their extensions 

with extensions that are contacted by other neurons, called dendrites, and an 

extension that contacts other neurons, called the axon (for an in-depth review, 

see ref. [6]). These contact points of the axon on the dendrites are so close 

that it at the time appeared continuous, but by for instance experimentally 

degenerating the neuron that is contacted, Cajal showed that the axonal side of 

the contact points was left intact [3, 4]. It took another 60 years for the arrival of 

electron microscopy to enable researchers to visualize the gap between the axon 
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and the target membrane, and this observation finally put the old reticular view 

to rest [1, 5]. This major insight that the brain is composed of discrete neurons 

paved the way for our understanding of the electrical and chemical properties of 

the brain.

As a consequence of this neuron doctrine there was a need to understand how 

neurons could influence each other without physical continuity. The work of 

sir Sherrington focused on reflexes with the contact points between neurons as 

the interaction points for the sensory-motor integration, and he introduced the 

term ‘synapse’ to mark the ‘process of contact’ [7]. It was known that electrical 

impulses could be transmitted along the nerve processes, but how the electrical 

activity could jump ‘through’ a synapse was still a question. It was Sherrington’s 

mentor Langley that found that nerve stimulation could release a chemical 

compound, particularly that autonomic nerve stimulation released a compound 

that was also found in the suprarenal extracts [3, 8]. Subsequent work of Dale 

and Loewi (1904-1936) identified a chemical compound that mimicked the effect 

of vagal nerve stimulation, arguing that nerve endings might release such a 

compound upon activation [9-11]. Over time, more evidence consolidated that 

neurons influence their target structures or each other via chemical compounds 

that became known as neurotransmitters [2, 11]. These findings together laid 

the foundation for the theory of electrical-chemical neurotransmission between 

neurons. An electrical impulse runs to the synapse, and subsequently a synapse 

releases neurotransmitters that cause an electrical impulse in the target neuron. 

This impulse then can run to the next synapse, and so on.

The next major insights came with the fundamental description of the 

electrical impulse, the action potential (AP) which travels along the nerves, 

and a better understanding of how the release of neurotransmitters is caused 

by an AP. The membrane potential is the difference in potential across the cell 

membrane. The AP is a stereotypical change in the membrane potential of an 

excitable cell. The work of Hodgkin and Huxley on squid nerves gave a simple, 

fundamental description of the AP based on temporal changes in ion channel 

opening and the movement of the ions through those channels which cause 

changes in the membrane potential [12]. They suggested that the AP could 

be described by two currents, a voltage-dependent sodium current (INa) and 
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a voltage-dependent potassium current (IK). The stereotypical nature of the 

AP is a direct consequence of the intrinsic biophysical properties of sodium 

and potassium channels. The sequence is initiated by (1) a depolarization-

induced opening of the voltage-gated sodium channels resulting in a membrane 

depolarization due to inflow of sodium ions positively feeding back to the 

opening of the sodium channels, (2) the opening of potassium channels that 

allow potassium ions to leave the neuron and counteract the sodium current, (3) 

the inactivation of sodium channels that terminates the sodium current, (4) the 

hyperpolarization of the membrane potential by the potassium currents which 

causes the potassium channel to close and terminates the action potential. Ion 

pumps are responsible for the maintenance of cellular ion gradients. 

Following our understanding of the contribution of ion channels to electrical 

activity, it became clear how the AP was linked to neurotransmitter release, 

namely via calcium channels. The work of Katz and Miledi (1965-1967) indicated 

that when the AP spreads through the terminal voltage-gated calcium channels 

open and calcium enters the terminal [13-15]. Calcium ions then trigger the 

release of neurotransmitters, via a chemical cascade that lead to the fusion 

of small membrane vesicles filled with neurotransmitters with the synaptic 

membrane. The neurotransmitters are released into the space between the cells, 

called the synaptic cleft. In the synaptic cleft they diffuse and bind to their 

appropriate receptors. These receptors can be postsynaptic ion channels that 

change their conductance upon binding of neurotransmitter, thereby causing an 

electrical impulse at the postsynaptic structure: this impulse might then trigger 

the start of a new action potential at the target neuron. This chemical-electrical 

link has become the fundamental theory of synaptic neurotransmission.

The synapse is a key structure for neurotransmission and brain function. An 

important property of synapses is that their strength is not fixed, but that the 

impact of a synapse on its postsynaptic target can be modified. These changes 

in synaptic strength are called synaptic plasticity. The modification in synaptic 

strength can remain for minutes to days or even years, and these changes are 

now generally thought to underlie memory. Neurons typically receive many 

different synaptic inputs. Generally, many synapses have to be active at the same 

time to trigger an AP. The integration of these different inputs allows a neuron 
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to associate different stimuli carried by these inputs. By making long-term 

adjustments in synaptic strength, specific associations can be ‘stored’ within 

the network. Therefore, the synapse is a fundamental structure of the brain. 

However, the size of a typical synapse is the order of a micron and this makes 

the investigation of a single synapse daunting. An accessible research model was 

needed to understand the biophysical properties of a synapse.

The calyx of Held – a special synapse

The calyx of Held is a unique axon terminal that is located in the central 

auditory system (Figure 1.1) [17]. The calyx of Held synapse spans 10-20 µm 

making it arguably the largest mammalian synapse [18]. This giant nerve 

ending was first described by the anatomist Hans Held [1, 17]. He called the 

endings ‘Fasernkörben’ [transl. fiber baskets] (Held 1893, p219 [17]) which 

later histologists dubbed the calyx of Held [18]. The name derives from its 

budded-flower appearance in young animals. The calyx covers a large part of 

postsynaptic soma. Because of its unique shape and size, the calyx of Held 

caught the interest of both Held (1891) and Cajal (1896; Figure 1.1B), and the work 

of Held and contemporaries provided important evidence for the neuron view of 

Figure 1.1  The calyx of Held-synapse in the rodent auditory brainstem.  
(A) The calyx of Held-synapse is located in the ventral part of the auditory brainstem, is 
composed of a single postsynaptic neuron of the medial nucleus of the trapezoid body 
(MNTB), and an axon terminal originating from a globular bushy cell located in the 
contralateral anteroventral cochlear nucleus (AVCN). The auditory nuclei are tonotopically 
organized (blue to white gradients). A is reproduced from ref. [16]. (B) A reproduction of the 
original drawing of Golgi stainings of kitten calyces done by Ramón y Cajal. Courtesy of the 
Cajal Institute, Cajal Legacy, National Spanish Research Council (CSIC), Madrid, Spain.
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Cajal, although, ironically, Held himself was a proponent of the reticular view [4]. 

A renewed interest in the calyx of Held arose when the first electrophysiological 

measurements were made by Forsythe (1994)[19] and the first simultaneous 

recording of the calyx of Held and its postsynaptic target by Borst et al. 

(1995)[20]. Its size made the calyx one of the few axon terminals that can be 

targeted for whole-cell electrophysiology, a method where via a glass pipette 

an electrical connection is obtained with the target structure which enables 

the measurements of currents and potentials. Different aspects of the work of 

Katz and Miledi were subsequently confirmed for mammalian synapses in the 

central nervous system [20, 21] and the calyx of Held became one of the main 

mammalian models for synaptic neurotransmission [16, 22].

Apart from the use of the calyx of Held as a research model for synapses, it 

does have a physiological function in the living animal. Its main function is to 

reliably relay presynaptic activity to the postsynaptic neuron, and the activation 

of its target neuron will inhibit its targets in the superior olivary complex [22, 

23]. The postsynaptic target of the calyx of Held is located within the medial 

nucleus of the trapezoid body (MNTB). While the MNTB is a monaural nucleus 

[24], most of its target nuclei respond to both cochleae and play a central role in 

sound localization in the horizontal plane [23]. Sound localization is achieved 

by a precisely-timed comparison of synaptic activity originating from both 

ears [25], and accordingly, the calyx of Held is specialized for precisely-timed 

neurotransmission [16]. The other synapses found between the cochlea and the 

calyx of Held, the ribbon synapse of the inner hair cell to the spiral ganglion 

neuron and the modified endbulb of Held of the calycigenic globular bushy 

cells in the cochlear nucleus, are also specialized for rapid and precisely-timed 

transmission of sound-related neural activity [26].

Notwithstanding this wealth of information on the calyx of Held that has been 

accumulated by over a century of inspiring research, the processes that govern 

the target-finding at the MNTB of the calycigenic axon and the formation of the 

calyx of Held are still to be identified to a large extent. What do we know about 

the development of the auditory system, globally and specifically for the calyx of 

Held and the MNTB?
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Embryonic development of the auditory brainstem 

One way of understanding brain development is to know the origins of the 

cell and to follow the lineages of cell division all the way back to the first cell. 

The development of an embryo starts with the fertilization of an oocyte with 

a sperm cell, followed by rounds of mitotic division to create a dense cluster 

of cells. For mammals the cell cluster will transform into the blastocyst, a 

structure with an outer layer called the trophoblast giving rise to the placenta 

and encompassing a fluid-filled cavity, and an inner cell mass giving rise to the 

embryo [27]. The inner cell mass will undergo a process called gastrulation, in 

which an invagination is formed through the inner cell mass, subdividing the 

inner cell mass into the three germ layers: (1) the endoderm which is the origin 

for the gastrointestinal tract and partly its associated glands, the respiratory 

system, urinary tracts and the cells aligning the auditory tube; (2) the mesoderm 

which forms the cardiovascular system including the kidneys, the genitourinary 

system and the musculoskeletal system; and (3) the ectoderm forming the skin 

including hair and nails, the non-sensory part of our eyes and teeth, the adrenal 

medulla, and the nervous system [28, 29]. The following paragraph will discuss 

the development stages of the ectoderm, focusing on the central auditory system.

While the differentiation of the ectoderm continues, the ectoderm folds 

inwards and forms a tube, the neural tube [30]. This process is called 

neurulation; in humans it starts in the third week of pregnancy and is finished 

after four weeks (abstract for symposium, O’Rahilly and Müller 1994). The 

anterior part of the neural tube is the origin of the three main parts of the 

brain: proencephalon, mesencephalon and rhombencephalon [31, 32]. The 

rhombencephalon can be subdivided into rhombomeres 1-8 which are embryonic 

areas that harbor the progenitors for the different parts and nuclei of the 

hindbrain [33, 34]. During this period, a small invagination forms within the 

rhombencephalon. Upon closure it forms the otic vesicle. The otic vesicle is 

the origin of the vestibular and cochlear sensory structures including the 

auditory nerve cells, called spiral ganglion neurons (SGNs) [35-37]. Whether a 

cell from the otic vesicle develops into a sensory or a non-sensory cell, and into 

a vestibular or cochlear cell, can partly be explained by genetic factors [38-43]. 

An extensive review on the development of SGNs has been written by Rubel and 
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Fritzsch [44].

For rodents, the neural tube closes 9-10 days after fertilization (E9-10) [45-47]. 

Cells aligning the neural tube continue to divide with one of the daughter cells 

migrating away and differentiating into a neuron. For the auditory brainstem 

neurons this happens between E12-17, with distinct cell birth peaks for every 

nucleus [48, 49]. Most neurons for the cochlear nucleus, the target of the 

auditory nerve, are born during the same period; however, neuronal division 

might continue even after birth [48]. The different nuclei of the cochlear 

complex derive from different origins with rhombomere 5 and 3 contributing 

to the dorsal nucleus (DCN), anterior ventral nucleus (AVCN) and the posterior 

ventral nucleus (PVCN), while r2 contributes only to AVCN [33, 45, 49, 50].

Even before the auditory nuclei have fully developed, their neurons already 

extend their axons to their appropriate targets. While SGNs are born between 

E9-E13.5 in mice [35], their axonal projections are already present in the cochlear 

nuclei at E11-12 [35, 51-53], and at the same time SGNs extend neurites to the 

sensory epithelium of the developing cochlea [35, 44, 54]. In rats, the axons 

of cochlear neurons enter the superior olivary complex around E13-14 [55, 56]; 

these neurons extensively branch around E18 [55]. The branching is suggestive 

for synaptic connectivity, but the inner hair cells still lack the ability to generate 

action potentials [57] as well as neurotransmitter release until E17 [58]. At E15, 

in a slice preparation, cochlear neurons already respond to stimulation of the 

auditory nerve, indicating that functional synapses are nonetheless present 

within the cochlear nucleus at this stage [59]. Stimulation of the cochlear 

neurons could elicit responses in the principal neurons of the MNTB at E17 

[59, 60]. While the general connectivity is already established at this stage, the 

circuitry at every nucleus is immature and will undergo phases of refinement 

and pruning before it will be able to meet the demands of the mature sound-

related neurotransmission [44, 61]. In summary, these observations of the 

embryonic development of the auditory brainstem have given us a time schedule 

of its development. They do not tell us how all these processes are instructed and 

what cues are present to guide the development. The next section will look at 

some major hypotheses that could explain specificity in the connections between 

auditory areas.



– 9 –

1. General Introduction

1

Tonotopical development in the auditory brainstem nuclei

An important characteristic of auditory projections is the tone frequency 

to which they are most sensitive, the so-called characteristic frequency. An 

important organizational principle within the auditory nuclei is that they are 

organized along a tonotopical axis, which means that neurons with similar 

characteristic frequencies lie together (Figure 1.1A). A major developmental 

question is what establishes the tonotopy across the different auditory nuclei. 

Multiple hypotheses have been proposed and here I will expand on four of 

them. These four hypotheses are not mutually exclusive, and multiple, if not all, 

strategies may be exploited to ensure proper and robust connectivity. 

A first hypothesis involves the presence of a temporal separation in 

development (maturational gradient) throughout the different areas. It proposes 

that early-born neurons exclusively connect to each other, and similarly for late-

born neurons. The mechanism would be that early-born neurons, as they mature 

earlier, would be the first to arrive at the target nuclei and the first to connect to 

neurons. Subsequent projections would then connect to neighboring neurons, 

thereby establishing a topological arrangement. This hypothesis has been tested 

for the visual system in developing Xenopus laevis by retarding the normally 

pioneering projections of the dorsal retina to an extent that the sequence of 

tectal invasion was effectively reversed [62]. The normal retinotopical map 

was still formed, suggesting that the timing of invasion did not determine the 

map formation, making the timing hypothesis less likely [63]. Still, there might 

be a role for temporal maturation in the auditory system, but without a clear 

molecular mechanism, it will be hard to test this for the auditory nuclei. 

A second hypothesis presupposes that neurons, when they leave the mitotic 

cycle, have a specific set of genes encoding for membrane proteins that establish 

their identity within the auditory system [64]. These membrane proteins would 

be present during axon invasion, and every axon would probe for a specific 

membrane code that corresponds to its source identity. This hypothesis is called 

the chemoaffinity hypothesis, and was first proposed by Roger Sperry (1963)

[65]. For Drosophila olfaction, partnering between olfaction receptors and the 

projection neurons, and also for the neuromuscular synapse, is likely established 

by homophilic interactions of a transmembrane protein family called teneurins 
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[66, 67]. In contrast, in fish, when either the retina or the tectum is halved by 

ablation, the remaining structure will reorganize with its projections to connect 

to the entire target structure (half retina across whole tectum, and whole retina 

across half tectum), challenging the idea that there is a membrane-anchored 

code on the neuron independent from its surroundings [63]. Another open 

question is how tonotopical segregation of the neurons is established, as this 

hypothesis only explains proper input-target matching. Neuronal migration to 

their appropriate tonotopical location would be additionally needed.

A third hypothesis proposes that every neuron is differentially sensitive to an 

environmental factor that has a concentration gradient along the tonotopical 

axis. Two candidates are brain-derived neurotrophic factor (BDNF) and 

neurotrophin factor 3 (NT3). Both factors are synthesized by the sensory 

epithelium in the otic vesicles, and are expressed in opposing gradients within 

the cochlea [68, 69]. The genes of their cognate receptors trkB and trkC are 

expressed by SGNs [44, 70]. Specific deletions of the genes encoding these 

proteins showed that these factors are essential for neuronal survival [44]. 

Interestingly, the cochlear base seemed more affected in Nt3-null and trkC-null 

mutants, while the cochlear apex was more affected in Bdnf-null trkB-null mice 

[44]. In mice in which the Nt3 expression was replaced by Bdnf, SGN survival 

was rescued, and on a coarse level it seemed to rescue the innervation [71]. 

However, abnormal, radially-running fibers were observed which did not form 

recognizable synapses, consistent with the invasion of the foreign axons by 

ectopic BDNF [71]. This suggested that additional molecular cues – intrinsic or 

input-target pairing cues – were needed to form synapses between inner hair 

cells and SGNs. Notably, these neurotrophins might affect the growth direction 

of the axon in a way that will depend on other environmental and axon-

autonomous cues [72], and putatively on its surrounding electrical activity [73]. 

Koundakjian et al. [52] proposed that the differential presence of Eph receptors 

could be a second candidate to establish tonotopy in the cochlea. Together, 

these findings emphasize that the growth factors are promising candidates 

for establishing tonotopy, and future research needs to show whether their 

involvement is instructive or permissive for tonotopic development. 



– 11 –

1. General Introduction

1

A fourth hypothesis presupposes that early connectivity is very broad and 

neural tonotopical identity is established later in development by a cue that 

propagates from the cochlea to the higher-order areas via a refinement of 

connections. Here, the mechanism would encompass that the neurons do not 

necessarily show a specific identity until connectivity is established. A possible 

candidate that instructs connectivity might be the neural activity that originates 

in the cochlea and propagates through the auditory system early in development 

[74, 75]. Generally, it proposes a strengthening of inputs that contribute to 

postsynaptic activity, and a weakening of inputs that do not. If the postsynaptic 

neuron’s excitability decreases during development, it would progressively bias 

the correlative activity to the strongest inputs, and could result in the observed 

sharpening in the tonotopical organization. Still, this process can only lead to a 

tonotopical arrangement if this arrangement is already coarsely present.

These four hypotheses can be contrasted by how tonotopical cellular identity 

is established: is it cell-autonomous (hypothesis 2 and 3) or is it defined by 

the inputs (hypothesis 1 and 4)? These options are not mutually exclusive and 

multiple methods might be employed during development. Another way to 

contrast them could be their temporal sequence: the general developmental 

strategy might be that a coarse-grained tonotopical arrangement is achieved first 

(hypothesis 1 and 3), followed by a period of refinement and sharpening of the 

circuitry (hypothesis 2 and 4). It remains an open question what the actual merit 

is of each hypothesis for auditory system development. The next section will 

review the advances made in the last 50 years.

The role of neural activity in circuitry development

The idea that neural activity can adjust neural circuitry has been around for 

some time. Pioneering work of Nobel laureates Hubel and Wiesel (1960-1970) 

demonstrated that during an early period in development clusters of visual 

cortical neurons called ocular dominance columns become predominantly 

activated by either eye [76, 77]. Although ocular dominance columns are formed 

before eye opening, sensory deprivation of one eye (by enucleation, eye lid 

suturing or retinal silencing) results in a redistribution of the active cortical 

inputs and shrinkage of the sensory-deprived ocular dominance columns [76-
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79]. This process only occurred within a brief developmental period after eye 

opening. Based on their work, a general theory for development was proposed 

that neural circuitry becomes shaped by sensory experience but only within 

a transient period, called the sensitive period. Although it has become clear 

that the opening and closure of the sensitive period can be more plastic than 

previously presumed [80, 81], the general idea remains valid and has been 

identified in other sensory modalities as well [81, 82].

Inspired by these successes, researchers focused on the experience-related 

sensitive periods in the auditory system by investigating the changes in circuitry 

before and after hearing onset. Early connectivity in the primary auditory 

nuclei revealed a precise tonotopic organization, few aberrant connections, 

and the physiological responses demonstrated adult-like tonotopy shortly 

after hearing onset, precluding a role for sound-induced refinements [44, 61]. 

Before hearing onset the superior olivary nuclei already demonstrate a level of 

tonotopic arrangement. The lateral and medial superior olive do go through a 

major refinement that sharpens their tonotopic map [61, 83-85]. This sharpening 

was suggested to be dependent on binaural hearing in a sensitive period during 

development [86]. The fact that tonotopical refinement is experience-dependent 

in these two nuclei, might reflect the need of binaurally matched tonotopy as 

these nuclei integrate binaural sound, while other auditory brainstem nuclei 

are only responsive to one ear [61, 87]. Prior to hearing onset, the monaural 

circuitry do undergo major refinement that sharpen the tonotopy [52, 55, 61, 

88]. One form of refinement occurs by pruning of the axonal branches, the 

synapses, or even the postsynaptic dendrites, and this sharpens the circuitry in 

the cochlea [52], in the cochlear nucleus [88], and in the MNTB ([55, 89-91], but 

see [92] on calyceal pruning). Nonetheless, sensory experience does promote the 

synaptic maturation of the endbulb and calyx of Held [22, 91, 93-95], enabling 

high-fidelity transmission at high firing frequencies [16, 26]. Together, these 

results indicate that the tonotopic organization in the auditory nuclei is mostly 

established prior to sensory experience.

A second form of refinement exists where synapse strength and postsynaptic 

excitability concertedly bias the neuron to the stronger synapses. This second 

form does not need to be reflected in anatomical changes, and might be 
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particularly important for the specialized synapses in the auditory system, 

the endbulb of Held [96], the modified endbulb of Held [44, 96], and the calyx 

of Held [60, 97, 98]. The size of these synapses is enormous (~5-20 μm), and 

they harbor many neurotransmitter release sites, enabling the presynaptic 

terminal to singlehandedly drive the target neuron to AP threshold [26, 99-

101]. The immature postsynaptic neuron has a high intrinsic excitability that 

makes it sensitive to small synapses; it subsequently down-tunes its excitability 

[26, 60, 96, 97], making it progressively more difficult for weaker synapses to 

influence the target neuron. This would increasingly bias the neuron to respond 

to its strongest input. This type of plasticity where synaptic strength and 

postsynaptic excitability are balanced to maintain a more-or-less constant level 

of postsynaptic AP firing, is called homeostatic plasticity and may be found for 

other synapses as well [102]. It is still unclear how proper tonotopy is established 

for the calyx of Held-synapse: whether it involves giant synapse formation at the 

appropriate tonotopic location in concert with homeostatic plasticity, or axonal 

pruning of tonotopically-misplaced branches and calyces, or a combination of 

the two.

Sensory experience generates neural activity that may change neural circuitry, 

not only in the periphery, but upon propagation also more centrally. It is 

therefore interesting that the cochlea of a prehearing mammal is spontaneously 

active, causing waves of activity that propagate through the developing auditory 

system [74, 75]. Supporting cells of the cochlea from Kölliker’s organ release 

ATP, which eventually causes a calcium plateau in nearby inner hair cells 

that triggers glutamate release, thus triggering burst activity in the SGN [75, 

103]. In addition, inner hair cells might be intrinsically active before hearing 

onset [57, 104]. Their activity is also shaped by cholinergic synapses [85, 105-

107]. This early spontaneous activity might be an evolutionary solution to 

substitute acoustically-driven activity to ensure the representation of the 

entire cochlea in the auditory system. If auditory experience would instruct 

the development, it would bias the system to those tone frequencies that are 

present in the environment. As higher frequencies are attenuated in the womb, 

this component might become underrepresented in the auditory system. This 

might not be a problem for species with a brief gestation period where this part 
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of development occurs after birth, such as rats and mice, but for some mammals 

this developmental period occurs during gestation, and only the part of the 

auditory system related to the lower tone frequencies would be presented with 

sound-related neural activity. On a side note, for rats and mice it is not due to the 

lack of functional central synapses [59, 108] or the lack of mechanotransduction 

[109, 110] that the pre-hearing auditory brainstem is unresponsive to sound, 

but mainly due to the occlusion of the middle ear canal and the inefficient 

mechanics of both the middle ear and the cochlea until the second postnatal 

week [110, 111]. Therefore, the spontaneous activity of the cochlea may be the cue 

that informs neural circuitry refinement. 

To understand the impact of cochlea-driven activity, researchers perturbed the 

cochlear function or the propagation of neural activity in prehearing animals, 

but the interpretation of their results has been limited by the following aspects. 

Most of these studies might not have altered the pre-hearing activity-dependent 

development: their manipulation was performed after a period of unperturbed 

development [98, 112-114]; congenital deafness might not have altered the first 

stages of development [94, 95, 115-120]. Secondly, the impact of the perturbation 

is typically assessed after hearing onset, thus involving both prehearing and 

posthearing activity-dependent development [94, 95, 98, 111-114, 116, 117, 119-121]. 

Thirdly, genetic perturbations might not limit their effects to the cochlea and its 

neural activity, but might alter activity-independent development of the auditory 

brainstem as well [122-126]. Fourthly, and most profoundly, neural activity has 

a trophic effect and therefore perturbations can lead to large-scale apoptosis, 

obscuring the activity-dependent development of the circuitry [44, 94, 113, 114, 

119, 121, 123, 127, 128]. This trophic effect is mainly restricted to early development 

[113, 129], a genuine sensitive period of the auditory system. Lastly, compensatory 

mechanisms might cause a new locus of spontaneous activity in the cochlear 

nucleus [93], hyperexcitability in other auditory neurons [94, 95, 118], and 

altered neurotransmission favoring postsynaptic firing throughout the auditory 

brainstem [94, 117, 122-125, 130], making it hard to untangle the underlying 

developmental mechanisms at play. These findings do strongly suggest an 

important role for activity in the development of the auditory system, but a role 

for neural activity in circuitry refinement is much less clear. 
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A few studies have reported on perturbations of the giant calyx of Held synapse. 

Unilateral removal of the middle ear ossicles results in increased number of 

swellings per calyx in both MNTBs [98]. After hearing onset, a broadening of 

the calyceal AP was found in a mouse line missing neurotransmitter release 

in the cochlea (Cav1.3
-/--mice) [122]. The synaptic response mediated via 

NMDA receptors was increased and the presence of NR2B-subunits persisted 

after hearing onset [122]. In a mouse model for deafness with inner hair cell 

degeneration, principal neurons have abnormal levels of sodium channels, 

leading to an increase in sodium currents [118]. In addition, the tonotopic 

gradient in neuronal properties did not develop within the MNTB [95]. Others 

did not observe these changes in their mouse models [85, 93, 116]. These changes 

seem largely consistent with compensatory responses to reduced activity, but the 

phenotypic changes are apparently very diverse. More detailed experiments are 

needed to uncover activity-dependent refinement for giant synapses.

The calyx of Held – a model for synapse development

The size of the calyx of Held provides a technical advantage over other axon 

terminals for electrophysiological recordings [19, 20], capacitance measurements 

[131] and imaging [132], and gave the opportunity to assess neurotransmission 

in vivo [133, 134]. The target neuron of the calyx of Held, the principal neuron 

of the medial nucleus of the trapezoid body (MNTB), can be easily identified 

based on its eccentric nucleus and location close to the ventral midline of the 

brainstem [22, 135]. The target neuron is functionally and morphologically of a 

single type. In general, the adult neuron will receive a single calyx. The location 

of the MNTB at the ventral midline of the brainstem makes it hard to reach from 

a dorsal approach as you have to traverse the dorsally located brain structures. 

However, with a ventral approach the MNTB is easily accessible in vivo for both 

electrophysiology and imaging [90]. These properties make the calyx of Held a 

very attractive model synapse to study synapse development.

The structural development of the calyx has been extensively described. In 

general, the development proceeds through three stages: (1) a growth cone enters 

the MNTB and contacts postsynaptic targets; (2) a swelling from the axon forms 

a cup that covers the postsynaptic soma, and additionally has many collaterals, 
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(3) the axonal covering becomes fenestrated and the collaterals are eliminated 

[18, 55, 92, 136]. These structural changes also change functional connectivity. 

Globular bushy cells initially form synaptic contacts with many principal cells 

[92, 136], but in the adult a single globular bushy cell gives rise to 1-3 calyces of 

Held [17, 18, 89, 92]. Similarly, the postsynaptic neuron loses many of its synaptic 

inputs during development [60, 137] leading to circuitry refinement. An electron 

microscopy study estimated that more than half of the principal cells will have 

been contacted by more than one calyx [136, 137], suggesting that during giant 

synapse formation some form of competition is ongoing for the principal cell’s 

soma [138]. Some of these calyces might arise from the same globular bushy cell 

as two branches of the axon can converge onto the same cell [92]. In the adult, 

it has been estimated that in about 10% of the principal cells multiple calyces 

persist on single neurons [60, 136-138], but this stands in contrast to other 

landmark papers [17, 18, 20, 89, 133] who have not observed this. Therefore, the 

presence of both pruning and competition between large calyces are still open 

questions.

The scope of the thesis

This thesis centers on the neural activity during the development of a giant 

synapse, the calyx of Held synapse, which is part of the mammalian auditory 

brainstem. In order to record its activity, I take a unique approach, first 

performed by dr. Rodríguez-Contreras [90], in which I perform surgery in 

anesthetized neonatal rats to expose the ventral brainstem, while keeping all 

synaptic connections between the MNTB and the cochlea intact. This approach 

allows me to investigate the neural activity of the developing calyx of Held 

synapse in the first postnatal week of rats. How is the activity at the MNTB 

organized and how does the activity and the innervation in the MNTB change 

during this period?

In Chapter 2 I focus on the neural activity recorded from the calyx of Held. 

What are the developmental changes that occur within this period? Can the 

calyx of Held already fire at the high frequencies that are typical for the auditory 

brainstem? What are the mechanisms that contribute to the ability of firing at 

these frequencies? 
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In Chapter 3 I switch to the postsynaptic neuron. Our approach gives the 

opportunity to record the neural activity during the formation of the calyx 

of Held. What are the developmental changes in synaptic activity, intrinsic 

properties and postsynaptic activity at the single-cell level? Are these 

developmental changes tightly linked? How do the changes in the intrinsic 

properties of the principal cell change how synaptic activity elicit postsynaptic 

APs?

In Chapter 4 I focus on the multi-innervation of the principal cell. Can we 

identify the different synaptic inputs of a single neuron? How does the strength 

of these synapses change during development? How does synaptic strength 

relate to synaptic morphology? Are there multiple, competing, giant synapses at 

a single neuron? And what do these changes tells us about synaptic competition?

In Chapter 5 the main findings of the previous chapters are recapitulated 

and discussed. How does the use of anesthesia impact the findings and are the 

findings reliable given the limitations of electrophysiology when applied in vivo? 

Can we generalize our findings of the developing calyx of Held to other axon 

terminals? How do the developmental changes in neural activity in the auditory 

brainstem relate to other developing, topologically-organized brain circuitries? 

What outstanding questions remain regarding the formation of the calyx of Held 

synapse?
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Resistance to action potential depression 
in a rat axon terminal in vivo



Abstract

The shape of the presynaptic action potential (AP) has a strong impact on 

neurotransmitter release. Because of the small size of most terminals in the 

central nervous system, little is known about the regulation of their AP shape 

during natural firing patterns in vivo. The calyx of Held is a giant axosomatic 

terminal in the auditory brainstem, whose biophysical properties have been well 

studied in slices. Here, we made whole-cell recordings from calyceal terminals 

in newborn rat pups. The calyx showed a characteristic burst firing pattern, 

which has previously been shown to originate from the cochlea. Surprisingly, 

even for frequencies over 200 Hz, the AP showed little or no depression. Current 

injections showed that the rate of rise of the AP depended strongly on its onset 

potential, and that the membrane potential after the action potential (Vafter) was 

close to the value at which no depression would occur during high-frequency 

activity. Immunolabeling revealed that Nav1.6 is already present at the calyx 

shortly after its formation, which was in line with the fast recovery from AP 

depression we observed in slice recordings. Our findings thus indicate that fast 

recovery from depression and an inter-AP membrane potential that minimizes 

changes on the next AP in vivo, together enable high timing precision of the 

calyx of Held already shortly after its formation.

Significance

During high-frequency firing the shape of a presynaptic action potential (AP) 

can alter, thereby changing neurotransmitter release. In this paper we describe 

how a giant terminal in the brainstem of newborn rats called the calyx of Held 

can fire in vivo at high frequencies without substantial AP depression. The 

underlying mechanism was found to be the presence of sodium channels that 

can recover rapidly from depression in combination with a close match between 

the potential that is attained following an AP with the potential that maximizes 

AP stability. Surprisingly, this match was already there shortly after formation 

of the calyx of Held. We speculate that these mechanisms help synapses to 

maximize timing precision during high-frequency firing.
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Introduction

Action potentials (APs) are followed by a period of decreased excitability called 

the refractory period. High-frequency firing thus requires special adaptations 

to minimize this refractory period and maintain AP stability. The changes in 

the AP waveform that occur at high firing frequencies are especially relevant 

in presynaptic terminals, where the shape of the AP critically controls calcium 

influx via voltage-dependent calcium channels, and thus transmitter release 

[139, 140]. Following the AP, the membrane potential during the recovery period 

has a large influence on the speed of the recovery from inactivation of voltage-

dependent sodium channels and deactivation of voltage-dependent potassium 

channels, which are two major determinants of the refractory period [140]. 

In some terminals the AP is followed by a depolarizing after-potential (DAP; 

[20, 141-146]), whereas in others a hyperpolarizing after-potential (HAP) has 

been observed [147-151]. The sign of this after-potential depends on the resting 

potential [143, 144, 152], suggesting that the membrane potential following the 

AP (Vafter) might be more important than the sign of the after-potential.

The calyx of Held is a glutamatergic axosomatic terminal whose biophysical 

properties have been well studied [16]. Its many release sites enables it to 

act as an inverting relay synapse within the auditory brainstem that reliably 

drives its postsynaptic partner, a principal neuron in the medial nucleus of 

the trapezoid body (MNTB), even at firing frequencies >200 Hz [133]. Shortly 

after its formation, around postnatal day 2 in rodents [55, 92, 137], it already 

fires in characteristic high frequency bursts in vivo [111, 153]. In slice studies, a 

large DAP has been observed [20], to which resurgent sodium currents [154] 

make a prominent contribution, and which may promote high-frequency firing 

[152]. With the exception of cerebellar mossy fiber terminals [141, 145], studies 

on the biophysical properties of mammalian presynaptic terminals have been 

performed ex vivo, and the functional significance of after-potentials, including 

their role during natural firing patterns, is currently largely unknown. Here, 

we make in vivo juxtacellular and whole-cell recordings from the calyx of Held 

in rat pups, and study how the after-potentials contribute to the stability of 

presynaptic action potentials during natural firing patterns.
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Results

Identification of in vivo calyces

 To study the contribution of AP depression during physiological firing, we 

made blind juxtacellular and whole-cell recordings from the calyx of Held in 2-8 

days old rat pups. Several converging lines of evidence indicated that we indeed 

recorded from the calyx of Held, a giant terminal in the auditory brainstem. 

Firstly, the identity of several calyces was confirmed by biocytin filling and 

subsequent histological processing (Figure 2.1A; n = 6), revealing the typical 

cup shape of the calyx (Movie 1) and an axon that could often be traced back 

to the midline and to other auditory nuclei ipsilateral of the MNTB. Secondly, 

in agreement with previous calyceal recordings in slices [19, 20], terminals 

Figure 2.1  Establishing in vivo recordings from calyx of Held. (A) Section of 
the P6 rat ventral brainstem containing the MNTB (outlined) labelled with anti-biocytin 
(green), anti-vesicular glutamate transporter 1 and 2 (orange), and the nucleotide stain 
Sytox Blue. The midline is located to the left, and the ventral side to the bottom. (B) In 
vivo whole-cell recording from a calyx (left); upon constant-current injections (top) the 
terminal showed a depolarizing sag, strong outward rectification and a single action 
potential (bottom). Blue trace indicates the current threshold for eliciting an AP. Series 
resistance was compensated off-line. (C) In some recordings, evoked and spontaneous 
APs were followed by a postspike (arrow head), indicating a postsynaptic AP analogous 
to the prespike that can be recorded in postsynaptic recordings [19]. (D) In voltage-
clamp recordings, periods of spontaneous activity could be recorded (top), which were 
composed of minibursts (bottom). The ~2 Hz-oscillation in the current amplitudes 
in the top recordings was induced by breathing. (E) Expansion of D illustrates two 
postspikes (arrow heads), and a lack of synaptic currents. For D-E, command potential 
was -80 mV; series resistance (36 MΩ) remained uncompensated.
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responded to constant-current injections with a single, brief and overshooting 

action potential at the start of the current injection, strong outward rectification 

and a hyperpolarization-activated, depolarizing voltage sag (Figure 2.1B and 

Figure 2.5). Thirdly, in some recordings the calyceal AP was followed by a 

small deflection that likely reflects the postsynaptic AP (arrow in Figure 2.1C). 

Fourthly, the terminals showed a characteristic firing pattern, consisting of 

minibursts with high firing frequencies (Figure 2.1D; [74, 153, 155]). Its interval 

distribution resembled auditory nerve activity at this age (Figure 2.6), which 

is in agreement with its generation by the cochlea [74]. In contrast to in vivo 

postsynaptic recordings [153], no fast synaptic transients were observed in 

voltage-clamp mode (Figure 2.1E), which is consistent with the absence of axo-

axonal inputs. Therefore, the structures that we recorded from are highly likely 

to be calyces.

In the first neonatal days, the terminal assumes a cup shape [18, 55, 137]. 

Accompanying this structural development a number of developmental changes 

in its biophysical properties occur [156, 157], including a developmental decrease 

in resting membrane resistance and a substantial increase in the outward 

rectification, a developmental trend for an increase in the maximal rate of 

rise, an increase in the rate of repolarization, and a clear shortening of the AP 

half width (Figure 2.5). APs elicited by brief current injections showed similar 

Movie 1. Three-dimensional reconstruction of a calyx recorded in a six-day-
old rat pup. Biocytin, which was added to the intra-pipette solution and diffused into 
the calyx during the whole-cell recording, was detected by immunofluorescence with 
confocal microscopy. QR links to the movie on the PNAS-website.

– 23 –

2. Minimal spike depression in vivo

2



developmental changes. These developmental changes accelerated the terminal’s 

AP, allowing firing at shorter intervals. Surprisingly, even P2-3 calyces fired 

spontaneously over 150 Hz without apparent failures (n = 3, 4 calyces in whole-

cell and juxtacellular mode, respectively), indicating that its ability to fire at high 

frequencies is already present shortly after its formation.

Resistance to depression in vivo 

During high-frequency firing the shape of the presynaptic action potential 

remained remarkably constant in both whole-cell and juxtacellular recordings 

(Figure 2.2A-B). Figure 2.2C shows the maximal rate of rise of the AP as a 

function of the inter-AP interval in a representative whole-cell recording. While 

the postsynaptic somatic AP typically depresses >40% at the shortest intervals 

in vivo [134, 153, 155], the calyceal AP depressed on average only 4% for intervals 

<5 ms in whole-cell recordings (0.96 ± 0.03, mean ± SEM, n = 9 calyces; Figure 

2.2C-D). Similar values were obtained for juxtacellular recordings (0.977 ± 

0.004, mean ± SEM, n = 18 calyces; Figure 2.2D), suggesting that this finding was 

not a consequence of washout, nor the result of Rs-related capacitive filtering. 

Moreover, within a miniburst the maximal rate of rise of the third AP was 

similar to the first AP (time interval: 21 ± 2 ms, ratio AP3/AP1: 1.02 ± 0.01, mean 

± SEM, n = 9 calyces), showing remarkable stability considering the high firing 

frequencies and the young age of the animals. In addition, following high-

frequency bursting, the half width, defined as the AP width at -35 mV, increased 

by only 4 ± 1% (mean ± SEM, n = 9; Figure 2.2D and Figure 2.7). In juxtacellular 

recordings, the AP half width is best represented by the delay between the 

positive and negative peak (see Fig. 3F in [134]), and, similarly, in juxtacellular 

mode this delay increased by 4.0 ± 0.7% (mean ± SEM, n = 18; Figure 2.2D). The 

change in half width correlated with the AP depression (r = -0.55, n = 27; Figure 

2.7). We conclude that the shape of the presynaptic AP hardly changed during 

high-frequency activity.

We next investigated which mechanisms were responsible for the remarkable 

stability of the presynaptic AP shape. At short intervals, the membrane potential 

following the AP, Vafter, will determine the onset potential of the next AP. To 

see how Vafter affected the rate of rise of the next AP, we compared consecutive 

AP pairs during long depolarizing or hyperpolarizing current injections. 
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Figure 2.2  Little AP depression during in vivo firing. (A) Left, In vivo whole-
cell recording (WC) shows periods of calyceal bursting activity. Middle, high-frequency 
miniburst. Right, overlay of the four APs. (B) In vivo juxtacellular recording (juxta) shows 
similar activity as in A, and an overlay of the five eAPs is shown (right). (C) The maximal 
rate of rise against the inter-AP interval from a single whole-cell recording. (Inset) The 
maximal rate of rise relative to the preceding AP against the inter-AP interval shows a small 
but clear depression at short intervals. An average was calculated for the intervals within 
the grey area to compare between recordings. (D) Left, The relative amplitude at intervals 
below 5 ms shows a small depression. For WC the relative change in AP rate of rise is shown; 
for juxta the relative change in eAP amplitude. Right, Changes in AP half width for intervals 
<5 ms. (E) Top, 20 seconds of constant-current injection with spontaneous burst firing. 
Constant-current injection started at -120 pA (lowest trace), incrementing 60 pA (indicated 
in blue shades). Bottom, AP maximal rate of rise against the onset potential. Orange-green 
connected circle pairs correspond to a pair of APs of which the first AP (AP1) was not 
preceded by an AP within 300 ms (green) and the second AP (AP2) followed AP1 within 20 
ms (orange). (F) The relative rate of rise of AP2 in E against the onset potential of AP1. Red 
broken line shows linear fit. Intersection with the black broken line where AP2/AP1 equals 
1 was at -64.9 mV. (G) The stability potential (Vstab) vs. the resting membrane potential 
(RMP). The linear correlation was not significant (r = 0.5, F1,7 = 2.8, p = 0.14). Circles in 
C and E indicate APs. Open circles in D and G indicate recorded calyces; closed circles 
correspond to averages. Circles in F indicate AP pairs. Bars indicate SEM.
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Interestingly, if the calyceal membrane potential was hyperpolarized, the second 

AP would start at a more depolarized potential than the first and be relatively 

depressed; conversely, if the first AP started at a depolarized potential, the 

second AP would start at a more hyperpolarized potential and be potentiated 

compared to the first AP (Figure 2.2E). To find the potential at which the 

depression reversed to potentiation, the relative change in the rate of rise of the 

second AP was plotted against the onset potential of the first AP (Figure 2.2F). 

The potential at which the AP size was stable was obtained by linear regression. 

This stability potential Vstab was close to the resting membrane potential (RMP; 

Figure 2.2G), indicating that when Vafter is close to the RMP, the AP shows 

minimal change in its rate of rise during high-frequency firing. We could not 

determine a Vstab for the AP half width, as the half width modulation did not 

change linearly with the onset potential, possibly due to inactivation of other 

voltage-dependent ion channels. Nevertheless, the half width modulation fell 

within a limited range (0.95 – 1.05). We therefore conclude from our in vivo 

measurements that if the membrane potential between APs is close to the RMP, 

the AP waveform remains stable during high-frequency firing.

In slice studies the calyceal AP is typically followed by a 3-12 mV depolarizing 

after-potential (DAP; [20, 152]), yet in vivo we observed in seven out of seventeen 

recordings a hyperpolarizing after-potential (Figure 2.3A, inset). The after-

potential did not change during development (r = -0.1, n = 17 calyces); it did 

depend on the RMP, with the direction of the after-potential reversing at -71.3 

± 0.8 mV (r = -0.88; n = 17 calyces; Figure 2.3A). To analyze how Vafter changes 

when the AP started at different membrane potentials, we again looked at 

the long constant-current injections. Vafter, measured 1.8 ms after the AP 

peak, seemed to be largely independent of the onset potential of the AP in all 

recordings in which the AP started from -75 mV or more negative potentials 

(Figure 2.3A), whereas at potentials more positive than -70 mV, Vafter depolarized 

with a +0.58 ± 0.03 mV per mV change in the AP onset potential (mean ± SEM, 

n = 5 calyces; Figure 2.8). Instead of focusing on the difference between the 

membrane potential before and after the AP [20, 152], we will focus on the 

absolute value of the membrane potential after the AP (Vafter), which is more 

important for the impact on the next AP. 
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During burst activity, Vafter becomes the onset potential of the next AP, which 

may thus keep onset potentials during a burst stable [144]. Indeed, at high firing 

frequencies the onset potential of an AP overlapped with Vafter of its predecessor 

(Figure 2.3B), and when the after-potential was hyperpolarizing, the next AP 

Figure 2.3  During in vivo high-frequency firing the membrane potential 
between APs is close to the potential at which APs are stable. (A) Five spontaneous, 
peak-aligned APs with different onset potentials due to constant-current injection. 
The after-potential was measured at 1.8 ms (arrow) after the AP peak. Inset, The 
after-potential amplitude against the resting membrane potential (RMP). Circle 
color indicates pup age; black, blue, green, magenta, orange are <P4, P4, P5, P6,>P6, 
respectively. (B) Top, a high-frequency burst that showed a hyperpolarizing after-
potential, and a potentiated AP amplitude (inset). Bottom, the after-potential against 
the AP onset potential. Grey circle is an AP; green-orange paired circles correspond to a 
pair of consecutive APs of which the first AP was not preceded by an AP within 300 ms 
(green) which was followed by a second AP within 20 ms (orange). The arrow represents 
the change in the after-potential and onset membrane potential for each pair. (C) Vstab 
against the after-potential. For A and C: each circle corresponds to a calyx.
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could be potentiated (Figure 2.3B). Furthermore, Vafter was close to Vstab (Figure 

2.3C). During a period of increased activity, Vafter became more depolarized, 

and the after-potential could switch from hyperpolarizing to depolarizing 

(Figure 2.8). On average, the after-potential depolarized with 1.7 ± 0.2 mV 

during an active period (mean ± SEM, n = 9 calyces; paired t-test AP1 vs AP15: 

t8 = 8.5, p < 0.01), and although this change was statistically significant, such a 

small depolarization of the onset potential would only minimally change the 

AP properties (cf. Figure 2.2E). Considering the small size of the changes in the 

after-potential during an active period, we conclude that Vafter provides a stable 

AP onset potential at a value that keeps the AP waveform invariant.

Resistance to depression in slices 

Two limitations of our in vivo recordings were the low-pass filtering related 

to the high series resistance and the inability to systematically test different 

afferent activity patterns. We therefore also made calyceal recordings in acute 

brainstem slices. Afferent fibers were stimulated via a bipolar stimulation 

electrode placed at the midline. With this approach we tested whether 

depression would be more extensive at frequencies exceeding the frequencies 

observed in vivo (>400 Hz). At physiological temperatures the calyx was able to 

fire at these frequencies [101], and the AP rate of rise depressed to 0.88 ± 0.02 

at 2-3 ms intervals (mean ± SEM, n = 17, age P4-9). In 16 out of 17 terminals, we 

could determine both Vstab (-70 ± 1 mV, mean ± SEM) and Vafter (-71 ± 1 mV, mean 

± SEM). The two were again matched closely (r = 0.9; Figure 2.9). Vafter did not 

change in 2 mM calcium (n = 6; ΔV = 0.3 ± 0.8, t5 = 0.9, p = 0.8; Figure 2.10), 

suggesting a limited role for calcium channels or calcium-activated channels in 

setting Vafter [158]. In addition, no effect of XE991 (10 μM) on the after-potential 

was found (n = 5; ΔV = -0.6 ± 0.7, t5 = 0.1, p = 0.5; Figure 2.10), suggesting that 

Kv7-channels did not significantly contribute to the first milliseconds of the 

after-potential [158]. Lastly, we quantified the stability of the AP shape during 

AP trains with different inter-AP intervals (2 ms to 100 ms). The waveform of the 

first AP differed from the other APs in the train (Figure 2.11). The first AP was 

sensitive to the current injections (r = -0.95), while the second to fifth AP did 

not change (range of r = -0.4 to 0.2; Figure 2.11), again indicating that the after-

potential stabilizes the calyceal AP shape.

– 28 –

Neural Activity During the Formation of a Giant Auditory Synapse

2



During burst activity the after-potential affects AP depression by the time-

dependency of recovery from inactivation and the steady-state channel 

availability for the next AP. In order to disentangle the two effects we modeled 

the AP depression (“Supplementary Information”). First, we measured the 

steady-state depression as a function of the onset potentials by means of current 

injections. These recordings indicated that the AP is slightly depressed at RMP 

(Vhalf: -54.8 ± 2.6 mV; k: 7.0 ± 0.9 mV, n = 14, mean ± SEM). Then, we used the 

steady-state depression to predict the depression induced by a stimulation 

train that was composed of multiple intervals representing in vivo-like activity 

with additional 2-3 ms intervals (Figure 2.12A). The steady-state values did not 

capture the depression at the shortest intervals (1 free parameter, explained 

variance: 60 ± 5%, n = 14, mean ± SEM; Figure 2.12B). Adding recovery from 

depression, which included a voltage-dependent time constant as described in 

ref. [159], improved the prediction (2 free parameters, explained variance: 86 ± 

2%, n = 14, mean ± SEM; Figure 2.12D), suggesting that steady-state recovery 

was not attained at the briefest interspike intervals. To reach 96% and 98% 

recovery from depression to the steady state associated with the onset potential 

of the next AP took 2.8 ± 0.2 ms and 3.5 ± 0.2 ms respectively (mean ± SEM, n = 

14; Figure 2.12C), indicating that most intervals observed in vivo are sufficiently 

long for recovery to reach a steady state. Lastly, we tested to what extent the 

model with the average values could predict the depression in vivo by using 

the intervals and onset potentials observed in each experiment. The predicted 

depression matched the observed depression well for animals >P4 (n = 6, r = 0.9), 

while for P3-4 the model underestimated the in vivo depression (-0.16 ± 0.2, n = 3, 

mean ± SEM; Figure 2.12H). Together, these findings indicate that at P5 the rapid 

recovery from depression allows the calyx to fire at high frequencies with little or 

no AP depression.

Presence of Nav1.6 in calyx terminals 

The ability of the neonatal calyx of Held to fire at high frequencies with little 

depression suggests that it expresses sodium channel 1.6 (Nav1.6) already shortly 

after its formation [159, 160]. Brainstem sections of different postnatal ages 

were immunolabeled with a Nav1.6 antibody. Already at P2-3, weak expression 

was observed throughout the ventral auditory brainstem. The immunolabeling 
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showed overlap with labeling for the vesicular glutamate transporter 1/2, but 

not with Ankyrin G (Figure 2.4). No evidence for the presence of heminodes 

was obtained at this developmental stage. To confirm the presynaptic presence 

of Nav1.6, we electroporated in vivo the calyceal axons with a fluorescent dye to 

label the axon that gives rise to the terminal, and again stained those terminals 

for Nav1.6 and Ankyrin G. Nav1.6 signal co-localized with the electroporated 

axons; no heminodes were observed (Figure 2.13). Surprisingly, Nav1.6 intensity 

was highest in the terminal itself, in contrast to a previous report [159], which 

might be related to the early developmental stage, at which no heminode has yet 

been formed [161, 162]. We conclude that Nav1.6 is already present at the calyx of 

Held shortly after its formation.

Figure 2.4  Presynaptic labeling of sodium channel 1.6 during postnatal 
development. Confocal images of the MNTB (P3, P7 and P15 rat) that were immuno-
labeled for Ankyrin G, sodium channel 1.6 (Nav1.6) and vesicular glutamate transporter 
1/2 (VGluT1/2) reveal co-localization of the strongest Nav1.6-staining with presynaptic 
VGluT1/2. Confocal images were pseudo-colored in ImageJ and contrasted in Adobe 
Photoshop 11.0.
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Discussion

Here, we report on in vivo whole-cell and juxtacellular recordings from the 

calyx of Held, a terminal whose accessibility for slice recordings has made it a 

popular subject for studying the biophysics of transmitter release. In developing 

rodents the calyx of Held fired in a burst manner at >200 Hz with no sign of 

failures, remarkably little depression or broadening of the AP, and rapid recovery 

from AP depression. We defined the stability potential Vstab as the membrane 

potential following the AP at which the next AP would not change shape, and 

found it to be close to the resting membrane potential. Moreover, the membrane 

potential following the AP (Vafter) was close to Vstab, which means that during 

high-frequency firing, when Vafter determined the onset potential of the next AP, 

AP stability was maximized. Immunolabeling indicated that the sodium channel 

Nav1.6 was already present in newly formed calyces, providing a molecular basis 

for the observed lack of AP depression both in slices and in vivo. These results 

thus demonstrate important mechanisms underlying fast signaling during 

natural firing of the calyx of Held. 

Mechanisms limiting AP depression during natural activity 

We observed that the shape of the calyceal AP was remarkably invariant during 

in vivo firing. Even though instantaneous firing frequencies of 200 Hz were 

observed already at P2-3 when the calyx forms, there was little AP depression. 

Two factors appeared to be crucially important for the lack of a change in the 

AP’s shape: fast recovery from AP depression and a membrane potential between 

APs that minimized AP waveform changes. 

The AP depression obtained in slice recordings was largely independent 

from the interval between APs. Only at the 2-4 ms intervals a time-dependent 

component in the recovery was observed. The combination of a steady-state 

depression with a time-dependent recovery adequately described the observed 

AP depression, suggesting that the fast recovery of calyceal sodium channels 

from inactivation [159] provided a reasonable description of the recovery from 

AP depression. Immunolabeling evidence was obtained for the early presence of 

Nav1.6, which is known for its swift kinetics and resistance to inactivation during 

high-frequency firing [163]; the presence of Nav1.6 is in agreement with studies 

at the calyx of Held at later developmental stages [159, 161, 162]. No evidence 
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was found for the presence of heminodes, which do not form until the second 

postnatal week, presumably triggered by myelination [152, 161, 162, 164]. An 

increase in glial coverage and the replacement of the cup shape by the calyceal 

fingers precluded an investigation of the properties of the mature calyx in vivo. 

The mature calyx has even briefer APs after hearing onset [156], to which an 

exclusion of sodium channels from the calyx may contribute [159]. 

A second contributing factor to the resistance to spike depression in vivo was 

that Vafter was close to Vstab, the potential at which the shape of the AP became 

invariant. The in vivo RMP, which was also close to Vafter, was within the same 

range as previous slice reports, although in most cases a more negative RMP and 

a larger DAP were reported [19, 20, 156, 165-167]. Assuming that the larger DAP 

is due to the more negative RMP, a difference in temperature might explain the 

difference with many of the earlier slice experiments, since the RMP of the calyx 

tends to be more depolarized at physiological temperatures [168], and many of 

the earlier slice experiments were done at room temperature. As the RMP at the 

calyx of Held is set by the potassium channel subunit Kv7.5 [165], Ih [169], the 

Na+/K+-ATPase [170] and a persistent sodium channel [166], subtle differences 

in any of these four conductances (or driving forces) may be responsible for the 

observed small difference in RMP compared to some previous slice studies. 

Apart from Kv7.5, for which blocking showed little effect on Vafter, these 

conductances are also likely to contribute to setting Vafter, with an additional 

prominent role for Kv1 channels [167, 171] and resurgent sodium channels [152]. 

Resurgent sodium currents not only make an important contribution to the 

after-potential of the calyx of Held, they also promote faster APs and higher 

frequency signaling [152]. Most likely, the resurgent sodium currents reflect the 

unblocking of a pore blocking particle from the auxiliary Navβ4 channel subunit, 

which can rapidly block Nav1.6 upon opening [154]. The blocking particle allows 

for brief APs, and it limits sodium channel inactivation. At very short intervals, 

facilitation of K-channels may also contribute to keeping the APs brief [172]. 

Rapid closure of axonal sodium channels is expected to increase the energetic 

efficiency of the AP [173]. The transient opening of the sodium channel due 

to the unblocking of this particle at negative potentials has been viewed as a 

byproduct, but we suggest that the resurgent current serves to set Vafter close to 
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Vstab, thereby sustaining invariant AP firing. Together, these adaptations thus 

allow remarkably stable APs, even at high firing frequencies.

Functional implications 

In general, the after-potential controls the availability of voltage-dependent 

ion channels during high-frequency signaling and sets the onset potential of 

the next AP. More specific functions have been proposed for the after-potential 

in terminals. The DAP may be responsible for increased excitability following 

an AP in hippocampal Schaffer collaterals [174], but a large DAP may lead to 

sodium channel inactivation and spike failures [152]. A decrease in presynaptic 

AP amplitude might contribute to short-term depression [139], although these 

changes might be counteracted by a broadening of the AP [175]. By controlling 

the deactivation of Ca2+ channels, the after-potential may directly control 

transmitter release, but a recent study at the calyx of Held found the total 

calcium influx to be largely independent of the value of the after-potential [176]. 

At hippocampal mossy fiber terminals, the DAP may contribute to cumulative 

inactivation of Kv1 channels, resulting in spike broadening [142], and thereby 

contributing to the strong synaptic facilitation during high frequency bursts 

[142, 177]. The transmission characteristics of this synapse differ substantially 

from the relay function of the calyx of Held synapse [16] or the cerebellar mossy 

fiber synapse [141], and this difference might partially be a consequence of Vafter 

being more depolarized than Vstab. For en passant boutons, the impedance 

mismatch imposed by their geometrical shape makes the axon vulnerable for 

frequency-dependent propagation failures [139]. The use of voltage indicators 

[144, 149, 150] might allow to test whether the mechanisms identified here may 

also help to stabilize AP speed and secure AP propagation in boutons.

We propose that, in agreement with data obtained in the crayfish 

neuromuscular junction [144], an important function of the after-potential is to 

preserve the shape of the presynaptic AP. The close correspondence of resting 

membrane potential, Vstab and Vafter makes not only the onset potential of action 

potential remarkably independent of firing frequency, but also results in a 

remarkably stable AP shape. For a relay synapse such as the calyx of Held, which 

excels in being precise and reliable over a wide range of firing frequencies [16], 

this has obvious advantages. Changes in AP shape due to a change in sodium 
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channel availability will not only affect the opening of calcium channels, the 

timing and amplitude of Ca2+-influx, and neurotransmitter release, but will also 

affect axonal propagation speed, resulting in a loss of timing precision [140]. We 

conclude that our in vivo recordings of the calyx of Held provide new insights 

into the mechanisms that keep APs stable. Future experiments may clarify how 

the relation between Vafter and Vstab is controlled, and whether their relation can 

be dynamically adjusted at the calyx of Held and other presynaptic terminals.

Materials & Methods

All experiments complied with institutional and European guidelines, and were 

approved by the animal ethical committee of the Erasmus MC. Briefly, timed-

pregnancy Wistar dams were purchased from Envigo (Horst, The Netherlands) 

or Charles River (Sulzfeld, Germany) and were housed within the animal facility 

of the Erasmus MC. The day of birth was taken as postnatal day (P)0. Neonate 

pups were anesthetized with isoflurane, intubated and mechanically ventilated, 

and underwent a ventral approach to expose the right ventral brainstem [90, 

153]. Prior to the recordings, anesthesia was reduced to 1 % isoflurane which kept 

the animal areflexive. The in vivo electroporation with Alexa Fluor 594 dextran 

(Molecular Probes) was described in ref. [90]. The in vivo electrophysiological 

methods are detailed in ref. [153]. Junction potential of the K-gluconate based 

intrapipette solution (-11 mV) was corrected. Gigaseal formation was obtained 

by gentle suction followed by pipette capacitance (Cp) compensation in voltage-

clamp mode of the Axopatch 200B (Molecular Devices Co.). Brief suction was 

applied to establish the whole-cell configuration, and the RMP was measured 

immediately after break-in. Voltage recordings were made in CC-fast mode. The 

recordings were low-pass filtered (4-pole Bessel, 10 kHz) and digitized at 25 kHz. 

Series resistances (Rs) were measured (Figure 2.5), but the voltage drop across Rs 

was corrected off-line. 

Acute brainstem slices were made as reported in ref. [20]. Rs was fully 

compensated. Cp was either compensated in voltage-clamp or in current-clamp 

mode. Recordings were low-pass filtered (4-pole Bessel, 10 kHz) and digitized at 

25 or 50 kHz. Custom-written analyses were made in the Igor Pro environment 

(Wavemetrics). For the depression model we only included the recordings for 
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which >70% of the total variance was explained (n = 14 of 17 calyces).

The biocytin fluorescent labeling procedure has been described elsewhere [153]. 

For the immunolabeling of sodium channel 1.6, brainstem sections (40 μm) 

underwent antigen retrieval by 3h incubation at 80°C in 10 mM sodium citrate; 

they subsequently followed the same immunolabeling procedure as detailed in 

refs. [153, 178] with Tris-buffered solutions (pH 7.6). More details can be found in 

the Supplementary Information.
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Supplementary Information

Figure 2.5  Developmental changes in active and passive properties of 
calyces during whole-cell in vivo recordings. (A) Top, example traces of constant-
current injections depict a voltage-sag and outward rectification. Traces were fitted with 
a double-exponential function (green dotted lines). Bottom, steady-state values of the 
fit (green circles) or the recording (black circles) were obtained at the end of the current 
injections, and are plotted against the current amplitude. Slope resistances (broken 
lines) were obtained from line fits. (B) Examples of spontaneous APs (bottom) and APs 
elicited by constant-current injections (top). (C) Series resistance against pup age. Series 
resistance was calculated from VC recordings (not shown) as described in ref. [153]. 
(D) Instantaneous slope resistance (green broken line in A) against pup age. (E) Slope 
resistance calculated from hyperpolarizing current injections (black broken line in A) 
against pup age. (F) Slope resistances calculated from depolarizing current injections 
(blue broken line in A) against pup age. The outward rectification extensively lowers the 
slope resistance. (G) AP maximal rate of rise of evoked (black circles) and spontaneous 
APs (blue diamonds) against pup age (labels in B). (H) AP maximal repolarization/rate 
of fall of evoked (black circles) and spontaneous APs (blue diamonds) against pup age. 
(I) AP half width of evoked (black circles) and spontaneous APs (blue diamonds) against 
pup age. (J) Vafter of spontaneous APs against pup age. Data points indicate calyces. The 
lines in G-I connect spontaneous APs (blue diamonds) with evoked APs (black circles) 
recorded from the same calyx.
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Figure 2.6  Preferred frequencies of spontaneous firing in in vivo 
juxtacellular recordings from the calyx of Held. (A) Upper panel shows probability 
density plots in grey-scale for individual juxtacellular recordings grouped by pup age. 
Lower panel displays the average probability density against the interspike interval 
(ISI) for the different pup ages on a semi-logarithmic plot. (B) The average and 
minimal miniburst interval (i.e. intervals < 40 ms) against pup age. (C) The maximum 
instantaneous frequency against pup age. (D) The AP half width, estimated as eAP peak-
to-peak interval, against pup age. For B-D: circles represent individual juxtacellularly 
recorded calyces.
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Figure 2.7  AP half width modulation during high-frequency firing is 
minimal. (A) The AP half width against the inter-AP interval in a whole-cell recording 
from a P5 calyx. (Inset) The AP half width relative to the preceding AP against the 
inter-AP interval. (B) The relative size of the AP half width against either the amplitude 
of juxtacellular eAPs (diamonds) or the rate of rise of whole-cell APs (circles). The line 
indicates the regression line (r = −0.55; t23 = 2.9; p = 0.004].
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Figure 2.8  Vafter changes with constant-current injection and during 
bursting activity. (A) Vafter against the onset potential of spontaneous APs during 
long-lasting constant-current injections. Green–orange circle pairs correspond to pairs 
of APs of which the first AP (green) was not preceded by an AP within 300 ms and the 
second AP (orange) followed the first one within 20 ms. Dotted line depicts identity 
line. Vafter dominates the onset potential of subsequent APs during high-frequency 
firing. (B) Model graph of the relation between the AP onset potential and Vafter. For 
hyperpolarized onset potentials, Vafter will reach a constant membrane potential (here, 
−71.3 mV). At depolarized potentials, the afterpotential depolarizes with +0.58 mV/
mV, possibly due to inactivation of potassium channels like Kv1 that counteract the 
depolarization (Figure 2.9). (C) Upper panel displays an example of an active period 
where the after-potential (magenta circles) depolarized during the burst. (Calibration 
bar: 2 mV, 0.2 s.) Lower panel, After-potential against the relative AP position in active 
periods of a single P6 recording. The blue line indicates the RMP. During activity, the 
after-potential depolarized, and thereby switched from a HAP to a DAP. (D) The relative 
changes in after-potential during an active period against the relative AP position across 
recordings.
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Figure 2.9  The AP stability potential Vstab correlated with Vafter in slice 
recordings. (A) During constant-current injections, the calyceal axon was stimulated at 
the midline to elicit an AP doublet with 3-ms interval. APs from a P5 calyx are aligned 
on the peak of the first AP. Stimulus artifacts are subtracted. (B) AP maximal rate of 
rise against the onset potential. Doublets are indicated in green–orange circles and 
connected by an arrow. The arrows reverse direction, suggestive of a stability potential. 
Additionally, notice the steady-state depression of the AP as a result of the changed 
onset potentials. (C) Relation between Vafter and onset potential. Vafter is relatively 
constant for onset membrane potentials less than −70 mV. Broken line is the identity 
line. (D) The relative AP rate of rise of the doublets against the onset potential of the 
first AP. Red broken line indicates linear fit of data points close to 1. (E) Relation between 
Vstab and Vafter. Red broken line indicates regression line (r = 0.9).
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Figure 2.10  The after-potential is independent of calcium concentration 
or Kv7 channels. (A) Average of 25 APs of a P8 calyx is shown recorded with an 
extracellular calcium concentration of 1.2 mM (standard concentration, black) or 2 mM 
(blue). (B) The onset potential (Vstart, magenta) and Vafter (green) during an experiment 
where the extracellular medium was replaced with 2 mM Ca2+ extracellular medium. At 
around t = 3 min the new medium entered the bath. Shaded area depicts the expected 
period where the calyx becomes exposed to the new extracellular medium. Every circle 
represents a single AP. APs shown in A are from the same recording. (C) Average of 
25 APs of a P5 calyx is shown recorded before (‘ctrl’) and after the addition of 10 µM 
XE991. (D) Similar to B, but for Kv7-blocker XE991. APs shown in B belong to the same 
experiment. (E) Summary scatter plots for the different pharmacological experiments. 
Connected circles are from a single recording. No significant effect of higher 
extracellular calcium concentration was observed on either Vstart or Vafter. XE991 did not 
significantly affect Vafter, but a trend for a depolarization in the Vstart was observed (ΔV 
= 2.2 ± 0.9, t5 = 1.7, p = 0.07), as reported by ref. [165].
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Figure 2.11  High-frequency trains remain stable after the first AP. (A) 
Example trains elicited at different intervals by midline electrical stimulation in a P7 
slice. AP properties are shown in B and C. Stimulus artifact is subtracted. Calibration 
bar: 100 mV, 2 ms. (B) AP rate of rise against the AP order number in the train. Only 
from the first to the second AP a clear change is observed. (C) AP half width against the 
AP order number in the train. (D) AP rate of rise against the AP order number of a P6 
calyx during constant-current injections to bias the onset potential. The onset potential 
of the first AP is color-coded. The inset shows the AP rate of rise against the onset 
potential of AP #1. The closed circles are of the first AP in the AP train (AP #1), and the 
open circles are the second AP in the AP train (AP #2). Whereas the rate of rise of AP #1 
was strongly correlated with the biased onset potential (r = −0.95), the AP #2 was not (r 
= 0.2). (E) Same as in D, but for the AP half width.
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Figure 2.12  Combining in vivo-like activity patterns with modeling 
to analyze the impact of the after-potential on AP depression. (A) Stimulus 
pattern composed of a range of frequencies with random order. This pattern was 
used for stimulation of the afferent axon of the calyx of Held to elicit AP firing at a 
wide range of different frequencies. (B) Expected relative depression following an AP 
as a function of Vafter (color). For the plot, it was assumed that there was no residual 
depression of previous APs and that the RMP was −70 mV. The AP causes a depression 
(d). Recovery from depression starts after a delay, which was 0.45 ms in this case, as 
the AP first needs to repolarize. Both the time constant for recovery as well as the 
steady-state depression depend on Vafter (“Supplementary Information”). Note that, 
if the afterpotential is close to RMP, the recovery is complete in 5 ms. Moreover, a 
HAP will speed up the recovery and could even reverse the relative depression to a 
relative potentiation, as was indeed observed in vivo. (C) The recorded AP rate of rise 
was fitted by the full AP depression model (recovery plus steady state) or its reduced 
forms (steady state or recovery alone; “Supplementary Information”). The results for 
a single recording fitted by the different models are shown. The left panels show the 
AP rate of rise against the interspike interval (recorded, gray circle; model prediction, 
blue cross), and the differences between recorded and predicted AP rate of rise are 
shown on top (black dots). In the Right panels, the relation between the AP rate of 
rise and the onset potential (Vstart) of the same dataset is shown. The model that only 
includes the recovery from depression (explained variance: 45%) shows a bias in the 
residuals against Vstart. On the other hand, the model that only includes the steady 
states (explained variance, 87%) shows a bias in the residuals at the briefest interspike 
intervals. The combined model describes the data well (explained variance, 97%). (D) 
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The explained variance by the different, nested models, showing that both the steady 
states as well as the recovery from depression significantly contributed to the model. 
(E) Based on the average model fit parameters, the interspike intervals recorded in 
vivo, and the onset potentials recorded in vivo, the amount of depression was predicted 
and averaged for intervals (<5 ms). The predicted depression against the observed 
depression in vivo is shown. Dotted line is identity line. Open circles indicate >P4; 
closed, black circle indicates P3; closed, blue circles indicate P4.

Figure 2.13  Immunolabeling of sodium channel 1.6 (Nav1.6) in the calyx of 
Held. (A) Vesicular glutamate transporter 1/2 (VGluT1/2) (a presynaptic marker) and 
Nav1.6 immunolabeling of the MNTB of a P5 rat. Numbers in the lower panel refer to 
line profiles shown in B. (B) Line profiles of the immunolabeling of presynaptic marker 
VGluT1/2 (green) and sodium channel 1.6 (orange). Black bars indicate the postsynaptic 
neuron. The peak of Nav1.6 intensity colocalized with VGluT1/2 or was more distal 
from the postsynaptic neuron than the VGluT1/2 peak. (C) Calyceal axons were 
electroporated in vivo, followed by Nav1.6 labeling. Scale bars: 25 µm (A) and 10 µm (C).
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Surgery

All experiments complied with the ethical guidelines for laboratory animals 

within our institute and with European guidelines, and were approved by the 

animal ethical committee of the Erasmus MC. The surgical procedures are 

described in detail in refs. [90, 153].

In vivo electrophysiology and electroporation

Details of the electrophysiological methods have been provided in ref. [153]. In 

short, whole-cell recordings were obtained with an Axopatch 200B (Molecular 

Devices Co.) in either voltage-clamp mode at -80 mV, or current-clamp fast 

mode. Signals were low-pass filtered at 10 kHz (4-pole Bessel), digitized at 25 

kHz by an A/D converter (Digidata 1220A, Molecular Devices Co.) and acquired 

with Clampex 10.2 (Molecular Devices Co.) running on a Windows XP computer. 

The potassium gluconate-based intrapipette solution contained (in mM): 126 

K-gluconate, 20 KCl, 0.5 EGTA, 10 HEPES, 10 Na2phosphocreatine, 4 Mg-ATP, 0.4 

Na2-GTP with pH 7.2 adjusted with KOH; in some recordings 2 mg/mL biocytin 

was added to the intrapipette solution. The junction potential of -11 mV was 

compensated prior to gigaseal formation. All potentials reported in the paper 

were corrected for the junction potential. Dehydration of the craniotomy was 

prevented by regularly rinsing and submerging the opening with (in mM): 135 

NaCl, 5.4 KCl, 1 MgCl2, 1.8 CaCl2, 5 HEPES with pH 7.2 adjusted with NaOH. 

Stray capacitances were compensated in cell-attached mode, and upon obtaining 

whole-cell configuration series resistance was measured (Figure 2.5) in voltage-

clamp by a 500 ms, 5 mV step from -70 to -75 mV, but the series resistance was 

not compensated. Every recording session started with a brief, 500 ms current 

injections to record the intrinsic properties of the calyx. Long, 20s current 

injections were also performed to assess the change in AP properties by its 

starting potentials. Spontaneous activity without current injections was also 

recorded to see the physiological APs during natural firing. In a few recordings 

(n = 6) voltage-clamp recordings were made at -80 mV without series resistance 

compensation. These recordings typically showed strong inward currents caused 

by the invading AP that escaped the voltage clamp.

Due to the combination of a high series resistance and high, distributed 

pipette capacitance the time constant of the pipette was close to the calyceal 
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time constants, limiting optimal compensation with the patch-clamp amplifier. 

AP kinetics in vivo were therefore low-pass filtered. To assess the impact of 

this filtering effect we compared optimally-compensated recordings and 

undercompensated recordings in slice recordings with low series resistances. 

Although APs did show more rapid membrane potential changes, there was no 

change in the relative amount of depression observed at high-frequency firing.

In vivo electroporation was performed as described in ref. [90]. Broken glass 

pipettes with a tip opening of 15-20 µm were filled with the dye Alexa Fluor 

594-dextran (10 % in 0.5 M NaCl), and lowered to a depth of 100-150 µm dorsal of 

the basilar artery. Electroporation was performed with 0.3 µA, 250 ms pulses at 2 

Hz for 5-10 min via a custom-made pipette holder. The dye was allowed to diffuse 

within the axon for 1-2 h, after which the animal was transcardially perfused as 

described in ref. [153] for subsequent immunolabeling.

Brainstem slices and slice electrophysiology

Brainstem slices were made from P4-9 neonatal rats as described in ref. [20]. For 

the slice recordings, the intracellular pipette solution was supplemented with 

10-20 µM Alexa Fluor 488 (Molecular Probes) to validate the recorded structure 

at the end of the recording. Recordings were performed at physiological 

temperatures (35-36 °C, measured in the vicinity of the slice). The extracellular 

solution contained (mM): 125 NaCl, 2.5 KCl, 1.25 NaH2PO4, 3 myo-inositol, 2 Na-

pyruvate, 25 glucose, 25 NaHCO3, 0.4 L-ascorbic acid, 1 MgSO4 and 1.2 CaCl2. 

In a few recordings the CaCl2 concentration was increased to 2 mM, or XE991 

(10 µM) was added to the extracellular solution. The extracellular solution 

was bubbled with carbogen (95% O2, 5% CO2), and was pumped (2-3 mL/min) 

through an in-line heater (Warner Instruments) into the recording chamber. 

We waited until the bath temperature stabilized before approaching the calyx. 

Recordings were made within 7 h post-mortem. Voltage recordings, obtained in 

CC-fast mode of the Axopatch 200B amplifier, were low-pass filtered at 10 kHz 

(4-pole Bessel), digitized at 25 or 50 kHz by an A/D converter (Digidata 1322A, 

Molecular Devices Co.), and acquired with Clampex 8.2 (Molecular Devices Co.) 

running on Windows XP. Bipolar stimulation electrodes were purchased from 

MicroProbes for Life Science (PI2ST30.1H10). Stimulation current was maximally 

240 µA (threshold usually <100 µA). The junction potential was compensated. 
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Series resistance was fully compensated for the current-clamp recordings. Stray 

capacitances were compensated either in voltage clamp or in current clamp 

mode. Stray capacitance compensation in current clamp mode gave briefer and 

larger APs, but did not qualitatively alter the findings reported.

Sodium channel immunolabeling

For immunolabeling rat pups were transcardially perfused as described in ref. 

[153]. The sodium channel labeling was done as reported in ref. [178]. Images 

were acquired with a LSM-700 confocal microscope (Zeiss) and for the sodium 

channel labeling the acquisition settings were optimized for Purkinje cells that 

were present in the same coronal slice and functioned as a positive control for 

Nav1.6 expression [178, 179], before imaging the MNTB. In general, the labeling 

in the MNTB was stronger than that for Purkinje cells. 3D rendering was done 

with Volocity (Improvision, Coventry, UK). Images shown in Figure 2.4 were 

contrasted in Adobe Photoshop 11.0. The other confocal images were contrasted 

in ImageJ 1.51j. Pseudo-colours were added in ImageJ.

The following antibodies were used in this study: anti-sodium channel 1.6 

(#ASC-009, Alomone Labs, 1:1000 or 1:500, rabbit), anti-vesicular glutamate 

transporter 1 and 2 (#ab5905 and #ab2251, Millipore , 1:2000, guinea pig, guinea 

pig), and anti-Ankyrin G (clone N106/36; NeuroMab, 1:1000, mouse). Highly 

cross-absorbed secondary antibodies were used: Alexa Fluor 405, 488, 555, 680 

(Molecular Probes), all at 1:200. Control experiments with omission of primary 

antibody, or 1 h preincubation with control peptide antigen (100 µg/mL, Alomone 

Labs) reduced Nav1.6-labeling to background levels. The specificity of the anti-

Nav1.6 antibody has been shown for mice [180]. 

AP depression model 

AP depression was described by a model that included both the steady-state 

effects of the membrane potential and its effects on the speed of the recovery. 

The amount of depression is determined by the actual value of the depression 

coefficient, D, which ranges from 0 to 1. The value of D determines the size of the 

ith AP (Yi) relative to the maximal AP rate of rise (Ymax): 

									         eq. 1

At each AP, D decreases by a fraction d: 

Yi = YmaxD

– 47 –

2. Minimal spike depression in vivo

2



									         eq. 2

The depletion factor d can be viewed as the fraction of sodium channels that 

are not inactivated by the AP. Recovery from depression does not start until 

after a delay, since the AP has to repolarize first. This delay was set to 1.5 times 

the average AP half width in each recording. Following this delay, recovery is 

described by:

									         eq. 3

D relaxes to steady-state depression DV with time constant τV. Integration of 

eq. 3 while assuming that the membrane potential between APi and APi+1 is 

constantly at the onset potential of APi+1 yields the exponential recovery of D 

between APs: 

			    	 eq. 4

Where t0 is the time point at which recovery starts following the AP. Both DV 

and τV were voltage-dependent. The voltage-dependent effects are based on 

the impact of the membrane potential on the sodium channel conductance, as 

its recovery from inactivation has a time constant that is voltage-dependent 

[154], and its steady-state inactivation also depends on the membrane potential. 

Dv was measured for every calyx by an independent set of experiments where 

we injected currents to bias the onset potentials of the calyx and after 500 ms 

stimulated the afferent axon to elicit an AP. The AP rate of rise could then be 

analyzed as function of onset potential (similar to what is shown in Figure 2.9B) 

with the following equation:

									         eq. 5

with DV described by a simple inverse Boltzmann equation:

								        eq. 6

With two free parameters V0.5, the half depression potential, and k, the slope 

factor. Note that for our purpose a polynomial model would suffice as we 

only want to get an accurate estimate of how Vstart translates into Ymax. The 

Boltzmann equation is however expected to be biologically consistent with the 

inactivation curve of a voltage-gated channel. 

D " Dd

dt
dD = xV

DV - D

Dt = DV + Dt0 - DV] g e
- t - t0] g

xV

YV = Ymax DV

DV =
1 + e Vstart -V0.5] g k

1
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The voltage-dependence of τV was based on a voltage clamp study of the 

calyceal sodium channels [159]. Within the studied voltage range the relation 

between τV and the membrane potential in ref. [159] was nearly linear (r = 1.0). By 

linear regression we quantified the relation and multiplied this by a temperature 

correction factor, which was also obtained from ref. [159]:

						      eq. 7

To correct for the liquid junction potential we added 10 mV to our recorded 

membrane potential. Note that based on a Hodgkin-Huxley conductance model 

we would expect the relation between τV and Vm to follow a bell-shaped curve, 

and therefore the linear extrapolation in eq. 7 may underestimate τV.

The fit function iteratively calculates the changes in the depression coefficient, 

D based on the measured onset potentials and intervals. D is initialized at a 

value of 1. For each subsequent AP, the evolution of D is calculated using eq. 

2 and 4. By using eq. 1 and the two free parameters Ymax and d, the measured 

AP rates of rise were thus fit with the aid of the ‘All-at-once-fitting’ method 

implemented in Igor Pro 6 (Wavemetrics); this method has the ability to evaluate 

the iterative function against the data by using the entire dataset instead of 

single X-Y pairs. The model incorporates two effects of the after-potential: (1) 

the after-potential sets τV, and (2) the after-potential determines DV. By using 

simpler variants of the model we can assess how these two effects of the after-

potential contribute to the observed depression. To analyze the individual 

contribution of the recovery from depression, we exclude the steady-state effect 

by fixing Dv to 1 in eq. 4. The contribution of the steady state depression was 

addressed by excluding the recovery from depression, thus reducing eq. 1 to eq. 5.

xV = 1.4
0.5 5.75 + 0.00425 Vm + 10] g^ h
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chapter 3

In vivo matching of postsynaptic excitability 
with spontaneous synaptic inputs  

during formation of the rat calyx of Held synapse



Abstract 

In the adult, principal neurons of the medial nucleus of the trapezoid body 

(MNTB) are typically contacted by a single, giant terminal called the calyx of 

Held, whereas during early development a principal neuron receives inputs 

from many axons. How these changes in innervation impact the postsynaptic 

activity has not yet been studied in vivo. We therefore recorded spontaneous 

inputs and intrinsic properties of principal neurons in anesthetized rat pups 

during the developmental period in which the calyx forms. A characteristic 

bursting pattern could already be observed at postnatal day (P)2, before the 

formation of the calyx. At this age, action potentials (APs) were triggered by 

barrages of summating EPSPs causing plateau depolarizations. In contrast, at 

P5, a single EPSP reliably triggered APs, resulting in a close match between 

pre- and postsynaptic firing. Postsynaptic excitability and the size of the largest 

synaptic events were developmentally matched. The developmental changes 

in intrinsic properties were estimated by fitting in vivo current injections to a 

Hodgkin-Huxley-type model of the principal neuron. Our simulations indicated 

that the developmental increases in Ih, low-threshold K+-channels, as well as 

leak currents contributed to the reduction in postsynaptic excitability, but that 

low-threshold K+-channels specifically functioned as a dampening influence 

in the near-threshold range, thus precluding small inputs from triggering APs. 

Together, these coincident changes help to propagate bursting activity along 

the auditory brainstem, and are essential steps towards establishing the relay 

function of the calyx of Held synapse.

Introduction 

The calyx of Held synapse is a giant synapse in the auditory brainstem that 

relays incoming activity with high accuracy to the principal neuron of the 

contralateral medial nucleus of the trapezoid body (MNTB; [16]). The MNTB 

provides well-timed inhibition to its ipsilateral auditory brainstem nuclei, 

which plays a role in among others sound localization. In new-born rodents the 

principal neuron is contacted by multiple axons, indicating that innervation is 

initially divergent, followed by the formation of the (proto)calyx at around P3 [18, 

55, 90, 136, 181]. It is well established that a single globular bushy cell can form 

multiple calyces [17, 89, 92]. Conversely, there is anecdotal evidence that a single 
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principal neuron can be contacted by more than one calyx [92, 136, 182], and 

that a principal neuron can receive multiple large inputs during development 

[137, 138], but otherwise the role of synapse competition and elimination in the 

development of the calyx of Held synapse is still largely unresolved. Current 

evidence does indicate that in the adult each principal neuron will typically be 

innervated by a single calyx of Held [18, 50, 55]. Several factors make the calyx 

of Held a valuable model system for synapse development in the central nervous 

system, including the homogeneity of the MNTB, relative ease of identification 

of the principal neurons, its well-defined function, and its accessibility both 

in vitro and in vivo. The calyx of Held thus shares many advantages with the 

neuromuscular junction as a model system for developmental studies, but 

comparatively little is known about calyceal synapse development.

Before hearing onset, principal neurons of the MNTB show bursting activity 

[183], which has a characteristic pattern that originates from the inner hair 

cells in the cochlea [74, 105, 106]. The exact temporal pattern of this bursting 

activity is thought to be crucial for the establishment of precise tonotopy [85]. 

Direct comparison of the pre- and postsynaptic activity indicated that the calyx 

is already reliably driving its postsynaptic partner after P4 [155]. In contrast, 

little is known about spontaneous inputs before that period and their impact 

on principal neurons. Slice studies have shown that principal neurons are 

hyperexcitable during the first postnatal days [60, 97]. The high membrane 

resistance, which was measured to be in the GΩ range, allows small synaptic 

currents to elicit an action potential (AP). As the calyx develops structurally, 

the principal neuron’s membrane resistance decreases, thereby reducing its 

excitability [60, 97]. 

Within this developmental period, many ion channels are upregulated that 

could be responsible for this reduction in excitability [60, 184, 185], including 

the low-threshold K+-channels Kv1, hyperpolarization-activated cation channels 

Ih, and leak channels [186-188]. Around the same time, auditory neurons switch 

from tonic to phasic firing in both rodents [60] and birds [188, 189], and the 

low-threshold K+-channels may play an important role in this change [190-193]. 

Together, these slice experiments suggest a developmental switch in firing mode 

and excitability around the time the calyx of Held develops in rodents.
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It is not yet known how changes in intrinsic properties of principal neurons 

relate to the large changes in the spontaneous physiological inputs around the 

time the calyx of Held forms and how this impacts firing patterns. We therefore 

made in vivo juxtacellular and whole-cell recordings from principal MNTB 

neurons to measure their spiking activity in vivo, their intrinsic properties, the 

incoming synaptic activity and the postsynaptic responses in P2-6 rat pups. 

A Hodgkin-Huxley-type model allowed us to investigate the distinct roles of 

NMDA receptors, low-threshold K+-channels, Ih, and the leak conductance in 

the measured developmental changes in the input-output relations of principal 

neurons, thus identifying essential steps towards the establishment of the adult 

relay synapse.

Materials & Methods

Ethical approval

All experimental procedures were in accordance with European legislation 

and approved by the Dutch Animal Ethics Committee of the Erasmus MC. The 

investigators declare that the reported experiments complied with the journal’s 

ethical principles and their animal ethics checklist. Wistar dams (Harlan, Horst, 

The Netherlands) were given ad libitum access to food and water, and extra 

bedding material was provided. The day of birth was taken as postnatal day (P)0. 

Animal procedures

Two-to-six-day-old pups of either sex were anaesthetized with 2-3 % isoflurane 

(Pharmachemie BV, Haarlem) vaporized in medical oxygen (0.4-0.6 l min-1) and 

placed in supine position. The surgical procedures are described by Rodríguez-

Contreras et al. [90] with some minor adjustments. Briefly, throughout the 

surgery the skin temperature was monitored dorsally and kept at 36 oC by a 

heating pad (FHC Inc., Bowdoin, ME, USA). When the pup became unresponsive 

to a toe pinch, it was intubated with micro-renathane tubing (OD x ID in mm, 

P2: 0.64 x 0.30, >P2: 0.84 x 0.36; BrainTree Scientific Inc.) and mechanically 

ventilated with a MicroVent (7 μl μg-1 + dead volume, 100 min-1; Harvard 

Apparatus, March, Germany). The larynx, oesophagus and the dorsal tissue 

were removed to expose the skull in which a small cranial window (1.5 x 1.5 mm) 

was made to expose the basilar artery and the left and right anterior-inferior 
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cerebellar artery. The upper cranial meninges overlying the MNTB were gently 

torn away. 

The animal surgery took 45-90 minutes followed by a recovery phase of 30 

min and the experimental phase. Within the recovery and experimental phase 

anaesthesia was kept at a level that adequately kept the animal unresponsive 

to a toe pinch (0.7-1.3 % isoflurane). Pilot data suggested that surgical levels of 

anaesthesia suppressed the spontaneous bursting activity, but that the range of 

anaesthesia levels used during the recordings had no obvious effects on activity. 

To prevent dehydration, the animal was given intraperitoneal saline injections 

(30-80 μl every 2h). The craniotomy was kept moist with Ringer’s solution 

containing (in mM): 135 NaCl, 5.4 KCl, 1 MgCl2, 1.8 CaCl2, 5 HEPES with pH 

7.2 adjusted with NaOH. After the experimental phase (2-8 h) the animal was 

deeply anesthetized followed by either decapitation or transcardial perfusion 

with cold saline followed by cold phosphate-buffered 4 % paraformaldehyde to 

fix the brain for further histological procedures.

Electrophysiology

Borosilicate capillaries with filament (OD 1.50 mm, ID 0.87 mm, #1403574 

Hilgenberg GmbH, Germany) were pulled to long tapered pipettes (ID 1-1.5 

μm) on a P-97 Flaming/Brown micropipette puller (Sutter Instrument Co., CA, 

USA). Pipettes were filled with intracellular solution containing (in mM): 126 

K-gluconate, 20 KCl, 0.5 EGTA, 10 HEPES, 10 Na2phosphocreatine, 4 Mg-ATP, 

0.4 Na2-GTP with pH 7.2 adjusted with KOH. The pipettes were mounted on a 

headstage that could be moved within a custom-made setup in three dimensions 

by micromanipulators (Mini 25 with SM-7, Luigs & Neumann, Germany). The 

headstage (CV 203BU, Molecular Devices Co., CA, USA) was connected to an 

Axopatch 200B amplifier (Molecular Devices Co.); signals were low-pass filtered 

with a 4-pole Bessel filter at 10 kHz, subsequently digitized at 25 kHz by an A/D 

converter (Digidata 1440A, Molecular Devices Co.), and acquired with Clampex 

10.2 (Molecular Devices Co.) running on a Windows XP computer.

When the animal’s body temperature was stabilized at 37 oC, we started the 

experimental phase. The medial region of the brainstem, >200 μm rostral 

and >300 μm lateral from the bifurcation of the anterior-inferior cerebellar 
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artery and the basilar artery, was probed for bursting activity by juxtacellular 

recordings. Pilot experiments indicated that postsynaptic firing frequency did 

not depend on isoflurane level, except for a depression at surgical levels. When 

bursting activity was found, a clean pipette was lowered for the whole-cell 

recordings. The -11 mV junction potential and stray pipette capacitance were 

compensated. Upon break-in, the resting membrane potential was noted, and 

passive properties of the neuron were estimated in voltage-clamp mode based 

on 30-50 repetitions of a step from -70 to -75 mV. This was repeated between 

every recording to monitor the series resistance over time. Series resistance was 

on average 45.0 ± 1.3 MΩ (8-35 % of total resistance; n = 60 cells) and remained 

uncompensated. In current clamp, a series of constant current injections was 

used to estimate the voltage dependence of the membrane resistance, with 

the first step hyperpolarizing the cell to at least -100 mV, incrementing to 

current injections of at least +300 pA. Every step was repeated at least twice. 

Spontaneous activity recordings of at least 7 min duration were obtained, either 

in voltage-clamp mode at a holding potential of -80 mV to minimize potassium 

and chloride currents, or in current-clamp mode, or both if time permitted. 

To confirm that we recorded from a principal neuron of the MNTB we used 

both histological and electrophysiological criteria. For histological verification 

either biocytin was added to the intracellular solution (2 mg/ml) for further 

histological procedures, or Evans Blue was injected at the recorded location and, 

following decapitation, acute slices were made and checked under fluorescence 

for the injection site. In addition, the presence of a prespike was considered 

evidence that the recording was from the MNTB. All recordings near a verified 

recording site were also accepted. Reported recordings met at least one of these 

criteria.

Immunofluorescence

After perfusion the brain was carefully removed from the skull. Histological 

procedures were based on the free floating method, as described by Soria 

van Hoeve & Borst [194] with minor modifications. Briefly, 25-40 μm coronal 

sections were cut on a freezing microtome and captured in 0.1 M phosphate-

buffered solution. When convenient, the sections were stored overnight at 4 °C. 

Presynaptic terminals were stained with anti-vesicular glutamate transporter 
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(VGlut) 1 and 2 (guinea pig, 1:2000, polyclonal #ab5905 and #ab2251, Millipore) 

and highly cross-absorbed secondary antibodies produced in goat conjugated 

to Alexa Fluor-555 against guinea pig (1:200; Molecular Probes). Streptavidin 

conjugated to Alexa Fluor-488 (1:200, Molecular Probes) was used to stain 

biocytin. Sytox Blue (1:1000, Molecular Probes) was used to stain both the 

nucleus and, more weakly, the somatic cytoplasm. Sections were mounted and 

stored at 4 °C until image acquisition; to prevent evaporation, glass edges were 

sealed with nail polish.

Image acquisition and processing

A Zeiss confocal microscope (LSM 700, Axio Imager Z2), equipped with four 

diode lasers at 405, 488, 555, and 639 nm was used to acquire overview and 

z-stack images of the immunostainings. Z-stacks (1024 x 1024 pixels, voxel size 

was 310 x 310 x 500 nm) were obtained with a 40x/1.3 NA oil-immersion plan-

apochromat objective with optimized pin hole settings, laser power and detector 

gain settings. 

For 3D reconstruction the biocytin-stained structure was automatically 

detected with the ‘Particle Analyzer (3D)’ plugin of ImageJ with a manually-set 

threshold. The particle analyzer often returned multiple detected structures 

of which the experimenter chose the relevant structure to create a mask, 

which was used to restrict the fluorescent signals to the relevant structure plus 

its immediate 1 µm vicinity. Enlargement of the mask was performed using 

‘Dilate (3D)’ (plugin: 3D Binary Filters, author: Benjamin Schmid). Images were 

background subtracted after masking. These masked images were imported into 

Volocity (Improvision, Coventry, UK) to render the z-stacks of the neurons in 3D.

Analysis of electrophysiological recordings

The recordings were imported into Igor Pro 6.34A (Wavemetrics Inc., USA) 

and analysed by custom-made functions. From the VC-step recordings, series 

resistance was calculated as the applied voltage step amplitude divided by 

the peak current amplitude; membrane resistance was obtained by dividing 

the applied voltage step amplitude by the steady state current amplitude and 

subtracting the series resistance; membrane capacitance was calculated by the 

following equation, which takes into account the voltage drop across the series 
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resistance:

									       

where Cm denotes membrane capacitance; It is the recorded current in voltage-

clamp, which is integrated from the peak current to a steady-state current after 

10 ms; Iss is steady-state current; and Vstep is the applied voltage step of 5 mV.

A detection algorithm for spontaneous events was developed based on Ankri 

et al. [195]. Excitatory postsynaptic potentials (EPSPs) or currents (EPSCs) were 

detected based on two criteria: a maximum in the rate of rise (green circles 

in Figure 3.3E) that was above a manually-set threshold (~0.5 V/s) and the 

existence of an event onset, which was defined as a preceding local maximum 

in the second derivative (blue circles in Figure 3.3E). This detection method 

was particularly sensitive to summating EPSPs, but often missed events on the 

falling phase of an AP or of big events. The event peak of the event was detected 

as a local maximum in the original recording or, in case of event summation, 

as the onset of the next event. Prespikes were detected together with the other 

events and subsequently categorized based on three threshold criteria set by the 

experimenter: rate of rise, rate of repolarization and amplitude in the original 

trace. If the onset of an event was detected within a prespike, the onset value of 

the prespike was used instead as the onset value of the event. EPSPs preceding 

an AP were subcategorized as preceding the first AP of a miniburst, with the 

miniburst defined as an AP preceded by an interspike interval of more than 40 

ms and succeeded by a second AP within 40 ms (Figure 3.3D). APs were detected 

by a simple manually-set voltage threshold crossing; AP threshold was defined as 

the potential at which the second time derivative had its maximum.

Juxtacellular recordings were digitally high-pass filtered at 1 Hz for visual 

purposes and analysed similarly as the spontaneous recordings; in juxtacellular 

recordings, prespikes were detected within 20 ms preceding either an eAP or an 

eEPSP to reduce spurious detection.

The high series resistances in our in vivo voltage-clamp recordings resulted 

in an imperfect voltage-clamp and an underestimation of the real currents 

[196]. To partially correct for these errors we applied an off-line software-based 
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deconvolution algorithm that takes capacitive filtering into account [197], which 

used the membrane capacitance as calculated in eq. (1). To reduce the noise after 

deconvolution, the voltage-clamp recording was low-pass filtered with a digital 

binomial filter at a cut-off frequency of 0.6 kHz. This correction had a major 

impact on the fast peak component (Figure 3.4A and B, blue traces), and EPSC 

amplitude increased about 5 times on average (range: 2.8 – 18.4; Figure 3.4G). 

The deconvolved amplitudes of the largest EPSCs were in the same range as the 

amplitudes of well-clamped EPSCs recorded in slices at the same developmental 

age [60, 157]. 

The constant-current injection recordings were corrected off-line for the 

voltage-drop over the series resistance and elicited APs were detected as before. 

AP half width was defined as the width halfway the AP threshold and peak. The 

first APs elicited by the current injections were visually inspected to check their 

waveform. Steady-state membrane potential values were defined as the median 

membrane potential from 500-600 ms after the start of current injections; values 

were rejected if there were multiple APs within this time period or if the median 

value was >-30 mV. 

The Hodgkin-Huxley-like model of a principal MNTB neuron

The Hodgkin-Huxley-like model (HH-model) was based on previous models of 

the MNTB neuron [187, 198]. Briefly, the model could be described by: 

 

				  

where Cm is the membrane capacitance; dV/dt represents the change of the 

membrane potential; Ileak is the leak current, INa is the sodium current; ILTK is the 

low-threshold potassium current; IHTK is the high-threshold potassium current; 

Ih is the hyperpolarization-activated current; Isyn is the synaptic current obtained 

from the voltage-clamp recordings; and Iinj is the injected current. Except for Isyn 

and Iinj, the currents were described by the following equation: 

( )− = + + + + + −m leak Na LTK HTK h syn injneuron

dVC I I I I I I I
dt

(2)

( ) ( ) max, , 1   λ γ γ= − + −x
x x x x x x rev xI g a b V V (3)
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Where gmax represents the maximal conductance; a is the activation rate; λ 

is the number of subunits to activate; γ represents the fraction of the total 

conductance that can inactivate; b is the inactivation rate; and Vrev represents the 

reversal potential for current x. Values for these parameters are given in Table 

3.2. The temporal change in subunit a and b was described by the following 

differential equation:

								      

Where s corresponds to subunit-type h, l, m, n, p or u. For each subunit the 

voltage-dependency of the rate constants was: 

 	  

The constants Cα, kα, Cβ and kβ are listed in Table 3.1 and the relation to the 

currents in Table 3.2. Differential equations were solved with Gear Method/

Backwards Differentiation Formula implemented in Igor Pro 6.34A (function 

IntegrateODE). 

To fit the steady-state potentials of the current injections, the equilibrium value 

for every subunit was calculated by:

The equilibrium values were used to fit the steady-state potentials with Vrev,leak, 

gleak, gLTK and gIh as fitting variables to obtain their maximal conductance as a 

function of age. gNa and gHTK were excluded from the fits; their estimates were 

matched with AP properties as described in the Results section (Figure 3.9). 

For the synaptic conductance the reversal potential was set at 0 mV and the 

time course of Isyn was based on the in vivo recordings after deconvolution using 

the algorithm described by Traynelis [197]. This could be done for a few stable 

recordings with low series resistance (< 35 MΩ) and with few clamp-escaping 

APs. Prior to the deconvolution, the few clamp-escaping APs were replaced by 

resized EPSCs derived from the same trace. Generally, the resized EPSC nicely 

overlaid the measured EPSC in the period before it was obscured by a clamp-

escaping AP. The deconvolved recording was used to calculate the synaptic 

conductance as:

βα
α βα β= =         and      k Vk V

s sC e C e
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h l m n p u

Cα 5.33∙10-4 6.947 76.4 0.2719 7.13∙10-3 9.12∙10-8* ms-1

kα -0.0909 0.03512 0.037 0.04 -0.1942 -0.1 mV-1

Cβ 0.787* 0.2248 6.93 0.1974 0.0935 2.1∙10-3* ms-1

kβ 0.0691 -0.0319 -0.043 0 0.0058 0 mV-1

V1/2 -46 -51 -30 -8 -13 -100 mV

Table 3.1  Values of the subunit kinetics. Values were based on 
Macica et al. [198], except l and u, which were based on Leao et al. [187]. 

 *The original value was multiplied by 0.1 to better match the in vivo data.

ILeak INa ILTK IHTK Ih

a 1 m l n u

b - h - p -

λ 1 3 3 3 1

γ 0 1 0 0.2 0

Vrev -72 50 -80 -80 -45 mV

Table 3.2  Conductance parameters for the Hodgkin-Huxley 
model. Parameters were based on Macica et al. [198], except Ih, which was 
based on Leao et al. [187].

P2 P3 P4 P5 P6

gLeak 2 2.3 2.8 4.5 5.5 nS

gNa 150 180 210 250 300 nS

gLTK 11 14 20 50 70 nS

gHTK 30 50 80 140 300 nS

gIh 12 25 37 36 31 nS

Table 3.3  Age-specific model parameters.  Values for gleak, gLTK and 
gIh were derived from fitting in vivo current-injections to a Hodgkin-Huxley-
type model. Values for gNa and gHTK were adjusted to match the in vivo action 
potential properties. Cm was 30 pF for all ages; it was calculated using the 
first 10 ms from a voltage-step (-70 mV to -75 mV) and adjusted for dendritic 
capacitances.
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where Vh is -80 mV and Vrev is 0 mV. Finally, the deconvolved recordings were 

linearly detrended.

The resting membrane potential (RMP) was set at -70 mV in the model by 

current injection to facilitate the comparison between the different ages. 

Without the current injection, there was a trend that the RMP of the standard 

model neurons became slightly more negative with age (-67 mV for the P2 vs. -72 

mV for the P6 standard model neuron). We corrected the measured Cm in eq. (1) 

for the dendrite-related capacitance with a factor of 0.6, yielding about 30 pF.

The model EPSC was composed of an AMPA and an NMDA conductance:

Where Mg denotes the magnesium block which depended on the membrane 

potential as described by Steinert et al. [199]. Both gAMPA and gNMDA were 

described by a three state model composed of one opening state and two closing 

states:

Here, gx stands for the conductance of x, and x can be either AMPA or NMDA; 

κ is a scaling factor, which was 1 and 1.9 for AMPA and NMDA, respectively [137, 

156]; Ipeak is the EPSC amplitude as would be recorded in voltage-clamp mode; 

Vh and Vrev are the holding and reversal potential, here 0 and -80 mV for both 

AMPA and NMDA; Sopen denotes the open state; Sclose,fast is the closing state 

with a fast decay time; γ denotes the relative fraction of fast closing state, set 

to 0.923 [20] and 0.778 [199] for AMPA and NMDA, respectively; and Sclose,slow 

denotes the closing state with the slow decay time. The states followed the 

following equation:

with t is the time in ms; τrise is the opening time constant which was 0.15 ms and 

0.8 ms; τdecay,fast was 1.05 ms and 25 ms; and τdecay,slow was 14.1 ms and 100 ms for 

AMPA and NMDA, respectively [20, 156, 199]. NMDA currents were delayed by 

3.03 ms to be comparable with Steinert et al. [199]. 
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In the simulations for which VC recordings were used as input, the NMDA 

conductance associated with each EPSC was calculated using equation 11. These 

were summed to get the total NMDA conductance. 

Statistical analysis

Values reported are mean and SEM. Statistical significance was calculated by 

regression with every postnatal day as an independent variable. For frequencies, 

χ2-tests were performed. To assess the HH-model fit, an F-test for comparing 

nested models was done for every fitting parameter against the simpler model 

with p-values < 0.1 suggesting an improvement in the fit. The reduction of 

sums-of-squares is reported as a percentage. A linear regression model was used 

with the threshold current for evoking an AP as the outcome variable and the 

conductances gLTK, gleak and gIh as predictors. The values of the conductances 

were determined with the HH-model fit, and if a conductance did not make a 

significant contribution in the HH-model fit, it was set to zero for the linear 

regression model. The slope values of the conductances in the regression model 

are reported, and their significance was tested with a post-hoc t-test. The impact 

of NMDA conductance was tested by a Repeated-Measures ANOVA with the 

neuron as the nesting variable, and ‘in vivo recording’, ‘model with gNMDA’ and 

‘model without gNMDA’ as predictor variables. Post-hoc paired t-tests were used to 

assess the significance of the predictor variables. Post-hoc testing was corrected 

with Bonferroni’s method. Except for the fit improvement, p-values < 0.05 were 

considered significant.

Results

Juxtacellular bursting activity

An important feature of developing auditory nuclei is their bursting activity 

[111]. As early as P5, a characteristic bursting pattern has been observed at the 

MNTB [74]. To investigate the developmental changes in this bursting pattern, 

we made in vivo juxtacellular recordings from rat pups aged between P2-5 using 

a ventral approach (Figure 3.1A). Within this developmental period, the calyx of 

Held synapse forms, and the innervation of the principal neurons evolves from a 

divergent projection with conventional boutons at P2 to, typically, a single, very 

large, axosomatic synapse at P5 (Figure 3.1B) [16, 55, 90, 137]. At P2-5, periods 
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of bursting activity could already be detected, and, typically, the recordings 

showed long periods of no activity (up to tens of seconds) followed by a period 

of increased activity (burst) that had two preferred firing frequencies at about 

10 and 100 Hz, corresponding to interspike intervals of about 100 and 10 ms, 

respectively (Figure 3.1C-E). We will refer to the ~100 Hz activity as miniburst, 

and define it as a sequence of action potentials with interspike intervals <40 

ms. The interspike interval of 100 ms was remarkably consistent throughout 
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Figure 3.1  Developmental changes in characteristic bursting pattern. 
(A) Illustration of the experimental approach. The MNTB is ventrally approached for 
electrophysiological recordings, using the origin of the bifurcation of the anterior-
inferior cerebellar artery as a landmark. (B) Illustration of the structural development 
of the axon innervating the principal neuron of the MNTB. Left: a P2 principal neuron 
(green) is innervated by a passing axon (yellow). Right: at P5, the same neuron is 
covered by a protocalyx. (C) Four representative juxtacellular recordings obtained at 
P2-5 showing alternating periods of high activity and silence (upper trace). For each 
postnatal day, the left lower panel shows a single burst; the right lower panel shows that 
a burst is composed of minibursts, defined as a period with interspike intervals (ISIs) 
<40 ms. Orange bars indicate the periods that are expanded in the other panels. Scale 
bars for each age: 1 mV; upper panel: 10 s; left lower panel: 0.5 s; right lower panel: 20 
ms. (D) Inter-spike interval (ISI) against the time of recording of the P5 example shown 
in C. (E) Top: ISIs of individual experiments were logarithmically binned and coded in 
grey scale. Every horizontal line represents the probability density function of the ISIs 
of a single recording; the recordings were grouped by pup age, separated by the broken 
lines. Bottom: probability density functions averaged per postnatal day. While the 100 
ms interval was unchanged, the miniburst interval shortened during development. (F) 
Median miniburst interval against postnatal day. (G) Fraction of miniburst intervals 
against postnatal day. Open circles are single neurons, filled circles are averages with 
SEM.

development, in agreement with earlier work [74, 155], whereas the miniburst 

interval clearly shortened (Figure 3.1D and E; P2: 20.0 ± 1.7 ms, P3: 13.4 ± 0.8 

ms, P4: 10.4 ± 0.9 ms , P5: 8.9 ± 1.1 ms, F3,67 = 18.4, p = 7 10-9), and the fraction 

of all intervals that were miniburst intervals increased (Figure 3.1F; P2: 26.6 ± 

2.9% , P3: 38.0 ± 2.5% , P4: 42.9 ± 3.4%, P5: 46.5 ± 2.9%, F3,67 = 8.3, p = 10-4). We 

conclude that a principal neuron can display its characteristic, pre-hearing, 

bursting activity as early as P2.

To address the relation between pre- and postsynaptic activity, we 

took advantage of the juxtacellular recordings in which we observed an 

extracellularly-recorded, clear prespike (Figure 3.2A). Prespikes were observed 

at P2, P3, P4 and P5 in 2 out of 16, 10 out of 21, 9 out of 17, and 10 out of 17 

recordings, respectively, suggesting a developmental increase (χ23 = 8.6; p = 0.03). 

The prespike showed, similar to the postsynaptic activity, preferred intervals 

at around 100 and 10 ms (n = 21, cf. Figure 2.6). The miniburst interval of the 

prespike was shorter than the intervals recorded from its postsynaptic target 

neuron (8.2 ± 0.5 ms; difference: 2.0 ± 0.8 ms; paired t20 = 2.6, p = 0.02), and did 
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Figure 3.2  Increased 
dependency of postsynaptic 
activity on a calyceal input in in 
vivo juxta-cellular recordings 
from P2-5 rat pups. (A) Waterfall 
plots of aligned consecutive prespikes 
(arrowheads) from recordings from 
P2-5 pups. For each cell all recorded 
prespikes are shown. The jitter in 
the delay between prespike and 
postsynaptic eAP decreased with age. 
Black trace in front is a representative 
trace. Calibration bars are 2 ms and 
1 mV. (B) Cumulative fraction of 
the prespike-eAP intervals of the 
example recordings in A, illustrating 
that the prespike-interval became 
shorter and less variable during 
development. (C) Developmental 
increase in the fraction of prespikes 
that triggered a postsynaptic eAP. 
(D) Developmental increase in the 
fraction of eAPs that were preceded 
by a prespike. (E) Developmental 
decrease in average prespike-eAP 
latency. (F) Developmental changes in 
the coefficient of variation (CV) of the 
prespike-eAP latency. Open circles in 
C-F are single data points, filled circles 
are averages with SEM.

not show a clear developmental shortening (P2: 7 ± 1 ms; P3: 10 ± 1 ms; P4: 9 ± 1 

ms; P5: 7 ± 1 ms; r = 0.4), suggesting that the developmental acceleration of the 

miniburst is due to a developmental change in either synapse strength or the 

properties of the target neuron. To assess the impact of prespike-related synapse 

more comprehensively, we quantified the percentage of prespikes that triggered 

an extracellularly-recorded AP (eAP), which increased developmentally (Figure 

3.2C; P2: 34 ± 4%, P3: 66 ± 11%, P4: 75 ± 9%, P5: 87 ± 5%, F3,20 = 3.8, p = 0.02). 

Conversely, at P2 most postsynaptic eAPs were not associated with a prespike, 

while at P5 virtually all eAPs were (Figure 3.2D; P2: 30 ± 10%, P3: 55 ± 9%, P4: 65 

± 13%, P5: 90 ± 2%, F3,20 = 5.6, p = 0.006). Other developmental changes included 

the shortening of the prespike-eAP interval (Figure 3.2E; P2: 5.65 ± 0.22 ms, P3: 

2.83 ± 0.06 ms, P4: 2.11 ± 0.25 ms, P5: 1.48 ± 0.08 ms; F3,21 = 52.0, p = 7 10-10) and a 

– 66 –

Neural Activity During the Formation of A Giant Auditory Synapse

3



decrease in its coefficient of variation (SD/mean; Figure 3.2F; P2: 0.44 ± 0.12, P3: 

0.54 ± 0.14, P4: 0.38 ± 0.13, P5: 0.26 ± 0.13; F3,12 = 3.6, p = 0.04), suggesting a strong 

developmental increase of the calyceal impact on the activity of its principal 

neuron.

Synaptic barrages trigger postsynaptic APs before a giant input emerges

The juxtacellular recordings suggested that at the youngest ages studied, many 

or all of the action potentials in principal neurons were triggered by multiple, 

small synapses. To study more directly how action potentials were triggered at 

the different postnatal ages, we made in vivo whole-cell recordings of principal 

neurons. A few neurons that had been filled with biocytin via the patch pipette 

were successfully recovered histologically (n = 8 cells from 8 pups). Two examples 

are shown in Figure 3.3A. Immunocytochemical stainings with VGluT1/2 as a 

presynaptic marker showed the emergence of an axosomatic synapse between P2 

and P4 (Figure 3.3B), in agreement with earlier developmental studies in rat pups 

[55, 90, 194]. 

If recording time permitted, principal neurons were recorded both in current 

and in voltage clamp (Figure 3.3C). In current-clamp recordings, clear periods 

of increased activity could be observed at all ages, resulting in postsynaptic 

AP firing at frequencies similar to what we observed in the juxtacellular 

recordings. Figure 3.3D illustrates that action potentials were generally triggered 

quite differently in P2 and in P5 neurons. At P2, small excitatory postsynaptic 

potentials (EPSPs) summated to reach AP threshold, while at older ages a 

single EPSP could be sufficiently large to trigger an AP. To quantify how APs 

were triggered, we employed a custom-made detection method (Figure 3.3E) to 

identify the EPSP that preceded the action potential, as further detailed in the 

Methods. At P2, the EPSP that triggered the action potential (EPSP0) started 

from a depolarized potential, while at P5 EPSP0 typically started close to the 

resting membrane potential (RMP), especially when we focused on the first AP 

of a miniburst (Figure 3.3F and G; P2: +9.2 ± 1.2 mV, P3: +4.9 ± 1.5 mV, P4: +2.6 

± 0.7 mV, P5: +1.4 ± 0.7 mV, F3,31 = 6.7, p = 0.001). Action potential threshold did 

not change significantly during development (P2: -45.8 ± 1.6 mV, P3: -46.6 ± 1.1 

mV, P4: -46.7 ± 1.7 mV, P5: -49.6 ± 2.3 mV, F3,31 = 0.8, p = 0.53) and RMP did not 

significantly change (P2: -67 ± 2 mV, P3: -70 ± 1 mV, P4: -69 ± 2 mV, P5: -69 ± 1 
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mV, F3,48 = 1, p = 0.33). Our data thus show that at P2-3, small EPSPs summated 

to reach AP threshold, while at P5 the largest EPSPs typically triggered 

postsynaptic APs singlehandedly. 

Between P2 and P5 most principal neurons become innervated by a calyx. In 

the whole-cell recordings we observed the appearance of a large input in both 

the current-clamp and the voltage-clamp mode (Figure 3.4A and B). The fraction 

of AP-triggering EPSPs (EPSP0) with a rate of rise above 5 V/s increased during 

development (Figure 3.4C; P2: 0.19 ± 0.06, P3: 0.50 ± 0.10, P4: 0.68 ± 0.09, P5: 0.82 

± 0.08, F3,32 = 9.5, p = 0.0001). The frequency of large EPSPs increased between 

P2 and P5 (Figure 3.4D; P2: 0.13 ± 0.03 Hz, P3: 0.45 ± 0.11 Hz, P4: 0.62 ± 0.12 Hz, 

P5: 0.75 ± 0.12, F3,36 = 10.4, p = 5 10-5). Similarly, in the voltage-clamp recordings 

a population of large EPSCs became progressively more distinct from smaller 

EPSCs (Figure 3.4E), and the frequency of EPSCs with an amplitude above 100 

pA strongly increased as well (Figure 3.4F; P2: 0.14 ± 0.03 Hz, P3: 0.60 ± 0.08 

Hz, P4: 0.66 ± 0.05 Hz, P5: 0.67 ± 0.09 Hz, F3,43 = 9.3, p = 7 10-5). To relate EPSCs 
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Figure 3.3  Action potentials are typically triggered in vivo by summation of 
small EPSPs at P2 and by a single, strong input at P4 or older. (A) Immunofluorescent 
stainings of the MNTB at P2 (left) and at P4 (right). Dotted line, MNTB borders; blue, 
nucleotide stain Sytox Blue; green, biocytin; orange, glutamate vesicle marker VGluT1/2. 
Scale bar is 50 μm. Ventral is to the bottom and medial is to the left. (B) Three-dimensional 
reconstructions of biocytin-stained neurons with nearby VGluT1/2 staining. (C) Example 
whole-cell recordings from a principal neuron at P2 (top panel) and P5 (bottom panel) 
showing a period of increased activity; current-clamp recordings (CC, top traces) show EPSPs 
and APs; voltage-clamp recordings (VC, bottom traces) show EPSCs and, especially at P5, 
voltage-clamp escaping action currents (orange arrowheads). Broken lines mark 0 pA for the 
VC recording and the -75 mV level for the CC recording. Bar is 30 mV, 500 pA and 500 ms. 
(D) Four example traces (color-coded) aligned on the first AP of a miniburst (red arrowhead) 
show the prelude to a miniburst at P2 (above) and P5 (below). At P2 multiple EPSPs 
summated to reach the AP threshold, whereas at P5 no summation was seen. Calibration bars 
are 10 mV, 10 ms. Grey dashed line marks the resting membrane potential of the recorded 
neuron. (E) Overview of the detection method based on the rate of rise. In the upper trace 
the CC recording with EPSPs and truncated APs obtained from a P2 pup is shown; the middle 
trace is the first time derivative of the CC recording; the lower trace is the second time 
derivative of the CC recording. Orange circles indicate the maximum rate of rise of the EPSP; 
light blue circles indicate the EPSP onset; purple circles indicate the EPSP peak. Calibration 
bars: 5 mV and 10 ms (top); 5 V/s (middle); 8 V/s2 (below). (F) Average onset membrane 
potential of the EPSPs preceding the first AP of the miniburst is plotted against the order 
number of the EPSP preceding the AP; EPSP0 is the EPSP reaching the AP threshold, EPSP1 
the EPSP preceding EPSP0, etc. The membrane potentials are plotted relative to the resting 
membrane potential (RMP). Data points have been horizontally offset for display purposes. 
(G) Developmental changes in the average onset membrane potential of the EPSP directly 
preceding the first AP of the miniburst (EPSP0). The averages (filled circles with SEM) are 
also shown in F.

to EPSPs, recordings were made in both voltage-clamp and current-clamp from 

a total of twenty-three neurons. Although EPSCs and EPSPs of a single neuron 

were recorded consecutively, some inputs could be identified in both recordings 

owing to the bimodal distribution of event amplitudes (Figure 3.4A and B) or the 

presence of a prespike (not shown). To take into account the effect of the series 

resistance on the amplitude of the EPSCs, we employed off-line deconvolution 

(Figure 3.4G; see Methods). There was a strong correlation between the 

deconvolved EPSC amplitude and the rate of rise of the EPSP in the same cell 

(Figure 3.4H; r = 0.81). In summary, our in vivo evidence indicated that between 

P2 and P5 a single large input becomes responsible for AP generation in most 

principal neurons.
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Figure 3.4  Emergence of a large input during development. (A) In a P2 principal 
neuron twenty EPSPs in CC (upper left) and twenty EPSCs in VC (lower left, grey), and 
the average big EPSP (black) and EPSC (black) aligned on the onset. VC recordings were 
deconvolved off-line for capacitive filtering. The same EPSCs after deconvolution (light blue) 
and the average deconvolved EPSC (blue) are shown. Bars are 20 mV (upper), and 200 pA and 
5 ms (lower). Upper right panel, the frequency distribution of EPSP rate of rise; lower right 
panel, the frequency distribution of EPSC amplitude. (B) Similar as A for a P5 principal neuron, 
illustrating the appearance of a separate population of large EPSPs and EPSCs. Bars as in A. 
(C) The averaged cumulative distributions of the maximal rate of rise of all EPSPs (dotted line) 
and the AP-triggering EPSP (EPSP0, line) at the different ages (color-coded). A population of 
large EPSPs (>5 V/s) emerges during development. Colours correspond to the age as in D. (D) 
The frequency of large EPSPs (>5 V/s) against postnatal day. (E) Truncated averaged cumulative 
distributions of the EPSC amplitude of different postnatal days (color-coded). Similar to C, 
large inputs (>100 pA) appeared during development. EPSCs were not deconvolved. Inset shows 
the entire distributions with the same range of EPSC amplitudes. (F) Developmental increase 
in the frequency of large EPSCs (>100 pA). (G) EPSC amplitudes before and after deconvolution. 
The data points are derived from a defined population of EPSCs based on either their rate 
of rise or the presence of a prespike. The deconvolution retrieved the fast peak of the EPSC, 
as shown in A and B. Circles are the large EPSCs, diamonds are the prespike-related EPSCs. 
Colours correspond to age as in D and F, orange is P6. (H) The deconvolved EPSC amplitude 
against the rate of rise of the EPSP recorded from the same principal neuron. The two measures 
correlated almost linearly. Colours as in G. Open circles are single data points, filled circles are 
averages with SEM. 
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Anecdotal evidence for multiple protocalyces

Serial electron microscopy reconstructions of principal neurons showed 

that multiple large inputs, defined operationally as inputs with an apposed 

surface area of at least 25 µm2, can form on the same principal neuron during 

development [136]. Their relative physiological impact on the principal neuron 

is still largely unknown. In principle, whole-cell recordings do not allow to 

unambiguously identify the inputs from different axons. However, in a total of 

three cells electrophysiological evidence for the presence of multiple large inputs 

was obtained.

In one P3 and in one P4 whole-cell recording (2 out of 67), and in one 

P4 juxtacellular recording (1 out of 65), two types of big events could be 

distinguished based on the presence or absence of a prespike (Figure 3.5A and 

B). Single inputs should obey the refractory period, which was estimated to be 

0.9 ms in adult mice [134], but we expect it to be longer in neonatal rats. In the 

two P4 recordings we found interevent-intervals below 3 ms, with the smallest 

interval at 1.4 ms, while the smallest inter-prespike interval in any of our 

recordings was 3.3 ms (Figure 3.5C). Altogether, it seems likely that for these two 

P4 recordings the two events arose from terminals of distinct globular bushy 

cells.

In the two P4 recordings the two big events came in at preferred intervals, in 

agreement with an origin from globular bushy cells, and they co-occurred within 

a burst, and even in the same miniburst (Figure 3.5A and B). For the juxtacellular 

recording, a total of 511 prespike-related EPSPs, recorded extracellularly (eEPSP; 

41% of large eEPSPs) were detected against 721 non-prespike eEPSPs (59 % of 

large eEPSPs). To quantify their co-occurrence, the fraction of prespike-related 

eEPSPs within each burst was calculated (Figure 3.5D). It seemed that, compared 

to the predictions of a binomial distribution, prespike-related eEPSPs dominated 

in the bursts with >15 large eEPSPs while being sparse in the bursts with fewer 

large eEPSPs. Nevertheless, in 15 out of the 18 bursts with 4-6 large eEPSPs, 

at least one prespike-related eEPSP was present, indicating that the prespike-

related EPSP and the non-prespike eEPSP co-occurred regularly. In the P4 whole-

cell recording, every burst contained a prespike-related EPSP, with 39% of large 
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EPSPs being prespike-related; in the P3 whole-cell recording the prespike-related 

EPSP clearly dominated, since 337 prespike-related EPSPs were detected against 

31 large, non-prespike EPSPs (8% of large EPSPs), and these non-prespike large 

EPSPs were present in only 11 of 25 bursts. In summary, in the three cells with 

evidence for multiple large inputs, the prespike-related and non-prespike inputs 

were regularly active together, which suggests a common origin for their activity.

Based on the ultrastructural reconstructions showing multiple large somatic 

inputs [136], we expected to find prespikes for both large synapses, as the 

prespike is the electrophysiological hallmark for the presence of a calyx. 

Moreover, the size of the prespike appears to scale with the surface area of the 

axon terminal, since we observed in the juxtacellular recordings an increased 

prespike amplitude during development (not shown). Hence two major 

axosomatic synapses would be expected to result in two distinct prespike 

waveforms. However, in none of the recordings we found evidence that the 

prespikes constituted two different populations, nor did we observe inter-

prespike intervals below 3 ms. Nevertheless, for the two P4 recordings the EPSPs 

– 72 –

Neural Activity During the Formation of A Giant Auditory Synapse

3



Figure 3.5  Anecdotal evidence for multiple large inputs. (A) Juxtacellular 
recording of a P4 principal neuron with two inputs that often trigger an AP, of which one 
showed a prespike (blue triangle) and the other did not (green triangle). They were coactive 
in the same bursts (left) and in the same miniburst (right). Calibration bars indicate 2 mV, 
500 ms (left panel) and 10 ms (right panel). (B) Similar to A, but for a whole-cell recording 
of a P4 principal neuron. (C) Two examples from the P4 juxtacellular recording where 
the non-prespike-related EPSP (green) was followed within 3 ms by a prespike-related 
EPSP (blue). The yellow line indicates the inter-event interval. Bars indicate 1 mV and 1 
ms. Bottom, frequency of the inter-event intervals; orange, intervals between prespike-
related and non-prespike-related EPSPs; blue, intervals between prespike-related EPSPs. 
The shaded area depicts the intervals that might only be obtained from distinct inputs. 
(D) Fraction of prespike-related EPSPs against the total number of large EPSPs (prespike + 
non-prespike) within a single burst recorded from the P4 juxtacellular recording shown in 
A. Every diamond represents a burst. Dotted line indicates the confidence intervals based 
on the expected binomial distribution with p = number of prespike-EPSP/all large EPSPs. 
(E) Comparison of the synaptic strength of both large inputs. From the two whole-cell 
recordings (P3 and P4) examples of the non-prespike EPSP aligned on the maximal rate 
of rise (left) and of the prespike EPSP aligned on the prespike (right). In the P4 whole-cell 
recording (top panel), both kinds of EPSPs were comparable in size and ability to trigger 
APs. In contrast, in the P3 whole-cell example (bottom panel) the prespike-related EPSPs 
were bigger and reliably triggered an AP while the non-prespike EPSP only rarely did. Bars 
indicate 5 mV and 2 ms. (F) Comparison of the percentage of EPSPs that triggered an AP 
for non-prespike and prespike-related EPSPs. A single line represents a single recording; 
the P3 whole-cell recording is indicated with a blue circle, and was illustrated in E; the P4 
juxtacellular recording is shown as a green diamond, and is illustrated in A and C; the P4 
whole-cell recording is shown as a green circle, and is illustrated in B and E.

seemed of comparable size and shape as they regularly triggered postsynaptic 

APs at almost equal probability (Figure 3.5D and E). Only in the P3 whole-cell 

recording the prespike-related EPSP was clearly bigger and stronger than the 

non-prespike EPSP (Figure 3.5D and E, blue). Especially in the two P4 recordings, 

it remained unclear why a prespike was recorded for only one of the large inputs.

Intrinsic properties of the principal neuron

In the adult situation, the principal neuron responds to a calyceal AP with 

no more than a single AP. To enable its reliability and precision, the principal 

neuron needs to change its firing properties during development [16]. The 

in vivo intrinsic properties of principal neurons were investigated by whole-

cell constant-current injections (Figure 3.6A). At P5-6, even upon strong, 

depolarizing current injections, we observed only phasic firing by the principal 
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Figure 3.6  Developmental changes in postsynaptic action potentials. (A) Left, 
Response of principal neurons to constant current injections at different postnatal days. 
Responses to a hyperpolarizing and two depolarizing current injections of 600 ms are shown. 
The response of the principal neuron to the smallest current injection that elicited AP firing 
is shown in grey. The yellow box indicates the first 50 ms of current injections. Right, The APs 
that were elicited at the start of the current injections are shown aligned on the peak potential. 
Colour corresponds to injected current amplitude. Bars indicate 20 mV and 50 ms in the left 
panel and 10 mV and 5 ms in the right panels. (B) The average waveforms of the AP elicited 
at the start of the current injections in the five neurons shown in A are aligned on their AP 
threshold, illustrating that the AP kinetics become faster with age. Bars indicate 10 mV and 1 
ms. Colours correspond to age as in C. (C) Developmental changes in first interspike interval 
(ISI). Around P5 the neurons typically fired only a single AP. (D) Developmental changes in AP 
half width. (E) Relation between average number of APs elicited within the first 50 ms of the 
current injection (yellow box in A) and strength of current injection. Every line represents an 
average count of a single recorded neuron; the age is color-coded as in C. (F) Developmental 
change in maximal rate of rise of the AP. Open circles in C, D and F are single data points, 
filled circles are averages with SEM. 
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neurons. In contrast, at P2-3, all neurons fired multiple APs in response 

to current injections (Figure 3.6A and E). The first interspike interval (ISI) 

shortened (Figure 3.6B and C; P2: 16.8 ± 1.6 ms, P3: 12.6 ± 1.1 ms, P4: 11.4 ± 0.9 ms, 

P5: 8.9 ± 1.8 ms; F4,11 = 4.7, p = 0.02), the AP half width was reduced (Figure 3.6D; 

P2: 1.40 ± 0.23 ms, P3: 1.18 ± 0.08 ms, P4: 0.97 ± 0.06 ms, P5: 0.76 ± 0.04 ms, P6: 

0.60 ± 0.02 ms; F4,22 = 16, p = 3 10-6), and the maximal rate of rise of the first AP 

increased during development (Figure 3.6F; P2: 62 ± 25 V/s, P3: 70 ± 10 V/s, P4: 95 

± 11 V/s, P5: 101 ± 15 V/s, P6: 117 ± 6 V/s; F4,22 = 2.9, p = 0.045) [60, 156]; these values 

may be underestimations because of high series resistances. Although the shape 

of the evoked first AP was quite similar within a principal neuron (Figure 3.6A), 

the AP waveform was highly variable during spontaneous activity. The APs 

showed considerable amplitude depression and broadening within minibursts 

(Figure 3.3D and Figure 3.6A), to which the synaptic conductances, inactivation 

of Na+ channels and activation of K+ channels may contribute. The minimal 

current needed for AP generation significantly increased with age (Figure 3.6E; 

P2: 90 ± 20 pA, P3: 300 ± 40 pA, P4: 230 ± 30 pA, P5: 420 ± 30 pA, P6: 430 ± 50 

pA, F4,22 = 9.6, p = 0.0001), indicating a developmental decrease in the intrinsic 

excitability of the principal neuron.

The passive properties of the principal neuron were estimated from 5 mV 

hyperpolarizing voltage steps from the holding potential of -70 mV, as detailed 

in the Methods. Its membrane capacitance remained relatively stable (P2: 47.0 

± 1.2 pF, P3: 48.0 ± 1.3 pF, P4: 49.5 ± 1.4 pF, P5: 49.9 ± 2.5 pF, P6: 47.9 ± 2.8 pF), in 

contrast to a developmental decline in membrane resistance (Fig. 9E; P2: 279 ± 

16 MΩ, P3: 238 ± 17 MΩ, P4: 174 ± 9 MΩ, P5: 172 ± 17 MΩ, P6: 155 ± 27 MΩ, F4,55 

= 9.3, p = 8 10-6). In adult mice a membrane resistance of about 80 MΩ has been 

reported in vivo [134], suggesting that the membrane resistance will continue to 

decline further [200]. We conclude that even though, in agreement with previous 

reports, we did find that the excitability of the principal neuron decreased 

during development, surprisingly, the in vivo membrane resistance was at most 

half of the membrane resistance determined in neonatal slices [60, 97].
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Matching of excitability and size of synaptic inputs

We next investigated to what extent the size of its largest synaptic inputs was 

matched with the intrinsic excitability of a principal neuron in the neurons in 

which both were recorded. First, we calculated the steady-state potentials as the 

Figure 3.7  Matching of 
excitability and synaptic inputs of 
principal neurons. (A) Membrane 
potential during constant-current 
injections in a principal neuron from 
a P2 (left) and a P5 (right) rat pup. 
Displayed constant-current injection 
responses start at -120 pA; blue, 
multiples of 60 pA; black, multiples 
of 20 pA. Bars indicate 20 mV and 
100 ms. (B) Corresponding I-V curves 
that were derived from the last 100 
ms of the constant-current injection 
(yellow box in A). The steady-state 
membrane potentials between -50 
mV and -45 mV were fitted and the 
slope of the fitted line (red dotted 
line) gave the steady-state membrane 
resistance around AP threshold for 
both neurons. (C) The average rate 
of rise of large EPSPs (>5 V/s) against 
the membrane resistance around 
AP threshold. (D) The deconvolved 
amplitude of large EPSCs (>0.5 nA) 
against the membrane resistance 
around AP threshold. For C-D: dotted 
line correspond to a linear fit; Black, 
blue, green, magenta and orange 
correspond to P2, P3, P4, P5 and P6, 
respectively; every point corresponds 
to a single neuron.
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median of the last 100 ms of the constant-current injections and plotted the I-V 

curve (Figure 3.7A and B). The slope resistance decreased both at depolarized 

and at hyperpolarized potentials, similar to previous findings [201], probably 

owing to the activation of hyperpolarization-activated cation channels (gIh) and 

low-threshold K+-channels (gLTK) at hyperpolarized and depolarized potentials, 

respectively. We fitted the I-V curve between -50 and -45 mV with a straight line 

to measure the membrane resistance around AP threshold (Figure 3.7B). The 

membrane resistance around AP threshold significantly correlated inversely to 

the largest EPSP (-0.38 ± 0.09 µV s-1 Ω-1, t18 = -4.0, p = 0.001, r = -0.68; Figure 

3.7C) and the largest deconvolved EPSC (-0.04 ± 0.01 nA/MΩ, t23 = -3.7, p = 0.001, 

r = -0.61; Figure 3.7D). Although we cannot exclude the possibility of age as a 

confounding factor, this suggests that postsynaptic intrinsic excitability and size 

of synaptic inputs are homeostatically matched.

Figure 3.8  Hodgkin-Huxley 
model fit of voltage-dependent 
changes in membrane resistance. (A) 
Relation between steady-state membrane 
potentials against the injected current 
of five principal neurons. Broken lines 
show results of HH-model fit. Individual 
points show averages from multiple 
current-injections of a single cell; see B 
for colour lookup. (B) Developmental 
changes in fitted gIh. Individual data 
points represent cells for which gIh 
made a significant contribution to the 
fit. (C) Developmental changes in fitted 
gLTK. (D) Relation between the minimal 
injected current needed for AP firing and 
fitted gleak. Only cells in which the leak 
conductance significantly contributed to 
the fit are displayed. (E) Relation between 
the minimal injected current for AP firing 
and fitted gLTK. For B and C, open circles 
represent a single neuron, filled circles 
averages with SEM. For D and E, circles 
represent single neurons.
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A Hodgkin-Huxley-like model captures 

	 the development of principal neurons in vivo

The observed, large developmental changes in intrinsic properties appeared to 

involve several different types of ion channels. To understand their contribution 

to the developmental changes in the way APs were triggered, we constructed 

a Hodgkin-Huxley-like model (HH-model) for the principal neuron. This 

model neuron contained five conductances: a leak conductance gleak, gIh, gLTK, 

a high-threshold potassium conductance gHTK, and a sodium conductance gNa. 

Their gating kinetics were based on previous models for the principal neuron 

of the MNTB ([187, 198]; see Methods), and were kept constant throughout 

development. Their maximal conductances were estimated for the different ages 

based on the steady-state potentials of the in vivo constant-current injections 

(Figure 3.7A and B), and subsequently fitted by HH-models to find the minimal 

HH-model that could account for them (Figure 3.8A). After the passive model, 

which contained a leak conductance gleak and its reversal potential, was fitted, 

the improvement of the fit by the addition of gLTK or gIh was tested for each cell 

individually. For all recordings, the addition of gLTK significantly improved the 

fit compared to the passive model (range of explained sums-of-squares: 17-87%); 

for 22 out of 27 recordings gIh contributed significantly (9 – 60%) and for one 

additional recording gIh was included as it almost reached significance (5% 

contribution; p = 0.1). To test the passive component of the model, the gleak + 

gLTK + gIh model was compared against the gLTK + gIh model, and for 20 out of 27 

recordings gleak significantly improved the fit (9 – 89%); the fitted leak reversal 

potentials showed a developmental trend from -62 ± 5 mV at P2 to -87 ± 9 mV at 

P5, but this trend was not statistically significant (F4,15 = 2.2, p = 0.13). The fitted 

reversal potentials were compatible with a dominant role for K+ channels in this 

leak conductance [186]. 

It was previously shown that the expression of low-threshold potassium 

channels in the MNTB increases during development [60, 184]. Our fit results 

showed an increase of all three conductances during development, but only for 

gLTK the developmental trend was statistically significant (Figure 3.8B and C; 

P2: 13 ± 2 nS, P3: 16 ± 6 nS, P4: 28 ± 3 nS, P5: 47 ± 11 nS, P6: 64 ± 8 nS, F4,22 = 6.9, 

p = 0.0009). Low-threshold potassium channels start to open at depolarized 
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potentials, thereby increasing the current needed to elicit an AP (IAPthr). Indeed, 

gLTK correlated with the IAPthr obtained from the same neuron (Figure 3.8E; 3.4 

± 0.8 pA/nS vs. 0 pA/ns, t23 = 4.5, Bonferroni-corrected p = 0.0005, r = 0.7) and 

similarly gleak significantly raised IAPthr (Figure 3.8D; 22 ± 5 pA/nS vs. 0 pA/

Figure 3.9  The Hodgkin-Huxley model reproduced the in vivo intrinsic 
properties of the principal neuron. (A) Simulations for current injections using the 
standard model neuron for P2 (top), P4 (middle), and P6 (bottom). The first simulated 
current injection was at -200 pA; grey steps are incremental current injections of Δ20 
pA; black steps of Δ100 pA. Calibration bars indicate 25 mV and 100 ms. (B) Bars, the 
developmental changes in membrane resistance according to the simulations, which 
were calculated from the steady-state conductances at -70 mV to -75 mV. Circles, average 
in vivo membrane resistance with SEM. (C) Average simulated AP waveforms of the 
first current-injection elicited APs reveal similar developmental changes as in vivo (cf. 
Figure 3.6B). Calibration bars indicate 10 mV and 2 ms; colours correspond to age as in B. 
(D) Comparison of measured (filled circles) and simulated (bars) AP half widths shows 
similar developmental shortening. (E) As D, except maximal rate of rise of the AP.  
(F) Relation between gNa and gLTK and the minimum current injection needed to elicit 
an AP. Colours correspond to injected current. (G) Relation between gNa and gLTK and AP 
frequency or number of evoked APs per 400 ms; gleak, gHTK and gIh were kept constant at 
2.5 nS, 100 nS and 25 nS, respectively. Colours correspond to AP count; the blue plateau 
indicates one AP.
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ns, t23 = 4.6, Bonferroni-corrected p = 0.0004, r = 0.8), even when controlling 

for the effect of gLTK (F2,24 = 21.8, p = 9 10-5). We therefore conclude that the 

developmental increase in gLTK and gleak significantly reduced the excitability of 

the postsynaptic neuron.

Next, the overall impact of the fitted conductances on the principal cell 

properties was assessed. We simulated the response of the model neuron to 

constant-current injections (Figure 3.9A) using parameters based on the average 

HH-model fits at the different ages (standard model neuron; Table 3.3). The 

values for gNa and gHTK were increased to replicate the developmental change in 

AP properties measured in vivo (Figure 3.9C-E) [60, 156, 159]. With the resulting 

set of parameters, the standard model neurons reproduced the developmental 

switch from continuous to single AP firing (Figure 3.9A), and had a similar 

membrane resistance as the in vivo recordings (Figure 3.9B). Interestingly, gLTK 

strongly affected the spiking behaviour of the standard model neurons. The 

increase in gLTK elevated the minimal current needed to elicit an AP (Figure 

3.9F) and gave simulated IAPthr values similar to the IAPthr measured in vivo (cf. 

Figure 3.8F). In response to constant-current injection, the P2 standard model 

neuron intrinsically fired at miniburst frequencies; gLTK could restrict AP firing 

to a single AP or could even silence the model neuron if the sodium conductance 

was sufficiently low (Figure 3.9G). The switch from single AP to tonic firing 

followed the ratio 1:10 for gLTK:gNa, although the exact ratio also depended on the 

other conductances. Comparing the fitted gLTK values for the individual neurons 

with our simulations, our simulations predicted that the principal neuron would 

likely switch to phasic firing at P4-5 (Figure 3.9C), consistent with the in vivo 

response of the neurons to constant-current injections. These converging results 

suggest that our HH-model forms an adequate approximation of the in vivo 

developmental changes in the intrinsic properties of the principal neuron. 

To test how accurately we could simulate postsynaptic activity based on the 

recorded intrinsic properties of the neuron and the recorded incoming activity, 

we selected the twelve neurons for which the intrinsic properties had been 

measured and adequate VC- and CC-recordings had been obtained. The aim was 

to use the recorded EPSCs as input to a model neuron with fitted conductances 
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from the recorded neuron and compare the modelled with the in vivo current 

clamp recording. We first focused on the large EPSCs (>100 pA; cf. Figure 3.4), 

and with the calculated NMDA conductance, the modelled EPSPs’ rate of rise 

approached the in vivo EPSPs’ rate of rise (r = 0.9, model/measured = 0.95 ± 0.07). 

We then selected from the twelve neurons six VC recordings – two for P4 and 

one for each of the other postnatal days – for which voltage control was relatively 

good, as judged by the paucity of clamp-escaping action currents. The full VC 

recording processed by the model neuron resulted in a modelled current-clamp 

recording with epochs of high activity with AP firing as seen in vivo, except the 

miniburst intervals were less prevalent (Figure 3.10A, C and D). 

Figure 3.10  Contribution of the 
NMDA conductance to the minibursts. 
(A) Left scheme indicates the modelling 
conditions with a P3 voltage-clamp  
recording as input for the Hodgkin-Huxley 
model (HH-model) either with or without 
the NMDA conductance with parameters 
based on the in vivo recorded neuron. 
Right, P3 voltage-clamp recording that 
was used as input for the model (bottom), 
modelled current-clamp recording without 
NMDA conductance (middle), modelled 
current-clamp recording with NMDA 
conductance (top). Calibration bars are 
1 nA (bottom), 25 mV (middle, top) and 
100 ms. (B) Representative trace from the 
in vivo current-clamp recording from the 
same neuron as in A. Calibration bars 
are 25 mV and 100 ms. (C) The fraction of 
interspike intervals <40 ms for 6 neurons 
(lines) for either the modelled values or 
the in vivo recording. (D) As C, but for 
the frequency of intervals <40 ms relative 
to the in vivo recording. Colours C and 
D correspond to age: P2 black, P3 blue, 
P4 green, P5 magenta, P6 orange; the P3 
neuron is shown in A and B. 
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A major part of the synaptic conductance is carried through NMDA receptors, 

and this conductance was calculated within the model (see Methods). To 

investigate how the NMDA conductance contributed to AP generation in our 

in vivo recordings, we simulated the same recordings again, except we left out 

gNMDA. As a consequence, the fraction of APs occurring within minibursts was 

reduced from 0.45 ± 0.03 to 0.30 ± 0.02, which was clearly lower than what was 

measured in vivo (0.55 ± 0.02; Figure 3.10C; Repeated-Measures F2,10 = 58, p = 3 

10-6, model no gNMDA vs. model with gNMDA: t5 = 4.7, Bonferroni-corrected p = 

0.01). In addition, the frequency of miniburst intervals halved in the absence of 

the NMDA conductance (Figure 3.10D; ratio of model no gNMDA vs. model with 

gNMDA: 0.45 ± 0.06). Without the NMDA conductance the ‘shoulder’-potential 

that followed the AP was less pronounced, and it seemed that in our simulations 

the shoulder-potential was extended compared to the in vivo recording (Figure 

3.10A and B). Also, the NMDA conductance did not seem to facilitate miniburst 

firing in our P5 and P6 simulations. In summary, the simulations suggest that 

the NMDA conductance makes an important contribution to the shoulder-

potential that facilitates secondary APs and miniburst firing at the younger ages.
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Contribution of developmental increases 
	 in gLTK and gleak to synaptically-triggered APs

A key difference between principal neurons at P2 and P5 was that at P2, 

APs were typically triggered by summating EPSPs, whereas at P5 APs were 

typically triggered by a single EPSP, which started close to the resting potential. 

To investigate the role of the onset membrane potential and the changes in 

voltage-dependent ion channels to the developmental changes in the minimum 

EPSP size needed to trigger an AP, we used EPSCs of different amplitude as 

input to the models representing the different ages. In the P2 standard model 

neuron even very small EPSCs could already trigger an AP from a depolarized 

onset potential, whereas in the P5 standard model neuron, much larger EPSCs 

were needed, and excitability decreased again at very depolarized membrane 

potentials (Figure 3.11A). In Figure 3.11B we systematically tested what the 

minimum EPSC size was that was needed to trigger an AP at different onset 

Figure 3.11  Dissection of the effect of the low-threshold potassium 
conductance and the leak conductance on postsynaptic firing induced by one 
or multiple EPSCs. (A) Left, P2 model output in response to a 25 pA EPSC (grey, 
bottom panel) at onset membrane potentials ranging between -45 mV (top) and -75 mV 
(bottom). Right, P5 model output in response to 400 pA EPSC. The asterisk indicates the 
most negative onset membrane potential at which an AP was detected. Note that in the 
P5 model the EPSC did not elicit an AP at the -45 mV onset membrane potential. Both 
calibration bars indicate 20 mV, 300 pA and 10 ms. Colours are added for visual aid. (B) 
Relation between the EPSC amplitude minimally needed to trigger an AP and the onset 
potential for different parameter sets, as illustrated in A. The asterisks correspond to 
the traces indicated with an asterisk in A. (C) Relation between EPSC amplitude and 
the onset potential at different gLTK-values for the P2 model (broken lines, values given 
at the top). Solid lines indicate the standard P2 and P5 model for reference. (D), as in C, 
but for gleak. (E) Three examples of EPSC trains (bottom, grey) with different frequencies 
and amplitudes and the corresponding output of the P2 model (top, black) and P5 model 
(top, magenta). Top traces start at -70 mV. Calibration bars indicate 25 mV, 500 pA and 
20 ms. (F) Relation between EPSC amplitude minimally needed to trigger an AP and the 
EPSC frequency for different parameter sets. Shaded area illustrates the frequency range 
that is unlikely to be attained by a single axon. (G) Relation between the EPSC amplitude 
minimally needed to trigger an AP and EPSC frequency at different gLTK-values for the 
P2 model (broken lines, values given at the top side). Solid lines show the standard P2 
and P5 model for reference. (H) as in G but for different gleak-values. For C, D, G and H, 
the conductance values listed on top from left to right correspond to the traces from left 
to right. For F-H, the resting membrane potential was set at -70 mV.
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membrane potentials for the standard model neurons (Table 3.3, cf. Figure 3.9). 

Large EPSCs were needed to trigger an AP at the older ages, even at depolarized 

onset potentials. In contrast, at the younger ages, small EPSCs could trigger 

an AP at depolarized potentials. To understand the relative contribution of 

gLTK and gleak to these developmental changes, we systematically varied the 

maximal conductance of gLTK and gleak within the P2 standard model neuron to 

see how they influence the relation between the membrane potential and the 

minimum EPSC needed to trigger an AP. As gLTK increased, even at depolarized 

membrane potentials large EPSCs became necessary to trigger an AP, likely due 

to the activation of gLTK at these potentials (Figure 3.11C). In contrast, whereas 

an increase in gleak also decreased excitability, at depolarized potentials small 

EPSCs could still trigger an AP (Figure 3.11D). Because of its slow kinetics, gIh 

had a similar effect as gleak (results not shown). These results suggest that all 

three conductances could decrease excitability, but that the recruitment of 

gLTK has the additional effect of strongly limiting the contribution of EPSP 

summation to AP generation at the older ages.

To test this more directly, we simulated an 0.8 s epoch of bursting activity by 

generating a train of identical synapse conductances gsyn that were based on the 

model EPSC time course (see Methods). These train simulations confirmed that 

at high frequencies even small EPSCs could trigger an AP in the P2 standard 

model neuron, but that for the P5 standard model neuron large EPSCs were 

needed (Figure 3.11E). This was confirmed in a more systematic test of the 

minimum EPSC needed to trigger an AP as a function of both EPSC amplitude 

and frequency within the train for the different age model neurons (Figure 3.11F). 

While for the P2 model neuron the EPSC frequency and amplitude showed a 

simple, inverse relation, for the P5 and P6 standard model neuron a vertical 

plateau in the amplitude-frequency relation appeared; at these settings very high 

frequencies were needed to substantially lower the EPSC size needed to trigger 

an AP. To understand the relative impact of gLTK and gleak on these changes, 

we again systematically altered their conductances within the P2 standard 

model neuron. The increase in gLTK drastically increased the frequency needed 

to trigger an AP with a small EPSC, and at increased gLTK, the vertical plateau 

appeared, suggesting that gLTK differentially changed excitability for smaller 
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and bigger EPSC amplitudes (Figure 3.11G). In contrast, gleak also affected the 

minimum frequency needed for an AP, but did so more homogeneously for all 

amplitudes. The effect of gIh was again comparable to that of gleak (not shown).

At the older ages, EPSPs decayed back to baseline faster than at the younger 

ages, among others because the increase in gleak and gIh decreased the 

membrane time constant around the resting membrane potential. Hence, at 

low frequencies, the AP threshold had to be reached with only minor pre-

depolarization (Figure 3.11E, lower panel). The minimum EPSC amplitude that 

singlehandedly could elicit AP firing corresponds to the vertical plateau– the 

region where a small decrease in EPSC amplitude demands a disproportionate 

increase in EPSC frequency to elicit an AP (compare Figure 3.11B with F, C with 

G). The vertical plateau marks the transition from a situation where a single, 

large EPSC triggers an AP without the need of substantial pre-depolarization, to 

a situation where only high-frequency bursting, which causes rapid summation, 

can activate the sodium conductance before gLTK activates substantially. With 

increasing gLTK the frequencies needed for small EPSCs to elicit an AP quickly 

rose, making it unlikely that barrages of small EPSCs during epochs of high 

activity, as recorded in vivo, would be able to “outrun” the activation of gLTK and 

elicit APs. 

With an EPSP rise time of ~3 ms within the P5 standard model neuron, at 

frequencies over 300 Hz the distinction with the single large EPSC regime blurs. 

Given that, based on our juxtacellular recordings, a single axon has a maximal 

firing frequency of ~300 Hz with maximally 6 APs, it becomes very unlikely that 

any input will independently generate a postsynaptic AP, unless the synapse is 

large, which explains the observed, increased dependency of postsynaptic firing 

on a prespike-related input in our juxtacellular recordings. We conclude that 

both gLTK and gleak decrease excitability, but that gLTK is particularly effective 

in suppressing AP generation by EPSP summation, thus biasing the principal 

neuron to progressively larger inputs.
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Discussion

We made in vivo recordings from principal neurons of the rat MNTB to study 

the developmental changes in intrinsic properties and synaptic inputs during 

the first neonatal week, the period when the calyx of Held synapse forms. The 

main advantage of our in vivo approach was the possibility to study the MNTB 

development within an intact, spontaneously active system, which allowed us to 

record the impact of the developing calyceal synapses. Principal neurons showed 

complex bursting activity that was triggered by spontaneous inputs, consisting 

of a stable component at around 10 Hz and a faster component that became more 

prominent and accelerated during development. Postsynaptic firing became 

increasingly dependent on a prespike-associated input. Whole-cell recordings 

revealed a developmental change in the way postsynaptic APs were triggered 

by the spontaneous inputs: at P2, barrages of small EPSPs caused the neuron to 

fire multiple action potentials elicited from a plateau depolarization, while at 

P5, APs were typically triggered by a single, large EPSP. At the same time, the 

intrinsic excitability of the principal neuron changed considerably; these changes 

included a substantial increase in the conductance of the low-threshold K+-

channel, gLTK. According to HH-model simulations, this increase of gLTK reduced 

EPSP summation, thus necessitating large inputs for triggering APs. 

Developmental changes in burst firing patterns

Our juxtacellular recordings agree well with our earlier developmental 

study, for which the youngest age studied was P4 [155]. The present data show 

an increase in synaptic latencies at the youngest ages and fewer recordings 

containing prespikes. A complex bursting pattern could already be observed 

as early as P2. Its 10 Hz component, which has been associated with calcium 

spike intervals of hair cells [74], remained remarkably stable, whereas the fast 

component was slower and less pronounced at the youngest ages. At P2, APs 

were typically triggered by summating EPSPs. The prominent presence of the 10 

Hz peak already at that age, in combination with the observation that the EPSPs 

that triggered the spikes were on average larger than the other EPSPs, indicates 

that already well before the calyx develops, relatively large inputs at ~100 ms 

intervals play a key role in triggering action potentials in the principal neurons. 

The miniburst component did show developmental shortening. Multiple 
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mechanisms may contribute to this. At these young ages, burst generation in 

the cochlea is just starting to occur and the maximal instantaneous firing rate 

in the auditory nerve is still <100 Hz [75, 202]. The maturation of the modified 

endbulb of Held synapse may precede that of the calyx of Held synapse, but 

is still far from mature at P2-3 [59]. Interestingly, however, no developmental 

shortening was observed for the miniburst prespike intervals, and these intervals 

were shorter than of their postsynaptic counterparts. This indicates that 

developmental processes within the MNTB can also make a clear contribution to 

the developmental shortening of miniburst intervals of the principal neurons. 

In the two cases in which we distinguished multiple large inputs by the 

presence or absence of a prespike, their activity was strongly correlated and 

their co-occurrence extended to single minibursts, suggesting convergence 

of temporally coactive axons. Little is currently known about the spatial 

organization of pre-hearing spontaneous activity within the auditory brainstem, 

but these recordings thus provide anecdotal evidence that neurons wiring 

together may tend to fire together.

Developmental changes in inputs

In a relatively short period, we observed the emergence of large inputs that 

could trigger an action potential by themselves. These large inputs often were 

associated with prespikes, and thus can be expected to occupy a large portion 

of the postsynaptic somatic surface. An important, unresolved question 

regarding the development of the calyx of Held synapse is to what extent there is 

competition between large inputs for somatic space. In P2-6 mice, ultrastructural 

reconstructions of principal neurons and their axosomatic synapses indicated 

that 25/119 principal neurons were innervated by multiple large axosomatic 

terminals [136]. In another study, 7/101 neurons from P7-15 mice showed evidence 

for multiple large inputs (>440 pA) [138]. In contrast, we found evidence for the 

presence of multiple large inputs, here defined as inputs >5 V/s or 100 pA (~500 

pA after deconvolution), in only 3/132 recordings. In each case one input was 

preceded by a prespike while the other was not. We did not find evidence for 

the presence of prespikes with different size, which would be evidence for the 

presence of multiple, large somatic inputs. As disparate as these studies are, the 

difference seems substantial, and might be explained by a species difference, a 
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bias against recording from cells with multiple large somatic inputs, the presence 

of large somatic terminals firing infrequently or having small impact, or large 

inputs with very similar characteristics. Even though our data are compatible 

with the view that the presence of multiple protocalyces is a rare phenomenon, 

without a detailed structure-function analysis of nascent calyces it is currently 

not possible to resolve the apparent discrepancies with earlier studies. In the 

next chapter we will return to this issue. 

Model limitations

We used an HH-model to infer the relative importance of developmental 

changes in intrinsic properties for the excitability of the principal neurons. A 

limitation of our model was that we assumed a single compartment, whereas our 

stainings revealed extensive dendrites and an axon. As the dendrites and axons 

charge slowly, the capacitive load becomes time dependent. Our capacitance 

estimates were based on the first 10 ms of a 5 mV-step and were about 50 pF, 

which still represents an underestimation of the postsynaptic capacitance owing 

to limited spatial clamp. However, other reported MNTB models used 10-20 pF, 

which better approximates the somatic capacitance [187, 198], indicating that 

our capacitance measurements included non-somatic membrane. Although we 

corrected for the dendritic capacitance (see Methods), the model results are 

sensitive to the chosen value. Another limitation of our simulations is that the 

synaptic conductances were obtained from VC recordings at -80 mV, where 

the NMDA component will be minimal, while it is known to be quite large at 

neonatal ages in the principal neurons [137, 156]. As the NMDA component is 

rather slow, it is the NMDA conductance that will be most sensitive to the size 

of the dendritic capacitance. Lastly, slow voltage-dependent conductances that 

affect the AP, additional activity-dependent conductances, and short-term 

synaptic depression were not included in our model [155, 203-205]. Any deviation 

will alter the outcome of the simulations for long periods of activity. Therefore, 

the simulations might be fairly reliable for short periods, such as EPSPs or 

current injections, but will be less reliable when modelling seconds of high 

synaptic activity, as recorded in vivo. 

– 88 –

Neural Activity During the Formation of A Giant Auditory Synapse

3



Developmental changes in excitability

We observed a large developmental decrease in the excitability of the principal 

neurons, which was due to among others a decrease in their resting membrane 

resistance and an increase in low-threshold K+-channels. The developmental 

decrease in the membrane resistance was in agreement with earlier slice studies 

in the MNTB [60, 97], in other auditory synapses [59, 188, 206] or in other brain 

areas [207, 208]. The absolute size of the membrane resistance, however, was 

only half of the ex vivo value. Apart from the absence of spontaneous presynaptic 

activity ex vivo, possible factors explaining this difference include a difference 

in the composition of the external medium, e.g. a higher neurotransmitter 

concentration in vivo, and the cutting of dendritic branches or the axon during 

slicing, as suggested by the lower membrane capacitance reported in slices [97]. 

The membrane resistance was highest close to the resting membrane potential. 

In the depolarizing direction we found evidence for a developmental increase 

in the conductance of low-threshold K+-channels. Based on the HH-model fits, 

gLTK increased four-fold between P2 and P6. The reported changes in the HH-

model conductances are to be considered as approximate values, since they 

were measured indirectly and were not pharmacologically confirmed; we also 

assumed that gating kinetics were constant during development, which may not 

be correct [209]. There are, however, several arguments that the increase in gLTK 

is real. Every principal neuron at P2 fired repetitively and at P5-6 most neurons 

fired only a single AP. Our model reproduced the essential role of gLTK in this 

change [60, 190, 210]. Moreover, the increase is in general agreement with the 

postnatal increase in mRNA expression for Kv1 channels in MNTB neurons [60, 

184]. A similar developmental increase in low-threshold K+-channels has also 

been observed at other auditory synapses [188, 206]. The alternative possibility 

that this change was due to a very large increase in gHTK seems highly unlikely, 

since this would have a major negative impact on the principal neuron’s ability to 

fire APs.

By being located at the initial segment, the Kv1 channels are in an optimal 

position to control AP generation [190]. Following the increased expression of 

low-threshold K+-channels, the neurons become dependent on a large input, 

which had to be sufficiently fast to “outrun” the activation of the Kv1 channels. In 
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this respect they have a similar function as in fast-spiking cortical interneurons 

[211]. Our simulations also allowed to delineate the different role of leak channels 

and low-threshold K+-channels: both decreased excitability, but low-threshold 

K+-channels were especially effective in preventing EPSP summation, thus 

effectively restricting AP generation to large inputs. 

Despite the increase in K+-channels, no clear developmental hyperpolarization 

of the resting membrane potential was observed, in contrast to the situation at 

many other synapses [212-215]. Possibly, a concomitant change in the expression 

of Ih [216] or in other channels or transporters that are active at rest [168, 186] 

limited the impact of the K+ channels on the resting membrane potential. 

Plateau potentials

During high-frequency bursting, MNTB neurons demonstrated a plateau 

depolarization in vivo. Plateau depolarizations have also been observed during 

high-frequency calyceal stimulation in slice recordings, and were shown to 

be NMDA-dependent [217-219] and attenuated by presynaptic activation of 

adrenergic receptors [218]. Our simulations in which we used the recorded 

voltage-clamp activity as input to the HH-model were in agreement with an 

important role for NMDAR activity, even though for definitive confirmation 

pharmacological blockage would be needed. These plateau potentials are also 

commonly observed in the developing neocortex , where they may play an 

important role in network oscillations and synaptic maturation [220]. One 

possible function of these plateau potentials might be to activate L-type Ca2+ 

channels [221], which are an important source for postsynaptic Ca2+ entry 

[222], and are known to be important for survival of MNTB neurons [123, 223, 

224]. Calcium channels have a rather uniform distribution on the postsynaptic 

soma of principal neurons and can therefore substantially raise nuclear Ca2+ 

concentrations owing to the eccentric location of the nucleus [222], which 

is often away from the calyx synapse [225]; the nuclear Ca2+ increases may 

play an important role in synaptic development and neuronal survival [226]. 

The developmental increase in low-threshold potassium channels can limit 

the impact of plateau potentials [227], and, together with the developmental 

downregulation of NMDA channels [156, 199, 219], can be expected to restrict the 

options for large changes in the synaptic makeup of principal neurons. 
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Relation between innervation and excitability

We did not observe any cells with a very clear mismatch between excitability 

and size of the inputs. Cells with high excitability had small inputs and 

cells with low excitability received large inputs. This suggests a temporal, 

homeostatic matching between protocalyx formation and the reduction of the 

excitability of principal neurons, and raises the question how this matching 

is accomplished [209, 228, 229]. Several transcription factors have recently 

been identified that can regulate Kv1 expression [230-232]. Interestingly, one of 

them, the transcription factor Er81, is activity-dependent [232], suggesting one 

way in which the morphological and electrophysiological changes might be 

coupled. Two transcription factors in Drosophila, Islet and Lim3, together control 

both Shaker, the Drosophila homologue of Kv1, and several genes related to 

synaptogenesis, suggesting a second way in which excitability and connectivity 

might be coupled. Thirdly, the transcription factor Cux1 controls Kv1 expression 

levels, and it has been suggested that the resulting changes in excitability may 

also influence synaptic innervation [231]. In addition, the contribution of Kv1 

might be fine-tuned by activity-dependent, post-translational modifications, 

leading to changes in gating kinetics or protein trafficking (reviewed by [191, 

233]). Thus, there are several ways in which changes in synaptic inputs and 

postsynaptic excitability might be coupled [102, 229, 234-237]. Elucidation of 

the homeostatic mechanisms that ensure that the activity patterns that are 

generated at the cochlea are propagated to more central structures even though 

there are major changes in the strength of synaptic connections will require a 

combination of molecular, anatomical and functional studies.
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Abstract

The calyx of Held synapse is among the best studied synapses of the central 

nervous system owing to its giant size. During development, the synapse 

evolves from a classical connection with small boutons to a giant, axosomatic 

synapse. In accordance with a role for synaptic competition, anecdotal evidence 

suggests that multiple calyces can form on a principal neuron. However, the 

impact of the presence of multiple calyces is still unclear, and, more generally, 

the relation between calyceal shape and strength has not yet been studied in 

vivo. We combined in vivo whole-cell recordings of principal neurons of the 

medial nucleus of the trapezoid body (MNTB) while stimulating their afferent 

axons, with post-hoc subdiffraction imaging of immuno-labeled terminals. This 

approach identified multiple inputs of a principal cell. During development the 

strongest input became stronger while the second strongest did not change, 

which is not in agreement with a prominent role for giant-synapse competition. 

Strong inputs associated with a prespike, the hallmark of the presence of a 

giant terminal, were similar to other strong inputs. With immunolabeling we 

showed that the active zone protein Piccolo is present in the developing calyx 

of Held. The size of the terminals labeled for Piccolo and vesicular glutamate 

transporters (VGluT), and the rat’s postnatal age generally predicted the strength 

of the strongest input in vivo well. Only for cells with a large VGluT cluster we 

recorded a prespike, but we report two exceptions where a large terminal was 

present without an apparent prespike in the recording. Together, our data are in 

agreement with a model in which one input grows rapidly and becomes the calyx 

of Held, followed by a much slower retraction of the other inputs.

Introduction

The synapse is a fundamental building block of the brain with an immense 

diversity in morphology and strength. Most terminals have a diameter of 

only about 1 μm, forming a single synaptic contact on a dendrite. In contrast, 

some synaptic terminals are >10 μm, containing >100 release sites [238]. The 

large size of some of these synapses facilitates the study of their biophysical 

properties. An example is the calyx of Held synapse in the auditory brainstem, 

which has become a model synapse to understand synaptic transmission, and 
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is arguably the best studied synapse of the central nervous system [16]. Its large 

size spanning ~20 μm makes the calyx one of the few terminals accessible for 

patch-clamp electrophysiology [19, 20]. Owing to the presence of hundreds of 

active zones [101, 239, 240], the calyx of Held rapidly depolarizes its postsynaptic 

neuron in the medial nucleus of the trapezoid body (MNTB) to its action 

potential threshold, thereby functioning with high fidelity as an inverting relay 

in the auditory system [16]. 

It is well established that a single globular bushy cell (GBC) can give rise to 

more than one calyx of Held [17, 18, 55, 89, 92]. The converse, to what extent 

principal neurons are innervated by more than one calyx of Held, is currently 

less clear. This question can be studied both by physiological and by anatomical 

methods. Both have their limitations, which may be responsible for some of 

the remaining uncertainties with regard to the question how the calyx of Held 

forms.

From a large set of electron microscopy (EM) reconstructions of developing 

principal neurons and nearby axons it was estimated that a single GBC axon 

contacts >20 principal neurons, and at least five different GBC axons contact 

a principal neuron [136, 137]. This indicates that the innervation of principal 

neurons by GBCs is initially divergent. The strength of these synapses undergoes 

major changes during the first postnatal days [60, 137, 153, 157], and already at 

around P5, electrophysiological studies both in vivo and in vitro and EM studies 

found that one of the connections typically outcompetes the other ones [136, 

137, 153]. Based on serial EM reconstruction it was suggested that half of the 

mouse principal neurons at some developmental stage are contacted by multiple 

calyceal synapses [60, 136]. However, strong physiological evidence for this is 

currently still lacking, since in vivo recordings of rat principal neurons showed 

evidence for the presence of multiple strong inputs in only very few cases (Figure 

3.5).

One major challenge is to identify all synapses that are functionally connected 

to the principal neuron. In slice studies there is always the uncertainty 

associated with possible cutting of inputs during the slice preparation. The 

advantage with these preparations is the possibility of pair-wise recordings, 
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either electrophysiologically or via imaging methods, of presynaptic and 

postsynaptic structures which can directly establish functional connectivity 

[20, 90]. Serial sectioning of tissue combined with EM offers the possibility of 

fully reconstructing every synapse in a restricted volume [136, 137, 241], and this 

technique has been used to reconstruct entire calyces [136, 239, 242]. However, 

it offers only an indirect estimate of the strength of synapses, and combining 

this technique with electrophysiological recordings is challenging. In contrast, 

immunolabeling of vesicular glutamate transporters (VGluT) can locate synapses 

in the MNTB [90, 92, 194] and is easy to combine with electrophysiological 

recordings. However, the high neuronal density in the MNTB precludes the 

unambiguous association of the terminal with its postsynaptic target as the 

VGluT does not signal the release site(s). Piccolo, an active zone protein [243, 

244], is abundantly present in young calyces [240]. The combination of VGluT 

and Piccolo can thus be used as an important indication for the presence of 

synaptic connectivity in the MNTB. In vivo whole-cell recordings can be used 

to record the inputs that are regularly active [134, 153], but this method does 

not offer detailed structural information about the synapses. By using in vivo 

electrophysiology and immunolabeling we sought the benefits of both. By using 

structured illumination microscopy [245] to improve the imaging resolution, 

we aimed to extend the specificity of the reconstructed synaptic morphology 

in order to open up the opportunity to relate in vivo synaptic strength to high-

resolution synapse morphology.

Here, we study the multi-innervation of principal cells within the formation 

period of the calyx of Held. By electrically stimulating the afferent axons in 

vivo we could separate multiple developing inputs based on current activation 

threshold, action potential (AP) propagation speed and synaptic strength, 

while also allowing the recording of spontaneous activity. This significantly 

increased our ability to distinguish inputs. We show that Piccolo is present in 

these developing axosomatic terminals, and thus likely identifies a synaptic 

contact. Cells that we recorded from were then immunolabeled with VGluT and 

Piccolo and the axosomatic synaptic inputs were identified. These morphological 

properties were then correlated to in vivo synaptic strength and the presence of 

a prespike. 
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Materials & Methods

Animals

All procedures conformed to the European legislation and were approved by the 

local animal ethics committee (EDC, project no. 115-14-11). Wistar dams (WU) 

were purchased from Charles River and housed within the Erasmus animal 

facility (EDC). The day of birth or finding the litter was taken as postnatal day 

(P)0. The dams had ad libitum access to food and water, and additional bedding 

and shelter material was provided for nest building.

Surgery and in vivo electrophysiology

We used a ventral approach to gain access to the auditory brainstem, as 

described previously [90, 153]. First, we searched for bursting activity with a glass 

electrode to find the presumed location of the MNTB. When bursting activity 

was found, the search pipette was retracted and a bipolar stimulation electrode 

(MicroProbes for Life Science, PI2ST30.1H10) was placed contralateral from 

the recorded MNTB, straddling the trapezoid body, as described by Crins et al. 

[155]. In initial experiments the location of the trapezoid body was visualized 

with optical coherence tomography (OCT). With this technique the axons can 

be visualized as reflective bands within the craniotomy, and the stimulation 

electrode was placed based on these images. In later experiments the placement 

of the stimulation electrode was based on the experience obtained with the 

OCT imaging. Successful placement was then assessed by measuring the field 

potential and the associated stimulation current threshold. 

Next, whole-cell recordings with biocytin (0.1-0.2 %, w/v) in the pipette solution 

were made from principal cells; to be confident that the recording was obtained 

from the same neuron as the one that was recovered with immunolabeling, 

we only patched one principal neuron per animal (n = 40 rats). Whenever a 

glia cell or non-principal cell was encountered, the pipette was retracted and 

a new pipette was used. Membrane potentials were compensated prior to the 

recordings for a liquid junction potential of -11 mV. Drift in membrane potential 

was <5 mV and remained uncorrected. Recordings were made with a MultiClamp 

700B in current-clamp mode, with the bridge resistance and pipette capacitance 

compensation on. Bridge resistance was set in the range of 20-70 MΩ and 
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pipette capacitance compensation was set in the range of 4-6 pF. Owing to the 

high series resistance the time constants of the stray capacitance (~0.3 ms) and 

of the cell (at rest ~4 ms) could not be well separated during compensation. 

We therefore tried to avoid overcompensation, possibly leading to suboptimal 

compensation settings.  Signals were low-pass filtered with a 4-pole Bessel filter 

at 10 kHz and digitized by a DigiData 1440A (Molecular Devices Co.) at 25 kHz. 

Acquisition was done with Clampex 10.2 running on a Windows XP computer. 

Stimulation intensities were manually adjusted during the experiments. First, 

we quickly assessed at which stimulation levels new excitatory postsynaptic 

potentials (EPSPs) were recruited, and at which polarity most inputs could be 

discerned. Then, stimulation intensity was lowered to the activation threshold 

of the first input, and step-wise increased over time. In some experiments the 

stimulation intensity was also stepwise reduced, and then the data were pooled. 

For every stimulation strength >30 sweeps were collected at 2 Hz. Stimulation 

current was typically below 0.4 mA to prevent damage to the axons; at high 

stimulation currents (0.3 mA or higher) antidromic APs with latencies <1 ms 

were often elicited in the principal neuron. 

After a recording from a principal neuron of the MNTB, the animal was 

deeply anesthetized and perfused with 6-10 mL of cold saline (0.9 % NaCl, w/v), 

followed by 8-10 mL of 4 % of paraformaldehyde (PFA, w/v) dissolved in 0.12 M 

phosphate-buffer (PB, pH 7.2-7.4).

Antibodies

The following primary antibodies were used: rabbit polyclonal anti-Piccolo 

(Synaptic Systems 142003; 1:1000), guinea-pig polyclonal anti-vesicular glutamate 

transporter 1 (Millipore AB5905; 1:3000) and 2 (Millipore AB2251; 1:3000). 

Secondary antibodies Alexa Fluor 488 against rabbit and Alexa Flour 645 against 

guinea pig were obtained from Jackson (1:200 or 1:400). Streptavidin-Alexa Fluor 

594 conjugate (1:000) was obtained from Thermo Fisher Scientific.

Immunolabeling procedure

Immunolabeling procedure is based on the free-floating method. After 

perfusion the brain was carefully removed from the skull, and post-fixed 

overnight at 4 °C. Then, it was left overnight in 10 % (w/v) sucrose in 0.1 M 
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PB, embedded in 10 %  (w/v) gelatin and 10 % (w/v) sucrose, and again fixed 

overnight at 4 °C in 30 % (w/v) sucrose and 10 % (w/v) formaldehyde. The brain 

was cryoprotected with 30 % (w/v) sucrose solution in 0.1 M PB for >24 hr at 4 °C. 

Coronal slices (40 μm) were made on a freezing microtome, which were collected 

in 0.1 M PB. The sections were heated for 3 hr to 80 °C in 10 mM sodium citrate 

(pH 6 at RT), washed four times for 10 min with 0.9 % (w/v) NaCl in 0.05 M PB 

(PBS). Then, the sections were pre-absorbed for 1 hr at RT with 10 % (v/v) normal 

horse serum and 10 % (v/v) Triton X-100 in PBS followed by 36-48 hr incubation 

at 4 °C with primary antibody solution containing 2 % (v/v) normal horse serum, 

0.4 % (v/v) Triton X-100 and the primary antibodies under gentle agitation. The 

slices were washed four times for 10 min in PBS at RT, and incubated for 2 hr at 

RT in the secondary antibody solution containing 2 % (v/v) normal horse serum, 

0.4 % (v/v) Triton X-100, and the secondary antibodies under gentle agitation. 

For the biocytin-filled cells the streptavidin conjugate was also added at this 

step. The slices were washed once for 10 min at RT with PBS, and incubated for 

10 min RT in 0.3 μM DAPI (D3571, Invitrogen) in 0.1 M PB. Sections were then 

washed thrice at RT with 0.1 M PB, mounted on glass coverslips with gelatin-

chroomaluin, air-dried, and closed with Mowiol solution containing 10 % (w/v) 

Mowiol 4-88, 25 % (v/v) glycerol in 0.1 M Tris-buffer (pH 8.5). Sections were kept 

at 4 °C in the dark until further use. 

Confocal and structured illumination imaging

Confocal imaging was done on a Zeiss LSM 700 microscope equipped with a 

plan-apochromat 20x, 0.75 NA and a 63x, 1.4 NA objective, and PMT detectors, 

or a Zeiss Elyra PS1 microscope which is described below. Images were acquired 

with optimized settings for laser power, detector gains and pin hole diameters. 

High-resolution images (2048x2048) were acquired with a pixel size of 0.041 

μm laterally and 0.110 μm radially to facilitate the comparison with SIM images. 

Low-resolution tile images were acquired with a lateral pixel size of 0.274 μm. 

Structured-illumination imaging was done on a Zeiss Elyra PS1 system 

equipped with 488, 561 and 642 nm, 100 mW diode lasers; fluorescence was 

acquired with a Zeiss plan-apochromat 63x, 1.4 NA objective and an Andor 

iXon DU 885 EMCCD camera (1002 x 1004 pixels). Gratings were presented at 
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5 phases and 5 rotations for every depth. Sampling resolution was set to 41 nm 

laterally and 110 nm radially. The fluorophore signals were acquired sequentially. 

Reconstructions were made with build-in algorithms using ZEN 2012 SP1 black 

(v8.1.3.484).

Electrophysiological analysis

EEPSPs were detected as described previously [153] based on an EPSP minimal 

rate of rise (>0.7 V/s) and an EPSP onset based on the second derivative. A 

period after the stimulation was defined as the period-of-interest (1.5 to 8 ms 

post-stimulation), and EPSPs that were present in this period were categorized 

as ‘evoked EPSPs’. Next, we grouped the evoked EPSPs based on stimulus 

strength, EPSP latency and EPSP rate of rise. We assumed that with increasing 

stimulation intensities previously-recruited EPSPs would still be activated. For 

consecutive stimulus intensities Welch’s t was calculated for the EPSP latency 

and rate of rise, and added together. When the summed t-value was above 6 and 

the increase of the response rate of rise was >20%, we considered the evoked 

EPSP different. We visually checked whether this difference was due to a new 

input or just a shift in activation probability of a previously-activated input. 

For a new input its rate of rise was calculated by subtracting the rates of rise 

of previously identified inputs when they were of similar latencies (±0.5 ms). 

For four recordings we found EPSPs with longer latencies (Figure 4.1C), and 

for these recordings the Welch’s t was calculated but restricted to a latency 

domain defined by the experimenter. For the example in Figure 4.1C this was 1-3 

ms. Lastly, the rate of rise associated with the new input was checked against 

the spontaneously-occurring EPSP rates of rise, and the defined input was 

only accepted if a spontaneous EPSP with a similar rate of rise also occurred. 

In addition to the inputs identified with evoked EPSPs, we identified inputs 

in the spontaneous EPSPs. By comparing the distribution of EPSP rates of 

rise of all detected EPSPs in a recording with the evoked EPSPs, we could 

sometimes identify additional larger inputs (8 large inputs in 8 cells). Within the 

spontaneous EPSPs, many were of a small size 0.7-2 V/s and inputs were hard to 

identify. If small EPSPs were not evoked, we visually selecting peaks from the 

histogram of the EPSP rate of rise (Figure 1C-D) to define these weaker inputs, 

and added the inputs to the dataset to acknowledge that they are there. However, 
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the occurrence of weak inputs is likely underestimated due to the lack of good 

demarcations.

Image analysis

For the confocal images in Figure 4.4C and D local background was reduced by 

median subtraction with a filter radius of 5 μm. For Figure 4.4E and Figure 4.5, 

image segmentation was performed as follows. The raw signal of the biocytin-

labeling was binarized with a threshold obtained per z-slice with the algorithm 

‘Huang’ implemented in ImageJ 1.51r [246]. With a custom-made plugin the 

structure-of-interest (neuron, calyx) was isolated by grouping contiguous supra-

threshold pixels starting from a seed-pixel placed by the experimenter. When 

a large protrusion from the cell was unconnected, the experimenter would fill 

a few pixels (<5) to obtain a contiguous connection. The structure-of-interest 

would then be dilated for 10 pixels to include signals within a distance of 0.4 μm 

laterally and 1.1 μm radially. The raw images would then be masked for all pixels 

that were not part of the structure-of-interest. The perisomatic VGluT-labeling 

was then assigned to one of the three categories by the experimenter based on 

the somatic area that was contacted by this labeling. This could be the group 

‘small’ if no clear cluster was observed; ‘medium’ if the largest cluster covered 

only a small part of the soma, loosely corresponding to <20%; ‘large’ if the largest 

cluster clearly covered a significant part of the soma. 

All images were pseudo-colored and contrasted in ImageJ v1.5. Color gamma 

enhancement was performed with Adobe Photoshop 19.1.0. We noticed that the 

peak intensities of Piccolo and VGluT did not overlap in SIM images. From line 

profiles it became clear that Piccolo labeling did overlap with lower intensities of 

VGluT, but not their highest intensities. 

Statistical tests

Linear regression analyses against pup age were performed for the 

developmental effects. When the developmental effect was significant, the slope 

of the fit is reported; when not, the average is reported, and subsequently the 

F-statistic with the degrees of freedom, and the p-value are reported. Subsequent 

testing on the same data was Bonferroni-corrected, and is reported as ‘corrected 

p’. Effect sizes of a correlation are reported as Pearson’s r. The effect of age on the 
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correlation between VGluT cluster and the rate of rise of the strongest input was 

corrected by including age as an explanatory variable into the regression analysis 

to first test whether the resulting regression was statistically significant, followed 

by a post-hoc t-test of the slope of the ‘age’ and ‘VGluT cluster’. P-values < 0.05 

were considered statistically significant. 
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Results

Postsynaptic responses of in vivo-stimulated fibers

We made in vivo whole-cell patch clamp recordings from rat principal 

neurons in the MNTB around the time the calyx of Held synapse forms [153]. 

A bipolar stimulation electrode was placed contralaterally from the recording 

site to activate different axonal inputs based on their activation threshold 

(see Methods; Figure 4.1A). A field potential could be evoked in the MNTB, 

which has a stimulation threshold of 83 ± 19 μA (mean ± SD, n = 30 animals, 

range: 65-140 μA). In a total of 22 cells EPSPs could be evoked and with 

increasing current stimulation we typically observed either the presence of 

a large, calyceal-like input, or a more graded increase in EPSP size (Figure 

4.1B). In both cases the evoked EPSPs could reach AP threshold (n = 16 of 22 

cells). To identify the different inputs, we defined jumps in the rates of rise of 

the evoked responses, as detailed in the Methods, and we will refer to these 

jumps as inputs. A comparison of the rates of rise of the evoked EPSP with 

Figure 4.1  Responses to current stimulation of developing calycigenic 
axons. (A) Schematic drawing of the experimental approach. A bipolar stimulation 
electrode straddling the trapezoid body was positioned contralaterally from the 
recorded MNTB, and whole-cell recordings were made from principal cells of the MNTB. 
The basilar artery (rostrocaudal, thick red line) and the anterior-inferior cerebellar 
artery (mediolateral, red line) served as landmarks. Arrows indicate lateral and rostral 
direction. (B) Waterfall plots of two whole-cell recordings, sorted on stimulation 
intensity (color-coded). In the P4 example (left) a gradual increase in the evoked EPSP 
was observed, suggesting the recruitment of multiple inputs, while in the P6 example 
(right) a single, large EPSP was observed, which elicited a postsynaptic AP. Schematic 
drawing depicts the assumed synaptic innervation. Scale bars indicate 25 mV and 2 
ms. (C) Identification of synaptic inputs. Rates of rise of evoked EPSPs and stimulation 
intensity (top) or EPSP latency (middle) for the P4 example shown in B. The bottom 
graph shows the histograms of the rates of rise of evoked and spontaneous EPSPs. Arrow 
heads on top of the graph indicate the rate of rise of identified inputs. Data points in the 
top graph were horizontally scatter by <50 μA for visualization. (D) As in C for the P6 
example shown in B. (E) Cumulative distribution of latencies of all evoked EPSPs (black) 
and of large EPSPs (>10 V/s, blue). Individual cells are shown in light blue and grey. 
Large EPSPs have a shorter latency than most other EPSPs. (F) The average cumulative 
distribution of the evoked EPSP latencies grouped by age suggests a developmental 
increase in propagation speed. Age is colour-coded as shown in the legend. The number 
of principal cells are reported in the legend.
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those of the spontaneously-occurring EPSPs was used as a further check on 

the accuracy of the identified levels (Figure 4.1C-D). In 8 out of the 22 cells we 

were unable to activate the cell’s strongest input. EPSP subpopulations were 

found with typical delays of 1-3 and 4-6 ms (n = 21 cells; Figure 4.1E), as has been 

described in slice studies [59, 137, 201]. The large EPSPs always belonged to the 

subpopulation with shorter delays (1-3 ms; Figure 4.1E). On average the EPSP 

latencies became smaller during development (Figure 4.1F), suggesting that the 

different subpopulations might reflect different developmental stages among the 

calycigenic axons.

Figure 4.2  Lack of evidence 
for competition between strong 
inputs. (A) For every cell the inputs are 
incrementally sorted by their average 
EPSP rate of rise. Diamonds indicate the 
inputs that were preceded by a prespike. 
Colors indicate the ages as in B. Note the 
root scale of ordinate. (B) Cumulative 
distributions of the ratio of the second 
strongest and the strongest input for 
different ages. Legend shows the number 
of principal cell for each age. (C) The 
rate of rise of the second strongest 
input against the strongest. Markers 
correspond to individual principal cells. 
Closed markers indicate that both inputs 
were identified based on spontaneous 
activity. Line shows identity line and 
dashed line shows y=0.25x. Colors 
indicate age as in B.
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Within this developmental period the principal neuron passes through a stage 

of exuberant synaptic connectivity [136]. In addition to the 22 cells in which we 

recorded both evoked and spontaneous EPSPs, in 10 cells we recorded only the 

spontaneous activity. In total, we identified 180 putative inputs in 32 cells, 5.6 ± 

0.3 per cell (mean ± SEM). By sorting the inputs per cell incrementally based on 

their mean EPSP rate of rise, a discontinuity between 6-10 V/s is observed, which 

we used as a threshold to distinguish between weak and strong inputs (Figure 

4.2A). To have a measure of synaptic competition we calculated the ratio of the 

rates of rise of the second strongest and the strongest input (Figure 4.2B). This 

ratio became smaller during development (-0.07 ± 0.02 /day, F1,30 = 11, p = 0.002). 

A smaller ratio can signify both an increase of the strongest input rate of rise and 

a reduction of the second strongest input. We therefore plotted the two against 

each other (Figure 4.2C). Clearly, the rate of rise of the strongest input increased 

during development (4.2 ± 1.1 V s-1 day-1, F1,30 = 14, corrected p = 0.001), while 

the rate of rise of the second strongest did not change (3.7 ± 0.2 V/s, F1,30 = 2.1, 

corrected p = 0.3). The average rates of rise for inputs identified via stimulation 

or as spontaneous EPSPs were similar for both the strongest (stim.: 19 ± 3 V/s, n = 

14; spont.: 16 ± 2 V/s, n = 18) and the second strongest input (stim.: 3.9 ± 0.3 V/s, n 

= 13; spont.: 3.6 ± 0.3 V/s, n = 19), suggesting that this conclusion did not depend 

on the identification method. A previous serial EM study identified competing 

synapses by a ratio of apposed synaptic area (ASA)     5 [136]. Similarly, we can 

group the ratio of inputs as competing and non-competing with a ratio of 4 

(Figure 4.2C), perfectly separating the rates of rise of P5-8 strongest inputs 

from the ones of P2. However, the observation that the second strongest input 

does not change during development is inconsistent the presence of a form of 

competition between strong synapses in which one connection strengthens at 

the expense of other connections. We will return to this later, but first we will 

focus on the properties of strong inputs.

Strong inputs and prespikes

The calyx of Held synapse has been extensively studied in slices [16], but 

equivalent in vivo recordings have not yet been reported. In nine cells we 

could activate an input associated with an EPSP >10 V/s that could easily be 

distinguished from the other EPSPs. These inputs could be activated with a 

#
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stimulation current of 0.24 ± 0.05 mA (mean ± SEM; range 0.12 – 0.40 mA), 

although the reliability of activation was variable between pups (83 ± 7 % of 

the stimulations, mean ± SEM; range 59-100 %). The average latency of the 

input’s EPSP was 2.1 ± 0.1 ms (mean ± SEM, range 1.6 – 2.5 ms; Figure 4.3C) with 

little jitter between trials (SD/mean: 2.3 ± 0.4 %, 1.0-3.8 %). Given the distance 

500-1000 μm between the stimulation and recording electrode and a synaptic 

delay of 0.5 ms, the propagation speed would be on the order of 1 m/s. The 

AP travel time became less variable with development (jitter vs. age, r = -0.7, 

-0.5 % per day, F1,6 = 6.6, p = 0.04). In addition, a developmental decrease in 

latency (r = -0.5, -0.12 ms/day) suggests an increase in conduction speed. This 

increase is likely underestimated as we positioned the stimulation electrode as 

contralaterally as was permitted by the cranial window to be able to separate the 

stimulus artefact from the responses. These developmental changes will help to 

enable the precise timing of the calyx of Held in adult, hearing animals.

The calyx of Held-synapse can typically be identified in the postsynaptic 

recording by the presence of a prespike, a small deflection preceding the large 

EPSPs [19, 20, 134]. Prespikes can already be detected in the first postnatal week 

[153, 155]. We therefore checked every strong input for the presence of a prespike 

(Figure 4.3A). In four of four cells P5-8, six of nine cells of P4-5, and in none of 

six P2-3 cells the large EPSP was preceded by a prespike (Figure 4.3B). Hence, 

the presence of the prespike before a large EPSP was more likely at older ages (r 

= 0.7); fit with a logistic function (SSexpl = 51 %) yielded a mid-point of 3.8 ± 0.2 

days postnatally (mean ± SD) and a steepness of 0.3 ± 0.3 days, suggesting that 

within a day most strong inputs switch from not associated to being associated 

with a prespike. 

The strong inputs with and without a prespike were not remarkably different. 

The EPSPs of strong inputs in the newborn animals had an average rate of rise 

of 23 ± 2 V/s (mean ± SEM; range 13-42 V/s), but with a high variability of 24 ± 4 

% (mean CV ± SEM; range 7-38 %). The EPSP amplitude was 18 ± 1 mV (mean ± 

SEM; range 12-25 mV), but this is an underestimation as the EPSP of the strong 

input typically triggered an AP (74 ± 12 %, mean ± SEM; range 11-100 %) which 

obscured the EPSP peak. For all but one feature of the strong inputs, differences 

in the strong inputs were better explained by the postnatal age of the pup 
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than by the presence of the prespike, indicating that prespike-related strong 

inputs shared many properties with the other strong inputs (Figure 4.3C-D). 

The exception was the reliability of to trigger a postsynaptic action potential 

(r = 0.4 vs 0.1 for age and prespike; Figure 4.3E), but given the small number of 

observations it remains to be seen whether this is a real difference. While the 

prespike signals the calyx of Held, it is surprising that strong inputs without 

a prespike were so comparable to the prespike-associated strong inputs. Do 

these strong inputs arise from a calyx of Held synapse that does not generate a 

prespike? We therefore next investigated the structural presence of a calyx of 

Held as detailed in the next section.

Figure 4.3  Comparison of strong inputs with and without prespikes. (A) 
Large EPSPs of a strong input with (left; P6) and of a strong input without (right; P5) a 
prespike. EPSPs were aligned on their onset. The insets show the same traces with their 
Vm offsets subtracted. Scale bars indicate 10 mV and 1 ms, and scale bars in the inset 
indicate 0.5 mV and 0.2 ms. (B) Developmental changes in the presence of a prespike 
preceding a large EPSP. Circles indicate cells where a large EPSP was recorded. Bars 
represent age average. Blue line represents the fit of the logistic function with the values 
reported in the graph. (C-E) Comparison of strong inputs with or without a prespike. 
In C only evoked large EPSPs were analyzed. Circles indicate individual cells. Line 
represents the average and SEM.
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The active zone protein Piccolo in the neonatal auditory brainstem

The synaptic innervation of principal cells undergoes a dramatic change 

within the first postnatal week in rodents, from small en passant boutons 

to a giant axosomatic terminal. While VGluT labeling reliably labels the 

presynaptic terminals throughout the developmental period [90], it does 

Figure 4.4  Developmental expression of Piccolo in the MNTB.  
(A) Fluorescent labeling of Piccolo (green), VGluT (magenta) and DAPI (blue) in the 
SOC of a P4 rat. Midline is indicated with a white line. Auditory nuclei are delineated 
with dashed lines. (B) Higher magnification of the grey box in A showing principal 
cells of the MNTB with large perisomatic clusters of VGluT and Piccolo. (C) A P2 and P5 
principal cell with fluorescent labeling of VGluT, Piccolo, and VGluT + Piccolo + DAPI 
with confocal microscopy. (D) Comparison of confocal microscopy and structured-
illumination microscopy (SIM) of perisomatic clusters of Piccolo and VGluT of the P2 
principal cell shown in C (top), and of the P5 principal cell shown in C (bottom). (E) 
SIM image of a P5 biocytin-filled calyx (top, blue) with VGluT and Piccolo, and revealed 
active zone-like structures in the Piccolo labeling (bottom). Non-calyceal labeling was 
masked. Scale bars indicate 200 μm in A, 15 μm in B, 10 μm in C, 2 μm in D, and 10 
and 1 μm in E. Images in C and D were background-subtracted. Abbreviations: LSO, 
lateral superior olive; MNTB, medial nucleus of the trapezoid body; P, postnatal; SIM, 
structured-illumination microscopy; SOC, superior olivary complex; SPON, superior 
periolivary nucleus; VGluT, vesicular glutamate transporter 1 and 2; VNTB, ventral 
nucleus of the trapezoid body.

– 108 –

Neural Activity During the Formation of A Giant Auditory Synapse

4



not indicate release sites. We therefore tested whether Piccolo could be used 

to visualize the release face of terminals within this developmental period. 

Already at P3-4 Piccolo labeling was found throughout the superior olivary 

complex (SOC) in all auditory nuclei (n = 8 rats; Figure 4.4A). Although the 

labeling was not particularly strong in the MNTB, it clearly co-labeled large 

perisomatic structures with VGluT (Figure 4.4B). Even at P2 the Piccolo 

labeling could delineate an edge of the larger VGluT-clusters (Figure 4.4C, n = 

2 of 5 P2 animals). Piccolo puncta were also found outside the somatic regions 

of the MNTB, and occasionally a Piccolo punctum was found in the soma of 

the principal cells (Figure 4.4C). Generally, the Piccolo edges appeared to be 

composed of individual spots which were close to diffraction-limit (Figure 4.4C-

D). We turned to structured-illumination microscopy [245], which revealed that 

Piccolo clusters in the confocal microscopy were indeed composed of multiple 

spots (Figure 4.4D). These spots were also found in biocytin-filled calyces, 

indicating that Piccolo is present in the active zones of the calyx of Held at P5 (n 

= 11 of 12 calyces; Figure 4.4E). Piccolo thus identifies the release face of synapses 

and thereby helps to identify the target of VGluT-positive structures, especially 

for the axosomatic terminals for which the shape of the soma can be inferred 

(Figure 4.4C-D). However, terminals on dendrites could not be related to the 

correct postsynaptic neuron in the absence of a good postsynaptic marker. 

Structure-function relation of the neonatal calyx of Held synapse

From the 32 recorded cells we recovered 20 cells with immunolabeling. In 

these 20 cells we compared the presence of prespikes and strong inputs with the 

somatic VGluT clusters. The VGluT clusters were divided in three groups: small 

puncta, medium-size clusters covering less than 20% of the somatic area, and 

large clusters covering more than 20% (Figure 4.5A). This threshold corresponds 

to lower values reported for calyceal endings in neonatal mice [137], and is half 

or even less than half of the coverage found for older calyces [101, 239]. Every 

recovered cell was assigned to one of these categories. As expected, large VGluT 

clusters were more often observed at the older ages (Figure 4.5B). Moreover, 

the VGluT category assignment correlated with the rate of rise of the strongest 

input (r = 0.7; Figure 4.5C). This correlation remained significant when we 

statistically correct for age (cluster difference: 5.9 ± 1.8 V/s, t17 = 3.3, corrected 
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p = 0.005; age effect: 4.2 ± 1.5 V s-1 day-1, t17 = 2.8, corrected p = 0.01). There is a 

developmental increase in the rate of rise of the strongest input over and above 

the increase in VGluT cluster type. The VGluT category was a good indicator of 

synaptic strength of the strongest input, but additional factors must also play an 

important role, since inputs with a rate of rise of ~13 V/s could be found within 

all three VGluT categories (Figure 4.5C). 

The presence of a prespike clearly depends on the size of the synapse, since 

prespikes were never observed for small or medium VGluT clusters (n = 0 of 

13 cells; Figure 4.5C). Only terminals with large VGluT clusters gave rise to 

Figure 4.5  Synaptic morphology correlates with in vivo responses. (A) Three 
principal somata immunolabeled for biocytin (blue), VGluT (magenta) and Piccolo 
(green). From left to right the examples represent the category with ‘small’ clusters, 
‘medium’ clusters and a ‘large’ cluster, respectively. Surrounding labeling is masked 
for visualization. (B) Relative frequency of cells belonging to VGluT categories during 
development. Numbers on top indicate numbers of cells per group. (C) Structure-
function correlation of the strongest input and the VGluT category of the cell. Colors 
indicate age as in previous figures. Diamonds indicate the cells with a prespike, and 
closed markers correspond to the examples illustrated in A.
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a prespike (n = 5 of 7 cells), but we also observed two cells in P3-4 animals 

with a large terminal and they lacked a measurable prespike. Both terminals 

clearly covered a significant area on the postsynaptic neuron and therefore 

undoubtedly belonged to the ‘large’ category (see right panel of Figure 4.5A 

for the P3 example). As the two synapses were also the youngest in the large 

VGluT category (P3 and P4 against 2 P4, 1 P5, 1 P6 and 1 P7), the lack of a prespike 

might be related to the immaturity of the presynaptic terminal. These anecdotal 

observations show that the absence of a prespike does not mean the absence of a 

large terminal. 

Discussion

In this study we combined in vivo electrophysiology with immunolabeling of 

the developing calyx of Held synapse. With electrical stimulation we were able 

to identify multiple inputs of a single principal neuron. Typically, increasing 

stimulation levels showed either a graded increase or a single, large jump in 

the response rate of rise. The strongest inputs showed overall a shorter latency. 

Within a cell, the strongest input was typically more than twice as strong as 

the other ones, and this difference increased during development, with little 

change in the second strongest input. We found that the presence of a prespike 

becomes more likely during development, but that otherwise strong inputs with 

and without a prespike are similar. We showed that in the first postnatal weak 

Piccolo is present in the SOC and in the neonatal calyceal terminals, which 

aided in identifying the postsynaptic target of a terminal. VGluT/Piccolo clusters 

were found perisomatically and the size of the VGluT cluster correlated with 

the strength of the strongest input in vivo. Neurons with a prespike had a large 

VGluT-cluster, but the reverse was not necessarily true.  

Limitations

To identify inputs we used their minimal activation threshold, their latency 

and the distribution of spontaneous EPSP sizes. On average, we identified 5.6 

inputs per cell. For comparison, prior to synaptic elimination 5-12 axons connect 

to a principal neuron in EM studies [137]. The maximal stimulation current 

that could be used to activate afferent axons was limited by the threshold 

for direct postsynaptic activation, as this obscured any synaptic inputs. This 
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could still happen even though we used bipolar stimulation electrodes, placed 

contralaterally from the recorded neuron. Preferably, the stimulation electrode is 

placed at the midline where all calycigenic axons converge ventrally. However, to 

avoid postsynaptic activation we placed the stimulation electrode more laterally. 

This location may have led to preferential activation of the axon bundles that run 

ventrally from the other MNTB [55]. Based on the comparison of spontaneous 

and evoked activity, in 8 out of 22 cells we were unable to activate the cell’s 

strongest input. As we were able to distinguish with the stimulation 80 synapses 

(both large and small) in these 22 cells, at least 1 in 10 axons (8 out of 80), but 

probably more on the order of one in three axons (8 out of 22) was not activated. 

Spontaneous activity partially negated this problem, but may have introduced 

a bias towards the most active synapses. To what extent synaptic inputs of the 

principal neuron are active in every spontaneous activity burst is unknown, but 

anecdotal evidence showed extensive co-occurrence of two distinct, large inputs 

during spontaneous bursts [153]. Altogether, we believe to have identified most 

synaptic inputs except for some smaller inputs. 

Our method of characterizing EPSP populations in the spontaneous EPSPs 

has some limitations. We used the presence of a clear peak in the histogram 

to indicate the presence of an input. However, these peaks were generally 

distinguishable only for the larger EPSPs. Any input giving rise to an EPSP 

smaller than 2 V/s will merge in the histogram with the large bulk of small 

EPSPs. Nonetheless, the rates of rise of the strongest and second strongest input 

were very similar with either method. 

Efforts to further subdivide the population of large EPSPs were unsuccessful. 

We tested whether the strong inputs could be further subdivided based on the 

presence of inter-event intervals that were shorter than the refractory period 

or the silent period within minibursts [153], but this also did not lead to the 

identification of additional connections.
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Prespikes

We obtained anecdotal evidence that large terminals do not necessarily 

generate a measurable prespike. In this study we recorded from a P3 and a P4 

principal cell that showed morphological evidence of a substantial axosomatic 

terminal, but had no measurable prespike in the whole-cell current-clamp 

recording. We cannot exclude that a small prespike would have been measurable 

in these cells in a voltage clamp recording, as this would avoid the filtering by 

the resting membrane time constant of the postsynaptic cell. In a previous study 

we observed three cells with two strong inputs, in each case one with and one 

without a prespike [153]. We do not exclude the possibility that one of the inputs 

may have been dendritic. 

The prespike is a hallmark for the mature calyx of Held synapse. In in vivo 

juxtacellular (loose-patch) recordings, the characteristic complex waveform, 

which includes both a prespike and the postsynaptic response, has been used 

as evidence that the location of the recording site was in the MNTB [74, 133, 

134, 153, 155, 183, 247]; in these recordings the prespike is thought to reflect the 

extracellular potential generated by the calyceal membrane currents during the 

presynaptic AP [134]. In postsynaptic whole-cell recordings these currents can be 

picked up as well [20]. They consist of capacitive currents, which will scale with 

the first derivative of the membrane potential and the calyceal area, and resistive 

currents, which depend on density and distribution of calyceal ion channels. 

The presence of the prespike thus reflects the somatic location, proximity and 

large apposition surface area (ASA) of the calyx, the large capacitive currents 

associated with the rapid calyceal AP, and the lack of large phase differences of 

presynaptic membrane currents along the release face. 

We observed a rapid developmental switch in the association of strong inputs 

with the presence of a prespike. This switch might thus be explained by an 

increase in ASA [136, 137] and by an increase in the size or isochronism of 

appositional membrane currents. The size of the presynaptic capacitive currents 

will increase as a result of the developmental acceleration of the calyceal AP 

([156] and Chapter 2). Whereas after the second postnatal week the sodium 

channels in the calyx of Held will be concentrated at the heminode [159, 162], 
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they are probably still present at the release face shortly after calyx formation 

(Chapter 2), which may have profound effects on the expected size of the 

postsynaptically recorded prespike. Finally, the relative size of the admittance of 

the postsynaptic membrane facing the synaptic cleft compared to that of other 

nearby membranes and of the synaptic cleft itself is also important. Changes in 

the size, isochronism, or coupling of presynaptic membrane currents during this 

developmental period should thus underlie the rapid developmental emergence 

of the prespike. Our current data do not allow a strong conclusion with regard to 

the underlying mechanism underlying the switch, even though our observation 

that some large terminals did not elicit a measurable prespike and our 

observation that large inputs with and without a prespike had similar properties 

argues against a simple change in size or isochronism as the main underlying 

factor. 

Developmental innervation of the MNTB

The prevalence of multiple calyces on a single principal neuron has been a 

subject of debate. In slice recordings multiple large inputs have been observed 

[60, 137, 138]. EM reconstructions gave structural evidence for the presence of 

multiple large terminals [136, 137], as well as a study with BrainBow-type mice 

imaging entire MNTBs [249]. Half of the principal neurons were contacted at 

some time point during development by multiple large terminals [136], and 

a small group of MNTB neurons (~10 %) may be persistently innervated by 

multiple calyces [136, 249]. This is surprising as in the manifold in vivo studies of 

the MNTB none has reported on this subpopulation (summarized in Table 4.1). 

How can one identify multiple calyces in electrophysiological recordings? The 

most apparent possibility is the presence of two types of prespikes in the same 

principal cell. As already discussed, this was not observed. A second possibility is 

when a prespike or a strong input does not obey the refractory period of globular 

bushy cells [153, 247]. This method can be used by stimulation via two electrodes 

[247], or by using the spontaneous activity in vivo [153]. As discussed, this 

method did not reveal a second strong input. A third possibility is that in vivo the 

sound-evoked responses of a principal neuron are more likely related to two than 

a single globular bushy cell. With this method different complex waveforms have 
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been distinguished in a single recording [247]. To our knowledge, this method 

has not yet been applied to identify multiple calyceal synapses. One caveat 

is that none of these experiments were designed to identify multiple calyces, 

and therefore the subpopulation of principal cells might have been ignored or 

perhaps excluded as abnormal. Still, given the large body of published work on 

in vivo electrophysiology of the rodent MNTB (>25 papers), it seems unlikely that 

so many studies overlooked, ignored or missed 10% of the principal neurons. 

Although the number of cells in this paper is low, within this developmental 

period many principal cells are supposed to be contacted by multiple calyces 

[136], and we estimate that 3-10 of these cells should have been contacted by 

multiple calyces, whereas we did not observe convincing evidence for this in our 

recordings.

How, then, to resolve this discrepancy? There may be a species difference 

between rats and mice, as the presence of multiple large synapses seem to be 

more likely in mice (Table 4.1), but none of the in vivo studies with adult mice 

reported any evidence for the presence of multiple strong inputs. A recent study 

identified in mice calyceal-like terminals in the MNTB that originated from the 

glycinergic VNTB [250] which likely underlie the strong inhibitory inputs to 

the principal neuron observed after hearing onset [251, 252]. The morphological 

development of these terminals has not been studied. A third possibility is 

a dissociation between terminal size and postsynaptic impact, where a large 

terminal generates a small EPSP. Structurally, Rodríguez-Contreras et al. [90] 

found that the terminals formed quicker than that they became filled with 

vesicles. Then, based on the work presented in this chapter, these large terminals 

would give rise to an EPSP of 2-6 V/s which does not independently trigger in 

vivo a postsynaptic AP. However, we found a clear correlation between the size of 

the VGluT cluster and synaptic strength, and even as the accumulation of VGluT 

in the terminal is protracted over multiple days [90], this would not explain why 

multiple calyceal innervation is neither observed at later ages [92] nor found 

in our within-cell analysis. For now, our results suggest that if multiple large 

calyces are formed on individual principal cells during development, then they 

are rare or very weak.
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One last possibility is that ‘silent’ calyces exists. We call them silent as they 

are not revealed in our recordings of spontaneous activity. Silent calyces have to 

be labeled by VGluT as they do contain synaptic vesicles [136, 137], but perhaps 

only sparsely as they are not identified in our labeling. However, they might be 

activated with current stimulation in slices, and hence identified in these studies 

[137, 138, 253]. Silent calyces might be identifiable by genetic techniques, such 

as GFP reconstitution across synaptic partners [254], but it is uncertain to what 

extent less active synapses would be labeled, and would also need additional 

technical development to allow the deployment with the electrophysiological 

approach taken here. Probably a more straightforward approach would be to 

combine in vivo recordings with ultrastructural reconstruction of the recorded 

principal neurons and all its inputs.

Synaptic competition for mono-innervation

During the formation of the calyx of Held the strongest input increased in 

strength, while the second strongest input was stable. A similar increase in 

strength during their development has been observed for other synapses. Before 

the mono-innervation was established for the neuromuscular junction (NMJ), 

a single input became >4 fold stronger than the other inputs [255]. This was 

due to both an increase in strength of the strongest input and a decrease in the 

other(s) [255]. For the climbing fiber (CF) synapse of the cerebellar Purkinje cell 

(PC), a fourfold strengthening of the strongest input was observed [256] while 

other inputs remained constant [257]. Subsequently, one of the immature CFs 

is allowed to translocate from the soma to the apical dendrite [258, 259], which 

ends the competition [260]. We found that the ratio of the second strongest input 

and the strongest input reduced between P2 to P5-8. A ratio of 4 separated the 

principal neurons at the beginning of calyx formation (P2) from principal cells 

at later ages where the calyx is formed. This is consistent with a model where 

initially similar inputs compete for the principal neuron with a single winner 

input increasing in strength.

The type of competition might be very different between these synapses; the 

NMJ competes at and for a small patch of the muscle membrane [261, 262], 

while CFs compete at the soma for the apical dendrite [259]. This means that 

the expansion of one NMJ necessarily involves the shrinkage of another as 
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is reflected in the change of NMJ strength. Similarly, multiple calyces might 

compete for the limited somatic area [136, 137], but the observation that the 

second strongest input remained stable does not agree with an NMJ-type of 

competition, where the increase of the largest input occurs at the expense of 

others. It has been suggested for the calyx of Held that once it forms, it stays 

[92], similar to the CF synapse. From EM studies of the calyx development, a 

very different picture emerged [136, 137] which suggested a development with 

dynamics more like the NMJ. However, persistent multi-innervation of skeletal 

muscles or Purkinje cells are rare phenomena (NMJ: [263]; PC: [260]). For 

these two synapses live imaging of the competition in vivo has answered many 

questions concerning the progress of their synapse formation [260, 263, 264]. 

Future research may reveal the in vivo dynamics of calyx formation and suggests 

whether its formation is more like the CF, more like the NMJ, or wholly different 

altogether..
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Reference species strain age Type of  
experiment

Multiple 
calyces

[138] Bergsman et al. 
2004 mouse multiple P7-12 Slice ephys 7 in 101

[92] Rodríguez-Contre-
ras et al. 2006 rat Wistar P4-18 Slice tracing 1 in 86

[137] Hoffpauir et al. 
2006 mouse FVB/NJ P0-4 Slice ephys 4 in 29

[137] Hoffpauir et al. 
2006 mouse FVB/NJ P0-4 EM 2 in 19

[136] Holcomb et al. 
2013 mouse FVB/NJ P2-9 EM 31 in 164

Thesis Matho and 
Livet mouse Thy1-Brainbow1.0L /

CAGGS-CreERTM P10-60 confocal 10 % (in 
>1000)

[252] Xiao et al. 2013 mouse BMPR1a/1b DKO P1-16 Slice ephys nr

[252] Xiao et al. 2013 mouse BMPR1a/1b DKO P8 EM 2 in 4

[153] Sierksma et al. 2017 rat Wistar P2-5 In vivo ephys 3 in 132

[133] Guinan and Li 
1990 cat - adult In vivo ephys 0 in n.r.

[265] Sommer et al. 1993 rat Sprague-Dawley adult In vivo ephys  0 in 6

[266] Tsuchitani 1997 cat - adult In vivo ephys 0 in 40

[267] Smith et al. 1998 cat - y. adults In vivo ephys  0 in 37

[268] Kopp-Scheinpflug 
et al. 2003 gerbil - 3-6 mo In vivo ephys 0 in 146

[269] Kopp-Scheinpflug 
et al. 2003 mouse kcna1-null 3-4 we In vivo ephys 0 in 47

[270] Green and Sanes 
(2005) gerbil - P15-19, 

adults In vivo ephys 0 in 331

[271] Tolnai et al. 2008a rat multiple adult In vivo ephys 0 in 64

[272] Tolnai et al. 2008b gerbil - 2-4 mo In vivo ephys 0 in 149

Table 4.1  Evidence for and against the presence of multiple calyceal 
innervation. I mainly focused on the published work involving in vivo 
electrophysiology of the MNTB. In addition, there is a large body of literature on 
slice electrophysiology of the MNTB which was not included. We are not aware 
of any references to multiple calyces in these studies besides the ones listed in 
the table. 
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Reference species strain age Type of  
experiment

Multiple 
calyces

[247] McLaughlin et al. 
2008 cat - adult In vivo ephys 0 in 49

[273] Kadner and Berre-
bi (2008) rat Sprague-Dawley adult In vivo ephys 0 in 19

[274] Kopp-Scheinpflug 
et al. 2008a

gerbil, 
mouse, 
rat

C3HeB/FeJ, Long 
Evans adult In vivo ephys 0 in 186

[275] Kopp-Scheinpflug 
et al. 2008b gerbil - 3-6 mo In vivo ephys 0 in 33

[276] Steinert et al. 2008 mouse C3HeB/FeJ P17-70 In vivo ephys 0 in  n.r.

[277] Tolnai et al. 2009 gerbil - adult In vivo ephys 0 in 122

[134] Lorteije et al. 2009 mouse C57BL/6 4-5 we In vivo ephys 0 in 24

[183] Sonntag et al. 2009 mouse CBA/J and 
C57BL/6J P8-28 In vivo ephys 0 in 289

[278] Englitz et al. 2009 gerbil - 2-4 mo In vivo ephys 0 in 177

[74] Tritsch et al. 2010 rat Wistar P4-8 In vivo ephys 0 in 34

[279] Lorteije et al. 2011 mouse C57BL/6 4-5 we In vivo ephys 0 in 18

[155] Crins et al. 2011 rat Wistar P4-29 In vivo ephys 0 in 37

[280] Sonntag et al. 2011 mouse CBA/J and 
C57Bl/6J

P8-14, 
P23, P28 In vivo ephys 0 in 42

[281] Wang et al. 2013 mouse C57BL/6 5-9 we In vivo ephys 0 in 21

[282] Di Guilmi et al. 
(2014) mouse mixed 4-7 we In vivo ephys 0 in 29

[283] Koka et al. (2014) cat - Adult In vivo ephys 0 in 103

[284] Wang et al. 2015 mouse Mutants on 
C57BL/6 4-9 we In vivo ephys 0 in 107

[284] Wang et al. 2015 mouse mutants on 
C57BL/6 4-12 we Confocal  0 in 100

[285] Blosa et al. 2015 mouse mutants on 
C57BL/6 3-5 we In vivo ephys 0 in 55

[286] Gao and Berrebi 
(2016) rat Sprague-Dawley 2-3 mo In vivo ephys 0 in 54

[287] Stange-Marten et 
al. 2017

gerbil, 
mouse CBA/Ca 2-5 we In vivo ephys 0 in 27
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Martijn C. Sierksma

chapter 5
General Discussion



The primary focus of this thesis is the electrophysiological development of 

the rat medial nucleus of the trapezoid body (MNTB) in vivo. In the General 

Introduction I discussed the possible relevance of neural activity in the 

development of brain circuitry and the limited knowledge we have for the role of 

neural activity in the auditory brainstem.

In Chapter 2 I described the presynaptic activity of the calyceal terminals 

within the period of calyceal formation. Neural spiking occurred at very high 

frequencies with minimal spike depression, and this suggested a mechanism 

that conserves action potential (AP) shape during extreme conditions. This 

mechanism very likely relates to the sodium channel’s fast recovery from 

inactivation and the membrane potential attained after the AP. 

In Chapter 3 we focused on the postsynaptic development and found a clear 

correlation between the size of the largest excitatory input and the postsynaptic 

excitability. As the calyx of Held-synapse becomes a relay synapse we compared 

the postsynaptic activity with the presynaptic activity. While the calyceal 

terminals were already firing at high frequencies, postsynaptic activity did not 

reliably follow the presynaptic AP until postnatal day (P)5. These developmental 

changes were related to a transition in how the AP threshold was reached; that 

was by summation of smaller excitatory postsynaptic potentials (EPSPs) at P2 

versus a single, large EPSP at P5. By modeling the different properties of the 

principal neuron, we found that the low-threshold potassium channels were 

pivotal in this switch as the developmental increase in low-threshold potassium 

channels restricts firing to large, fast-depolarizing EPSPs.

In Chapter 4 the main topic was the multi-innervation of single principal cells 

of the MNTB. Within the formation period of the calyx of Held, the strongest 

input of principal cells was strengthened while the second strongest input was 

neither strengthened nor weakened. Within a day (P3-4) strong inputs became 

associated with a prespike. Prespike-associated strong inputs were, however, not 

very different from other strong inputs. Piccolo was already present in calyces 

at P5. Together with vesicular glutamate transporters (VGluT), Piccolo might 

be a presynaptic marker for the developing calyx of Held synapses. For a subset 

of cells I recorded from in vivo, the strength of the strongest input was related 

to the presence of large axosomatic terminals. A clear correlation was found 
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with the strongest input of single principal cells and their individual terminals. 

Moreover, the prespike-associated inputs were only recorded from cells with a 

large terminal. For the converse, two exceptions were reported of principal cells 

with a large terminal, but no input with a prespike.

In this chapter I compare the main findings in this thesis with the existing 

literature, which generally took an ex vivo approach. I discuss some requisite 

properties of neurons and terminals to firing at very high frequencies with a 

special emphasis on the after-potential of the calyx of Held. I revisit the role of 

developmental activity in circuitry refinement and compare the auditory system 

to other well-studied systems. I will suggest common motifs in the development 

of very distinct synapses, and speculate on the role of neural activity and the role 

of cooperation instead of competition of axonal projections in the formation of 

topological circuits. But first, I will consider some methodological limitations of 

the previous three chapters.

Technical considerations

Use of anesthesia

In our experimental design, the rat pup was anesthetized with isoflurane 

suspended in medical oxygen. Although it seems inevitable that a main effect 

of anesthesia will be on neural processes, we have not extensively investigated 

the impact of anesthesia on the principal cells, calyces, its upstream centers, 

nor on developmental processes. We did reduce the isoflurane concentration 

after surgery to a level that still kept the animal nonreflexive to a paw pinch 

(SOP for surgery) during the experimental recordings (or higher when 

reported otherwise). In general, this led to a 50 % reduction of the isoflurane 

concentration after surgery (0.7-1.2 % isoflurane in 3-4 L/min of medical oxygen). 

Others have studied the impact of isoflurane in slice preparations. Wu et al. 

[288] found that isoflurane reduced neurotransmitter release with an IC50 of 0.35 

mM (equivalent to 1.5 %) by a small reduction of the action potential amplitude 

of the calyx of Held [289]. Isoflurane also inhibits potassium channels, and in 

particular Kv3, but at 0.35 mM this effect is very small [290]. Isoflurane might 

activate two-pore potassium channels [291]. The experiments of Wu et al. [288] 

were performed at room temperature and this might change the anesthetic 
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effects [288]. In general, isoflurane reduces glutamatergic neurotransmission 

[292-295]. In our pilot experiments we did not observe any obvious changes in 

the firing patterns of calyces or principal cells when we varied the isoflurane 

concentrations in the pup’s ventilation mix (Figure 5.1). Based on our experience 

the effects of isoflurane on the pup behavior at the start of the surgery are visible 

within a minute. We therefore believe that the anesthesia had a minimal impact 

on neurotransmission at the level of calyx of Held synapse.

Figure 5.1  Neural activity in the 
MNTB in the presence of different 
levels of isoflurane. (A) AP intervals 
over time in a juxtacellular recording 
of a P8 calyx, (B) a P5 calyx, (C) in a 
whole-cell recording of a P3 principal 
cell, and (D) a juxtacellular recording of 
a P4 principal cell. The numbers at the 
top of the graph indicate the isoflurane 
concentration in percentages of the 
ventilation mixture during the period 
indicated by the green bars.
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More uncertain is the impact of long-term exposure of isoflurane. During 

the 1-2 hours surgery the animal was kept at 2.5-2.0 % isoflurane, followed 

by 30-60 min period of recovery at 1.5 % isoflurane. Then, experiments were 

started and anesthesia was set to a level (0.7-1.5 %) that suppressed the animal’s 

reflexes. In Figure 5.1 it seems that a brief period of higher anesthesia does not 

change the firing patterns, but we do not know what the impact is of the pre-

experimental isoflurane levels. The post-surgery recovering period was included 

to negate these build-up effects, but this was not directly tested. Nevertheless, 

the activity generated by the cochlea seems to be transmitted to the MNTB, 

has similar properties as in cochlear slice preparations [74] and as in vivo 

experiments of older rodents using either ketamine-xylazine [183] or isoflurane 

as anesthesia [155]. We therefore believe that the anesthesia had only a small 

effect on synaptic transmission at the level of the MNTB. These effects might 

accumulate at later stages of the auditory system, possibly leading to significant 

effects on neocortical neurotransmission [296]. However, between the cochlea 

and the MNTB transmission occurs via giant synapses that are able to reliably 

trigger a postsynaptic AP even when their strength would be slightly reduced by 

anesthesia. Nonetheless, our observations of the effects of anesthesia are limited 

and some subtle effects may have been missed.

In vivo electrophysiology

The advent of patch-clamp electrophysiology in the eighties [297] established 

whole-cell recordings as a classical method in neuroscience, resulting in a 

significant expansion of our understanding of single-cell electrical activity and 

the underlying conductances. Although the technique was primarily developed 

for in vitro approaches, it became quickly applied to cells in living organisms as 

well [298-301], and has even been automated [302]. Nevertheless, this technique 

has methodological challenges and limitations when applied in vivo. The main 

limitations arise from the high series resistance and high, distributed stray 

capacitance compared to in vitro applications, leading to a low-pass filtering of 

the recordings. This filtering most clearly affects fast electrical fluctuations such 

as the AP and large postsynaptic currents and potentials, which have been the 

main focus in the previous chapters. 
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APs can be very fast in the auditory system, on the order of hundreds of μs. To 

properly record these fast voltage changes the electrical circuit needs to be able 

to track these changes without loading the cell with currents [303]. However, 

filtering of the voltage changes by the recording pipette does occur [297]. The 

pipette introduces two elements to the recording configuration: (1) an access 

resistance and (2) distributed pipette capacitance. The combined impact of the 

access resistance with the capacitance can be approximated as an RC filter with 

a time constant in the order of 0.1-1 ms in in vivo recordings (30 MΩ and 5 pF 

gives 0.15 ms). With current injections the observed time constant depends on 

the access resistance and the combination of the stray capacitance with the cell’s 

capacitance, giving a time constant of about ~1 ms. Patch-clamp amplifiers can 

Figure 5.2  The impact of capacitance neutralization on the calyceal AP.  
(A) Elicited APs of a P6 calyx in a slice preparation with the compensation circuit 
optimized based on the voltage-clamp settings (suboptimal; left) or optimized in 
current-clamp mode (optimal, right). Rs = 32 MΩ. Dotted line is -75 mV. (B) Comparison 
of AP properties when compensation is suboptimal (under) or optimal (proper). (C) The 
relative depression against AP intervals. Lines around the average represent SD. Notice 
that the depression with optimal compensation is still minimal.
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actively counteract the pipette’s filtering by positively feeding back the current 

needed to charge the pipette (see their manuals), thereby reducing (with a 

slight delay) the filtering, but this can inadvertently lead to non-physiological 

voltage dynamics if the compensation circuit is improperly set [304]. Moreover, 

to set the amplifier’s circuitry for capacitance neutralization, the experimenter 

usually needs to visually distinguish between the charging of stray capacitance 

and the charging of the cell membrane which becomes difficult if the stray 

time constants are not an order of magnitude smaller than the time constant 

of the cell. For the principal cell, its time constant at rest is in the order of 2-5 

milliseconds. Hence, proper compensation is not trivial when making whole-cell 

recordings in vivo.

With the AxoPatch 200B amplifier, we compensated the pipette’s stray 

capacitance in voltage-clamp mode without any further compensation and 

then switched to the fast current-clamp mode. This underestimates the total 

stray capacitance, leading to a suboptimal compensation of our recordings. 

As the access resistance was not very different between recordings (Figure 

2.5) we considered the impact of the filtering to be similar across recordings. 

Secondly, we tried to assess the impact of suboptimal compensation in slice 

recordings. Calyceal APs were elicited in slices by midline stimulation when the 

compensation circuitry was set either suboptimally or optimally. As illustrated 

in Figure 5.2A, the additional capacitive load slows down the AP, thereby 

reducing its maximal rate of rise (rel. change: 0.81 ± 0.07, n = 6, one-sided t5 = 

2.7, p = 0.02), its maximal repolarization (0.75 ± 0.08, n = 6, one-sided t5 = 3.2, p = 

0.01) and its amplitude (0.86 ± 0.05, n = 6, one-sided t5 = 2.7, p = 0.02). For the AP 

half width we find a trend for a slight broadening (1.06 ± 0.03, n = 6, one-sided t5 

= 1.9, p = 0.06). For the after-potential there is no significant change (difference: 

0.6 ± 0.4 mV, n = 6, two-sided t5 = 1.6, p = 0.18) and if there is, it is less than 2 mV 

(Figure 5.2B). This indicates that suboptimal compensation will significantly 

slow the in vivo recorded AP. Then, how reliable is the relative depression 

that we measured in Chapter 2? For this, I compared the recordings where I 

stimulated with in vivo-like patterns. Despite the high filtering under suboptimal 

compensation, the amount of depression was similar between conditions (2-3 

ms intervals: 0.91 ± 0.01 vs. 0.89 ± 0.02, two-sided t10 = 0.6, p = 0.5). I therefore 
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conclude that optimal compensation mainly scales the recorded AP close to the 

real calyceal AP without changing the dynamics. As the depression was taken as 

a relative measure, this scaling does not substantially affect the outcome. 

Lastly, the quality of the voltage recording depend on the type of amplifier 

used. Ideally, the amplifier should act as an ideal voltmeter, and not draw any 

current from the cell; such amplifiers are called true voltage followers. The 

Axopatch 200B, the amplifier we used in Chapter 2 and 3, is not a true voltage 

Figure 5.3  In vivo compensation with the Multiclamp 700B does not 
qualitatively alter the calyceal AP. (A) To optimize the capacitance neutralization 
we injected square-pulse currents at 100 Hz (top trace) to elicit a voltage change of 
5-10 mV. The middle trace was recorded in vivo from a P5 principal neuron (Rs = 36 
MΩ, Rm = 140 MΩ, Cp = 3.8 pF, Cm = 32 pF) after optimization of the capacitance 
neutralization circuitry. The lower trace was recorded in vivo from a P7 calyx (Rs = 16 
MΩ, Rm = 320 MΩ, Cp = 3.7 pF, Cm = 22 pF). Scale bars indicate 2 mV and 10 ms. (B) Left 
and right traces are overlays of the responses shown in A. Note that in the left trace 
there is a residual slow time constant (blue arrows) caused by the pipette that cannot 
be compensated with the Multiclamp 700B amplifier. This component is very small 
in the right example. Scale bars indicates 2 mV and 2 ms. (C) Single APs of the calyx 
of Held, also shown in A and B, evoked by midline stimulation in vivo with constant 
current injections to bias the onset potential. The start of the current injections was 
300 ms before the stimulation. (D-F) Changes in AP properties related to the onset 
potential (Vstart) of the same calyx of Held in A-C. (G) Doublets of APs were also elicited 
to measure the stability potential. Only 15 doublets were elicited before the recording 
quality degraded. Still, a trend for a stability potential was observed (r = 0.7).

– 128 –

Neural Activity During the Formation of a Giant Auditory Synapse

5



follower and therefore might distort the calyceal AP [304]. Therefore, we used 

the Multiclamp 700B, a voltage follower, in the experiments in Chapter 4. 

Nonetheless, with this amplifier the high series resistance and distributed stray 

capacitance remained a problem. The compensation circuitry of this amplifier 

was only able to compensate with a fast time constant and did not compensate 

the slower components observed in vivo (Figure 5.3A-B). We recorded 1 calyx in 

vivo under near-ideal conditions with the MultiClamp 700B amplifier (Rs = 16 

MΩ, Cp = 3.7 pF, Figure 5.3C). With this single recording we could replicate the 

steady-state depression of APs determined by the onset potential (Vstart), the 

non-linear relation of Vstart with the AP half width, and the relation between 

Vafter and Vstart (Figure 5.3D-F). To get the stability potential, we elicited doublets 

with a 3 ms interval, but this experiment could not be finished due to a sudden 

increase in Rs. Nonetheless, a trend for a stability potential was observed (mean 

± SEM, -74 ± 3 mV), and the data are compatible with the idea that Vstab matched 

the Vafter of -75 mV (Figure 5.3G). Our main findings of Chapter 2 therefore are 

likely replicated with the Multiclamp 700B, indicating that our conclusions are 

unlikely to be spurious.

Propagation of neural activity

During development of the auditory nervous system bursting activity composed 

of high-frequency minibursts can be observed at various stations [74, 155, 183]. 

We found that the calyceal terminals have sodium channels that rapidly recover 

from inactivation and that they attain a specific membrane potential following 

an AP. We propose that both are specializations that contribute to the ability of 

the calyx to be able to propagate high-frequency firing.

During high-frequent firing sodium channels need to open, inactivate or 

deactivate, and recover from inactivation within a brief period to be ready 

for the next AP. The most limiting process is the time needed for sodium 

channels to recovery from inactivation [159]. If this process is too slow, it leads 

to accumulation of sodium channels in their inactivated state during high-

frequency firing. For the calyx of Held, the recovery from inactivation is very 

rapid, although it does depend on the membrane potential [159]. Auxiliary 

sodium channel subunits might reduce inactivation by altering the sodium 
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channel’s kinetics [312-317] or by bypassing the inactivation mode via a putative 

pore-block mode [160]. Nav1.6’s ability to use β-subunit interaction to bypass 

the inactivated state increases sodium channel availability after an AP [318, 

319], making Nav1.6 more suitable for high-frequency firing [320]. The giant 

auditory synapses are morphologically and functionally specialized to follow 

firing frequencies [26, 117, 156, 321, 322], and instantaneous firing frequencies up 

to 500 Hz are transiently present when sound is presented to cats [133] or mice 

[134]. We found that Nav1.6 was already present in the newly-formed calyces, 

and its presence coincided with the ability to already fire at high frequencies 

(Chapter 2). Nav1.6 is also present in the spiral ganglion neuron, the globular 

bushy cell and the principal neuron of the MNTB [118, 159, 323], where it likely 

enables faithful and precisely-timed action potential propagation for binaural 

coincident detection in the auditory brainstem nuclei [25]. In addition, high 

firing frequencies are sustained by a structural specialization, called the 

heminode, where at the transition of myelination to the terminal sodium 

channels are clustered in an activity-dependent manner [162]. This clustering 

shortens the terminal’s AP [159] and increases reliability of AP invasion [161]. I 

did not observe heminodes in this developmental period (Chapter 2), possibly 

indicating that the calyx can attain high instantenous frequencies without this 

special structure. The sodium channels are thus important determinants for 

high-frequency firing.

In Chapter 2 I described another important property for high-frequency 

firing: the after-potential. Its role is to set the onset potential of the next AP 

and as the membrane potential is the main determinant of the calyceal AP 

waveform, it stabilizes the AP shape during firing. Only at very high frequencies 

we observed a contribution of sodium channel inactivation. An activity-

independent after-potential is not a necessary feature for high-frequency firing 

in the way that sodium channel’s recovery from inactivation is. If the after-

potential would be different after every AP, it would neither affect the calcium 

current and neurotransmitter release [176], nor within limits affect the firing 

frequency. However, it would change the shape of the AP that starts at the 

after-potential and this will impact neurotransmission [175]. It is well described 

that the postsynaptic EPSC of the calyx of Held synapse quickly depresses 
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during high-frequency firing [20, 156, 324], and this might make the stability of 

the presynaptic AP look insignificant compared to the large depression in the 

postsynaptic EPSC. However, the depression is much less apparent in vivo due to 

spontaneous firing and a lower release probability [134, 325], and therefore the 

subtle changes in AP shape might indeed impact neurotransmission. Lastly, axon 

excitability also influences the speed of AP propagation [326], and a depolarized 

starting potential decelerates AP propagation and vice versa. An activity-

independent after-potential therefore also stabilizes AP propagation speed (see 

Figure 2.9A) which might be an important feature for coincident detection of 

binaural sounds [25, 327]. I therefore predict that the activity-independent after-

potential is not just a property of the terminal, but a general property of an axon 

that is involved in the precisely-timed relay of high firing frequencies. 

Figure 5.4  Graphical summary of literature review on the resting 
membrane potential (RMP) and the after-potential (Vafter) of the calyx of Held. 
Every symbol corresponds to a recording from a calyceal AP reported in a peer-reviewed 
paper (listed in Table 5.1). The authors not always reported the exact values. In these 
cases I tried to measure the RMP and/or Vafter from an illustrated calyceal AP. Symbols 
indicate: (1) whether RMP was set or not, (2) whether experiments were performed at 
room temperature (RT, 20-26 °C) or physiological temperatures (PT, 30-37 °C), and (3) 
whether the liquid junction potential was corrected (corr), not corrected in the paper 
(offset, values have been offset in the graph by -10 mV for both axes) or correction 
not reported (n.r.). The average RMP and Vafter is shown with their respective SD. 
The average was calculated for the recordings for which RMP was not set and LQJ 
was corrected. Some of the data points have been slightly shifted by <1 mV for visual 
purposes. Dashed line indicates identity line.
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Reference DAP/HAP RMP LJP T

[19] Forsythe (1994) n.r. -73 ± 5 mV n.r. RT

[20] Borst et al. (1995) DAP (3-12 mV) -80 mV -11 mV, adj. RT

[405] Helmchen et al. (1997) DAP -75 and -80 
mV -11 mV, adj. RT

[222] Bollmann et al. (1998) DAP n.r. -11 mV, adj. RT

[157] Chuhma & Ohmori (1998) HAP (2-4 mV) -70.5 mV -10 mV, adj. RT

[406] Wang et al. (1998) DAP n.r. n.r RT

[317] Schneggenburger et al. (1999) n.r. -80 mV n.r. RT

[156] Taschenberger et al. (2000) DAP -80 mV not RT

[407] Chuhma et al. (2001) n.r. -58 to -67 mV n.r. RT

[408] Chuhma & Ohmori (2002) n.r. Set to -70 mV -10 mV, adj. RT

[218] Leão & Von Gersdorff (2002) DAP Set to -65 mV not RT

[101] Taschenberger et al. (2002) DAP n.r. not RT

[190] Dodson et al. (2003) DAP (-62.5 ± 1.6 mV) -75 mV -7 mV, adj RT

[409] Kushmerick et al. (2004) DAP Set to -80 mV not RT

[159] Leão et al. (2005) DAP Set to -80 mV n.r. RT

[410] Kushmerick et al. (2006) DAP Set to -80 mV n.r. PT

[122] Erazo-Fischer et al. (2007) DAP -80 mV n.r. RT

[170] Kim et al. (2007) DAP  (-60 mV) Set to -80 mV -11 mV, not RT

[411] Nakamura & Takashi (2007) DAP and HAP -68.3 ± 1.4 mV -11 mV, adj RT

[166] Huang & Trussell (2008) n.r. -77 mV adj. RT

[412] Nakamura et al. (2008) Small HAP -71 mV n.r. RT

[413] Paradiso & Wu (2009) DAP  10-20 mV -78 mV n.r. RT

[152] Kim et al. (2010) DAP 7 mV Set to -80 mV -11 mV, not RT

[165] Huang & Trussell (2011) n.r. -75.4 ± 0.9 mV adj. PT

[325] Lin et al. (2011) DAP -80 mV <10 mV, not RT

[168] Kim et al. (2012) DAP -72 mV -11 mV PT

[414] Huang & Trussell (2014) n. r. -73.2 ± 1.6 mV adj. PT

[176] Clarke et al. (2016) DAP  10-20 mV -80 mV -11 mV, not RT

[162] Xu et al. (2016) DAP 6-11 mV -70 mV -11 mV, not RT
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It was already described for the crayfish neuromuscular axon that the direction 

of the after-potential could be inverted by changing the AP onset potential, 

and that during high-frequency firing only the first AP could be altered by 

offsetting the resting membrane potential [144]. This remarkable stability in AP 

waveform was exactly what we found in vivo, but the after-potential of the calyx 

of Held in vivo was not the large depolarizing after-potential that is described in 

slices [20, 152, 156, 159]. Borst et al. [20] already reported that the after-potential 

amplitude changed with the AP onset potential, and Dodson et al. [171] and 

Kim et al. [152] reported a convergence at -62.5 mV and -70 mV, respectively. 

For the other papers, I made an overview of their RMP and the reported after-

potential in order to calculate their putative Vafter (Figure 5.4). Strikingly, in a 

subset of experiments the RMP was set to a hyperpolarized membrane potential 

by current injections; these membrane potentials become even more negative 

following correction for the liquid junction potential. If we exclude these 

experiments, we find that RMP is -78 ± 6.1 mV (n = 20, mean ± SD) and Vafter 

is -70 ± 6 mV (n = 23, mean ± SD). At physiological temperatures the resting 

membrane potential depolarizes 8 mV [168], and therefore these findings agree 

with our observation that the Vafter is close to RMP in vivo. 

The similarity of Vafter and RMP is surprising as the underlying currents setting 

both are likely to be very different. One difference between Vafter and RMP is 

their sensitivity to biasing currents. While the resting membrane resistance is 

in the order of 200 MΩ, the calculated slope resistance at Vafter is 1-10 MΩ. The 

channels activating after the AP basically voltage clamp the membrane potential 

at a specific potential which happens to be close to RMP. The conductances that 

set RMP are mediated by Kv7.5 [165], Ih-channels [169], Na+/K+-ATPase [170], and 

a persistent opening of sodium channels [166]. The resurgent current has been 

suggested to underlie the depolarizing after-potential [152]. With their model 

we found that the resurgent current would be only 0.5-0.6% of the total sodium 

channels which gives a current of ~500 pA (total: ~0.7 μS; resurgent: ~4 nS). 

To clamp the membrane potential, we also need a current that counteracts the 

Table 5.1  Summary of the literature on the after-potential of the calyx 
of Held. Data in the table is shown in Figure 5.4, and more information can be 
found there.
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depolarizing resurgent current. For this, the low-threshold, and possibly high-

threshold, potassium channels are known to be open during the after-potential 

[171]. To get a Vafter of -70 mV the total potassium conductance that is needed to 

balance out the resurgent current would be ~50 nS. This is insufficient to explain 

the clamping of the membrane potential and indeed, in the model the clamping 

effect was not observed. The conductances need to be an order of magnitude 

larger to clamp the membrane potential in a way we observed in Chapter 

2. Therefore, our current model of the after-potential is missing an accurate 

description of its channel composition. We suggest that chloride channels might 

be involved, specifically Anoctamin 1 (also know as Tmem16a) as it is calcium-

activated and abundantly present in the calyx [328]. In many nerve terminals, 

including the young calyx [322], [Cl-] is relatively high [323]. Hence, the chloride 

reversal potential is depolarized compared to the calyceal RMP. Moreover, in 

Necturus taste cells, calcium-dependent chloride channels contribute to the 

somatic afterdepolarization [324]. It remains remarkable that the RMP and 

Vafter are closely related in the calyx of Held and further study of the underlying 

mechanism, including a possible role of calcium-dependent chloride currents 

would be interesting.

A specific after-potential is a shared feature of many axonal structures. Besides 

the calyx of Held a specific after-potential and/or its known conductances are 

present in the endbulbs of Held [325], cerebellar basket terminals [146, 326], 

cerebellar Purkinje terminals [327, 328], cerebellar mossy fiber boutons [329], 

hippocampal mossy fiber boutons [142, 149], neuromuscular axons [143, 144, 

330, 331], and cortical layer 5 axons [332]. Note that the somatic after-potential 

is distinct from the axonal after-potential; for instance for cortical neurons a 

combination of a dendritic calcium spike and a sodium spike from the first node 

of Ranvier underlies the AP afterdepolarization [333]. Therefore, a distinct after-

potential seems to be a highly conserved property of axons.

These synapses diverge in their functions. On the one hand we have the 

relay-type synapses that excel in temporally-precise high-frequency activity, 

including the giant auditory synapses, the cerebellar mossy fiber synapse 

and the neuromuscular synapse. The cerebellar mossy fiber bouton follows 

high-frequency activity [141, 329], and remains stable during extreme firing 
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frequencies [329]. It is therefore noteworthy that the cerebellar mossy fiber 

bouton has a specific after-potential which has not been explicitly described 

[141, 329] and that these boutons seem to have a form of AP depression that 

mirrors the AP starting potential (Figure 4A in [329] and Figure 3C in [334]). 

A similar finding was found for the endbulb of Held (Figure 6A in [325]), 

and an inhibitory Purkinje terminal (Figure 5A in [327], Figure 3B in [328]), 

although the Purkinje terminals did fail to fire at high frequencies [327], which 

is surprising as the Purkinje cell does fire in vivo at these frequencies [335, 336]. 

The cerebellar basket terminal, also inhibitory, is exceptional as its large after-

potential reverses between -50 and -40 mV [146] while it is at the same time able 

to follow 100 Hz AP firing [327]. Its after-potential was relatively ineffective in 

altering the calcium currents [146] as was also found for the calyx of Held [176]. 

On the other hand we have the cortical and hippocampal synapses which are 

integration-type synapses as they trigger an AP by synaptic integration. Slight 

changes in AP waveform significantly change the postsynaptic EPSP [177, 332]. 

For the hippocampal mossy fiber synapse high-frequency activity strongly 

facilitates the EPSP to reach the postsynaptic AP threshold [337], indicating that 

its function strongly depends on its firing frequency [142, 177]. Both cortical and 

hippocampal axons seem to have a specific after-potential that is close to -70 mV 

[142, 338]. In light of the very diverge functions of these synapses, do these after-

potentials have a function beyond stabilizing high-frequency neurotransmission?

Dynamically adjusting the after-potential might tentatively be a novel form 

of synaptic plasticity. The stabilization effect of the after-potential at the calyx 

of Held arises by its approximation of the stability potential, but what would be 

the consequence of dissociating the after-potential from the stability potential? 

Currently, there is no data yet on the stability potentials of these terminals. 

We predict for the cerebellar mossy fiber terminal that the same mechanisms 

for AP stability are present, that is fast channel kinetics and a specific after-

potential. For the other terminals a stability potential might exist, although 

for the hippocampal mossy fiber synapse it might not be close to the after-

potential as their APs are known to change [142]. A hyperpolarization beyond 

its specific after-potential might accelerate the recovery from inactivation of 

voltage-gated potassium channels and thereby approaching a stability potential, 
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albeit possibly at nonphysiological levels. Conversely, a recent paper found that 

a change of the specific after-potential to more positive values increased AP 

depression [339]. Our prediction that the stability potential and after-potential 

of the hippocampal mossy fiber synapse are dissociated, also suggest that the 

dissociation might change synaptic transmission via the AP waveform. Then, 

changes in the after-potential might be a novel way to alter synaptic strength in 

all these terminals. A putative candidate might be the trafficking of Kv1 [340-343] 

or other voltage-dependent or calcium-dependent channels. For now, we have no 

evidence that this type of plasticity exists. 

Further investigation on the role of the after-potential in neurotransmission 

needs a method to manipulate the after-potential. Acute changes of the after-

potential of the calyx of Held has been achieved in slices [152 , 171], although not 

with a temporal precision that is needed to investigate the impact of the after-

potential on neurotransmission. Perhaps with the use of well-timed activation 

of channelrhodopsins the after-potential might be manipulated, opening new 

avenues to study the role of the after-potential.

High-frequency firing also depends on potassium channels that restrict 

the duration of the AP. Two types of potassium conductances are generally 

distinguished for the MNTB: high-threshold and low-threshold potassium 

conductances [192, 344]. These two types are distinguished based on the 

membrane potential at which they become activated (-30 mV and -70 

mV, respectively) and their differential sensitivity to dendrotoxin and 

tetraethylammonium (TEA). These two types of conductances seem to 

correspond loosely to potassium channel subunit-family Kv3 and Kv1, 

respectively, but more types of conductances can be distinguished using 

toxins or knock-out strategies [191]. As we have neither investigated the exact 

potassium current nor the Kv subunit expression, we named the conductances 

functionally. Within this developmental period low-threshold potassium 

channels are strongly upregulated in the principal neurons [60, 185] and both 

low-threshold and high-threshold potassium channels in the globular bushy 

cells [345]. This upregulation not only accelerates the AP [346], it also eliminates 

aberrant AP generation in the calyx [171] and the principal neuron [190, 192, 201]. 

Moreover, the current flowing through high-threshold potassium channels can 
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be significantly enhanced during >400 Hz firing frequencies [172], which makes 

AP firing at the highest frequencies possible. We observed the same functional 

development in vivo: a developmental increase in the rate of repolarization, 

leading to a clear developmental narrowing of the calyceal AP (Figure 2.5) and 

the AP of the principal neuron (Figure 3.6). The high-frequency minibursts 

originate from the spiral ganglion neuron’s responses to the glutamate release 

of the IHC [74, 202]. This activity is then transmitted via the modified endbulb 

of Held to the globular bushy cells that give rise to the calyx of Held. As we 

observed high-frequency activity at P3 (Chapter 2), the intermediate axons, 

neuron and synapses were likely capable of high-frequency firing at this 

developmental stage, while the principal neuron was still developing (Chapter 

3). This suggests a developmental gradient in the auditory brainstem from the 

auditory nerve to the brainstem nuclei, all going through a similar development 

to sustain precisely-timed high-frequency activity. 

Neural activity in development

Neural activity is a general phenomenon in developing neural circuits. 

The contribution of electrical activity can be distinguished as permissive or 

instructive [78]. A permissive contribution indicates that neural activity, while 

necessary for the developmental processes, does not determine the exact 

connectivity. As an example, neural activity might have a trophic role on the 

developing projection; without activity the projection is degenerated, while 

with activity it is allowed to continue to develop. An instructive contribution 

indicates that neural activity does inform the exact connectivity. Here, the 

classical example is the Hebbian principle ‘fire together, wire together’ [347, 

348], indicating that the co-occurrence of presynaptic and postsynaptic firing 

will eventually lead to a stronger synaptic connection. Although it is hard to 

distinguish the two types of contributions in development, it is important 

to keep in mind that these contributions of activity are mechanistically very 

different. In the next paragraphs I will compare the calyx of Held to three strong 

synapses whose development has been extensively studied: the neuromuscular 

junction, the retinogeniculate synapse and the climbing fiber-Purkinje synapse. 
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In this thesis we focused on neural activity in the auditory system. We found 

that neural activity reliably propagates in the MNTB as we did not observe 

principal neurons which did not fire during synaptically-active bursts. In 

this developmental period a giant synapse is formed and relay-type synaptic 

characteristics are obtained ([18, 55, 60, 97, 136, 137, 349] and this thesis). 

These changes also underlie a circuitry refinement at the MNTB as a principal 

neuron faithfully follows the activity of a single, large synaptic input. The 

fact that we did not observe the activity of multiple large synapses connected 

to a single principal cell after P4 indicates that the principal cell’s responses 

become virtually identical to its presynaptic partner, a globular bushy cell, upon 

calyx formation. For the auditory brainstem the inputs can be characterized 

by their response to tone frequencies, and their spatial organization follows 

a tonotopical gradient [61]. As apoptosis of principal cells is minimal during 

subsequent development [92] (and assuming no cell migration after calyx 

formation), the topological mapping of the cochlear nucleus in the MNTB is 

functionally established after P4, and thereby MNTB’s tonotopy. What follows 

is a developmental period of structural refinement, including the pruning of 

collaterals [90], the invaginations of the calyx of Held [55, 91], as well as the 

maturation of the calyx of Held synapse [16] and possibly the principal neuron 

[95]. However, these processes will not alter the auditory identity of the principal 

cell, which is inherited from the innervating GBC. Therefore, we conclude that 

tonotopy of the MNTB is very likely established at P5.

Circuitry refinement occurs first functionally, then structurally. In the General 

Introduction we already introduced the two forms of refinement, where a 

structural refinement can be observed by pruning of structures, and a functional 

refinement when the responses of a neuron becomes increasingly determined 

by a selective type of input. We observed that in vivo the principal neuron 

becomes increasingly unresponsive to small inputs, while concertedly a single 

input increases in strength, as was found in slice studies [60, 97, 157]. Structural 

refinement continues until hearing onset [90]. Similar temporal dissociation of 

the two types of refinement have been observed for other developing projections. 

For the MNTB-LSO projection a sharpening of the postsynaptic responses was 

observed prior to structural refinement [350].
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For the neuromuscular junction (NMJ) embryonic multi-innervation of a 

muscle fiber is followed by a long period of refinement, ending with mono-

innervation in the first postnatal weeks [262, 351, 352]. Before mono-innervation 

a single axon increased in synaptic strength, which was then followed by a 

retraction of the outcompeted axon [255, 261, 352]. However, the structural 

refinement is highly dynamic: in a few cases the largest input was taken over 

by a smaller input over multiple days [264], or a retracting ‘loser’ axon rapidly 

reestablishes connectivity if the ‘winner’ axon is lesioned [263]. Hence, NMJ 

development is not necessarily a simple expansion of the strongest synapse. 

A slightly different developmental profile can be found for the projection from 

the retina to the lateral geniculate nucleus (LGN). Seven to 40 retinal ganglion 

cells (RGCs) from both eyes converge on a lateral geniculate nucleus (LGN) relay 

cell at birth. A period of refinement follows, during which axons segregate into 

eye-specific areas [353, 354]. Functionally, 1-3 strong RGC synapses per LGN cell 

emerge [355-358], while some weak inputs remain present [357]. This functional 

refinement arises via the formation and elimination of small boutons [359]. 

Finally, another refinement period of axonal branches takes place after eye 

opening [359]. 

Lastly, we consider the development of the climbing fiber(CF)-cerebellar 

Purkinje synapse. Most Purkinje cells become mono-innervated in the first 

week postnatally after being contacted by >5 immature CFs [256, 259, 360, 361]. 

The CFs initially contact the soma of the cell, where one synapse is selectively 

strengthened and allowed to expand to the Purkinje apical dendrite [258, 259]. A 

later period of nonselective elimination of the somatic CF synapses establishes 

the mono-innervation [258, 259]. Structurally, the largest somatic CF does not 

always translocate to the dendrite [260], suggesting synaptic competition at the 

level of the soma. Ablation of the translocating ‘winner’ CF led to a take-over 

by another CF, but without ablation take-over of a translocating CF was not 

observed [260]. 

Despite their disparate origins of activity, the refinement processes are all 

accompanied with spontaneous activity in vivo (auditory: [74], this thesis; NMJ: 

[255, 362]; visual: [363, 364]; Purkinje: [336, 365, 366]), which might reflect a 

fundamental need for neural activity in synaptic refinement [78, 367].
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Spatiotemporal properties of activity

The spatiotemporal properties of the neural activity in a developing network 

have been studied most extensively in the visual system. Isolated retinas 

show spontaneous activity that propagates from neighboring RGCs in wave-

like manner [368-371], and these waves were observed in vivo at the superior 

colliculus [372]. Due to wave-like organization of the activity, the proximity 

of RGCs is implicitly encoded in the time difference and synchronization of 

their activity and this could be used to organize retinotopic maps at their 

targets [371, 373]. While starting highly synchronized, the activity in the retina 

developmentally desynchronizes [370, 374]. The desynchronization of activity 

correlates with circuitry refinement. (Note that increased synchronization 

of postsynaptic activity with impaired/delayed synaptic elimination is self-

explanatory, but increased synchronization of presynaptic neurons with 

impaired/delayed synaptic elimination can indicate an instructive role of 

presynaptic activity in synaptic elimination). Early desynchronization led to less 

retinotopic refinement ([375, 376], but see [377, 378], and a reanalysis in [374]). 

Synchronized activity of small patches of RGCs was enough to rescue retinotopic 

refinement, but it did not rescue eye-specific segregation [379]. In contrast, 

optogenetically synchronizing the monocular activity of many RGCs disrupted 

retinotopy, while the asynchrony of binocular RGC activity strengthened eye-

specific segregation [380]. Therefore, the temporal desynchronization of RGC 

activity might inform sequentially eye-specific segregation, retinotopy and RGC-

type-dependent circuitries [373]. 

Other developing networks have a similar developmental progression in their 

neural activity. The isolated spinal cord preparation has spontaneous calcium 

waves [381], giving rise to synchronized activity mediated via gap junctions 

[382]. Besides the involvement of activity in neuronal differentiation and axon 

pathfinding [383], these waves likely pace synapse elimination of NMJ [261]. 

Different types of synchronized activity are present [384, 385], namely short-

duration bursts leading to muscle twitching [386] and long-duration bursts 

comparable to complex motor events [362]. These different bursts might pattern 

the developing network for different motor behaviors. Interestingly, early 

desynchronization of spinal activity accelerated NMJ elimination [387], while 
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delayed NMJ elimination coincided with prolonged synchronized activity [388]. 

As in the visual system, this indicates an essential role for desynchronization 

of activity in the process of synapse elimination [262, 382, 389]. Whether this 

activity instructs the topology of neuromuscular innervation is unclear, but 

neural activity is definitely essential for the developing circuitry [390].

In the developing cerebellum, Purkinje cell activity is composed of simple 

spikes and complex spikes [336], of which the latter is accompanied with calcium 

influx [365]. In vivo calcium imaging revealed a shift from synchronized to 

desynchronized activity of Purkinje cells and CFs in the first postnatal week 

[365]. Again, extending synchronized activity of the CFs led to persistent multi-

innervation [391]. Somatic and dendritic multi-innervation also persisted in a 

mouse model that expresses a chloride channel in Purkinje cells [392]. Similarly, 

in Purkinje cells that miss Cav2.1 channels dendritic multi-innervation by 

CFs occurred [393] accompanied with increased synchronization of Purkinje 

cell activity [365]. Whether these models show persistent synchronization 

of CF activity has not yet been investigated. Therefore, desynchronization of 

presynaptic activity might inform CF elimination, but there is an additional role 

for the Purkinje cell in this process. Together, these different systems suggest 

an important switch from synchronized to desynchronized activity in the 

formation of the network.

At the MNTB, we observed barrages of EPSPs reflecting highly synchronized 

activity of multiple GBCs. Although spatial synchronization has not been 

directly observed, our observation that large barrages of EPSPs constituted 

the principal neuron’s activity (Chapter 3) suggests that multiple converging 

axons were simultaneously active. In addition, in two of the three examples of 

multi-innervation by large synapses their activity was extensively synchronized 

(Chapter 3). As these axons likely contact multiple principal cells [92, 136, 

137], activity of multiple principal cells will be synchronized. Moreover, the 

developmental decrease in the principal cell’s excitability and the observation 

that the principal cell faithfully follows a single, strong input after P5, likely 

results in less synchronized activity at the population level as each principal 

neuron will start to relay the activity of single GBC input instead of multiple 

inputs.
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The synchronization of the activity of multiple inputs of the principal cell 

might originate from how activity is generated in the cochlea. Neighbouring 

inner hair cells can be synchronized by supporting cells of the Kölliker’s organ 

and cholinergic synapses ([75, 103, 105] but see the review of [111] for alternative 

views). In the first postnatal weeks this activity is composed of high-frequency 

activity in prolonged bursts ([74, 155] and this thesis), and at the end of the 

second postnatal week auditory firing becomes random and continuous [155, 

183]. How auditory activity is spatially synchronized and whether this reflects 

tonotopy might be more directly investigated by genetically-encoded calcium 

sensors to read out the activity (ARO abstracts: PD 5, Babola et al. 2017; PS 810, 

Lombroso et al. 2016).

The activity of IHCs can be influenced via a cholinergic projection originating 

in the brainstem [23]. These cholinergic projections are present at birth [394], 

with the postsynaptic responses of apical IHCs peaking at P8 [395], causing 

inhibition of IHC activity [105, 107, 395]. In a mouse model that lacks the α9-

subunit of the acetylcholine receptor [396] the inner hair cells are thought to 

be unresponsive to the cholinergic projection [85]. The absence of cholinergic 

modulation caused in the auditory projections an increase in number of APs 

firing in briefer bursts and a more diffuse tonotopy of the LSO [85]. What is 

missing is how this has changed the synchronization of IHCs. In parallel to the 

other system, we speculate that the degraded tonotopy of the LSO could be the 

result of a prolonged/increased synchronization of IHC activity. Furthermore, if 

neural activity of the auditory system is based on waves of cochlear activity, we 

predict that after P4 MNTB’s activity is tonotopically organized. Synchronized 

activity continues after calyx formation until P8-9 [155]. This might reflect a role 

for synchronized activity to pattern the auditory circuitry that develop after the 

MNTB, including the lateral lemniscus, MSO and LSO, and perhaps even up to 

the auditory cortex.
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Synchronized activity causes plateau potentials/calcium waves.

What is the effect of synchronized activity and desynchronized activity on the 

postsynaptic neuron, and how does this lead to circuitry refinement? Waves of 

synchronized activity cause postsynaptic plateau potentials and mediate calcium 

influx. We define a plateau potential as a sustained depolarization following the 

postsynaptic AP at membrane potential around or even above AP threshold. 

A novel observation in our studies was the presence of large plateau potentials 

coinciding with the APs of the principal cell (Chapter 3). Based on our in silico 

model NMDA receptors might mediate these plateau potentials, as was found 

in slice studies of P7 and older mice [217, 219]. During the plateau potentials the 

magnesium block of NMDA receptors is incompletely expelled [199, 217]. This 

will lead to a substantial calcium influx mediated partially via NMDA receptors, 

but mainly via voltage-gated calcium channels [222]. The secondary spikes on 

top of the plateau potential are well-timed during the burst activity to reactivate 

NMDA receptors and voltage-gated calcium channels, thereby sustaining high 

intracellular calcium levels. To investigate the role of calcium in development, 

genetic elimination of Cav1.3 [122-124] or Cav1.2 [223] could reveal its role, but 

major apoptosis impeded further investigation of synaptic differentiation and 

elimination in these models. My own pilot experiments to image a calcium 

sensor in vivo failed due to brain movements corresponding to breathing and 

heartbeat. This impeded a direct investigation of the in vivo calcium dynamics. 

During development, the plateau potentials become temporally restricted and 

eliminated by the upregulation of high- and low-threshold potassium channels 

([191] and Chapter 3). As the expression of low-threshold potassium channels 

strongly correlates with the presence of a large EPSP (Chapter 3), the plateau 

potentials mainly arise in the period of synaptic differentiation of the calyx of 

Held synapse.

Plateau potentials are also present during synaptic differentiation in other 

developing systems. Synchronized RGC activity leads to a barrages of EPSPs at 

the LGN relay cell [397] followed by a plateau potential [221, 356, 358, 398]. This 

plateau potential is mainly mediated via voltage-gated calcium channels, with 

an additional role for NMDA receptors [221, 356, 358, 398]. The occurrence of 

plateau potentials was developmentally diminished and coincided with synaptic 

– 143 –

5. General discussion

5



differentiation [356]. The voltage-gated calcium channels were found to regulate 

synaptic long-term depression and potentiation in vitro [399]. In a mouse model 

lacking a subunit of the L-type voltage-gated calcium channel plateau potentials 

were absent, synaptic differentiation and elimination were impeded, and eye-

specific segregation was less precise [221]. Whether these developmental effects 

are caused by the plateau potential independently or by altered calcium influx 

remains to be investigated.

Revisiting the development of the CF-Purkinje synapse, the role of the 

postsynaptic neuron becomes more apparent in the context of plateau potentials. 

Plateau potentials were observed in vivo, together with large calcium influx 

[366], and this calcium influx was not mediated via NMDA receptors [257, 366]. 

The plateau potentials were caused by synchronized activity of synapses, and 

in a PC-specific Cav2.1 knockout mouse model that has plateau potentials [366], 

multi-innervation persisted [366, 393]. Similarly, in another mouse model with 

persistent multi-innervation, calcium influx was reduced [400]. Slice studies have 

dissected a possible role for calcium influx. Pairing CF-PC activity strengthened 

the strongest CF and reduced the weaker CFs [257, 401]. This segregation effect 

might be explained by the location of calcium influx as voltage-gated calcium 

channels translocate to the dendrite with the CF [402]. 

Altogether, it is tempting to suggest that synchronized activity causes plateau 

potentials/calcium influx that triggers Hebbian-like strengthening of synapses, 

and by desynchronization a negative Hebbian-like mechanism weakens the 

synapses that are not sufficiently strong, leading to their elimination. This 

would lead to circuitry refinement that can allow topological rearrangement of 

the network given three conditions: (1) Preliminary synapse formation should 

be either very diffuse or establish a crude topological map; (2) the strength of 

synchronization should be topologically equal to avoid a bias in the network to 

strongest synchronized projections; (3) postsynaptic mechanisms should not be 

topologically different. Alternatively, there might be a topological matching of 

postsynaptic mechanisms with presynaptic gradients in synchronization. Even if 

this hypothesis holds true, it does not aim to explain subcellular (re)distribution 

at all these synapses (soma vs. dendrite, proximal vs. distal) and does not 

encompass the developmental dependency on other (inhibitory) synapses, 
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neuromodulators and trophic factors [367, 390]. It might, nonetheless, present 

a fundamental building mechanism for developing topologically-arranged 

circuitries. This thesis described the synchronization of the activity of multiple 

inputs, the presence of plateau potentials and the strengthening of a single 

input. The next step would be to demonstrate that Hebbian-like plasticity occurs 

at the calyx of Held synapse and unravel the molecular mechanisms that are 

involved in these processes.

More ‘a team effort’ than competition?

Synapse development has long been viewed as a competitive process. To my 

knowledge the idea of competition was first introduced by Hubel and Wiesel 

to explain the shift in ocular dominance columns towards the experienced eye 

and away from the deprived eye [403]. In vivo imaging of synapse development 

showed highly dynamic changes [258, 260, 263, 264] for which the use of the 

terms ‘winner’ and ‘loser’ by the authors implies a competition. Moreover, the 

spatial restriction of the mentioned synapses is consistent with competition: 

the calyx of Held for somatic area, the NMJ for a restricted muscle area, and 

the climbing fiber for the PC dendrite. In this process the strengthening of 

one synapse might necessarily involve a weakening of others, consistent with 

the idea that for ‘one to grow, the others must go’. Hence, the idea of synaptic 

competition is indeed compelling, but might there be another view?

For the developing climbing fiber, Kawamura et al. [366] pointed out that “weak 

CFs are not simply ‘losers’ but can contribute to the generation of [burst firing] 

by firing in cluster with strong CF inputs and thus can promote the selection of a 

single ‘winner’ CF”. In an in vivo imaging study where the retraction of a ‘loser’ 

axon was visualized, the authors speculated that the same axon might have 

formed a winning synapse somewhere else [264], which might suggest that more 

remote processes influence the outcome besides the competition. In addition to 

the absence of a trade-off between the strength of the strongest and the second 

strongest input (Chapter 4), the need for EPSP summation at P2-3  to trigger 

an AP (Chapter 3), which initiates putative molecular mechanisms for synapse 

development, suggests quite the opposite of competition; a need for cooperative 

development where the absence of a single projection impedes the development 

– 145 –

5. General discussion

5



of its comrade projections. In the case of monocular projections, it might be 

beneficial to redistribute all resources away from an eye that is not functional via 

a competitive process. However, competition might be less favorable to preserve 

tonotopy as it could lead to loss of essential projections.

The idea of cooperation versus competition can be empirically tested. If 

cooperation is important, improving the development of one projection should 

promote the development of his comrade projections. However, the competition 

doctrine would demand a reduced development of the surrounding projections 

due to the developmental advantage of this one projection. The inverse would 

also be true, the handicap of one projection should degrade surrounding 

projections that depend on this projection, while competition suggests that 

it would benefit the development of the other projections. To investigate this, 

we will need to examine the development of surrounding projections in the 

presence of a subset of altered projections. With the progress in genetic tools 

that stochastically change a subset of neurons, it will be possible to test this 

hypothesis in the near future. 

Future directions

In this thesis I have mainly focused on the in vivo electrophysiological 

properties of developing calyx of Held synapses. The main findings seem in 

agreement with what has been described for other synapses and this argues 

that the developing calyx of Held synapse might be a useful research model to 

investigate synapse development.

Regarding the development of the calyx of Held, outstanding questions remain. 

How dynamic is the formation of the calyx of Held? Can a calyx of Held be 

replaced by another, similar to the NMJ, or does it stay once formed, similar to 

the climbing fiber? In vivo imaging of the calyceal collaterals has been successful 

[90], but imaging the formation of the calyx of Held has proven to be a challenge. 

Genetic labeling strategies via postnatal viral injections are too late to be useful 

to visualize calyx formation [182]. In utero electroporation might overcome this 

problem, but has a rather low success rate [404]. Without the identification of a 

GBC-specific promotor that is expressed prenatally, it will be difficult to move 

forward.
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Another important step to be taken is to unravel the spatiotemporal properties 

of the developmental activity in the auditory brainstem. To record the activity 

researchers generally use either calcium indicators or multi-electrode arrays. 

However, the vascularization of the MNTB makes it not only hard to image the 

area, it also limits the use of multi-electrode arrays, as it is easy to damage a 

blood vessel. Both methods might in principal work with more optimization. 

Another way forward might be to record single cells from multiple auditory 

areas simultaneously. Based on their co-activity and location indirect inferences 

can be made on the spatiotemporal properties of the auditory activity. Thirdly, 

controlling the activity of a select group of IHCs or SGNs while recording from 

the MNTB might also inform us on the convergence and elimination of multiple 

projections.

One major limitations in the existing literature of auditory development is the 

dependency of cell survival on neural activity. Overcoming the developmental 

apoptosis as a result of the perturbations might reveal the role of neural activity 

in synapse development. I suggest two ways forward. The first possibility is to 

develop tools to alter only a small subset of neurons under the assumption that 

the trophic support is not affected by these treatments. The second possibility 

is to identify the genetic program that makes the cells independent of trophic 

support, and turn on this genetic program prior to the perturbation to eliminate 

the induced cell death. Both ideas need substantial development of tools before 

they can be employed. When these methods are in place, it will be interesting 

to revisit previous mouse models to see how the perturbation then changes 

auditory brainstem development.

When we know in detail how activity is organized and how the calyx of Held 

is formed, the specific roles of a wide-range of proteins in these processes can 

be addressed. A temporally fine-grained study at all major developmental 

milestones will unravel at what time points and in which processes the protein 

is involved and how this protein contributes to the establishment of the calyx 

of Held. Here, a focus on cell adhesion molecules might reveal which cell-

adhesion proteins are involved in transsynaptic signaling and which factor might 

signal the calycigenic axon to cover the postsynaptic soma. Next, the role of 

second messengers might be of particular interest as they combine information 
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from chemical cues in the environment as well as the neural activity present. 

Although entirely ignored within this thesis, there is likely to be a prominent 

role for MNTB glia cells in synapse development. As no master transcription 

factor or other protein has been identified to regulate giant synapse formation, 

it might be the more subtle levels in proteins, protein-protein interactions and 

protein modifications that cue the synapse to become a giant.

Conclusions

One important step in the development of the brain is the formation of 

connections between cells by a synapse. The calyx of Held synapse is a special 

synapse with properties that are important for its role in the auditory brainstem, 

but its development might involve processes that are general to synapse 

development. In this thesis we have shown that neural activity is present during 

its formation, and have described in some detail how the activity is organized at 

the level of single principal neurons.

Shortly after the formation of the calyx of Held, the axon terminal already 

obtained features that enable adult-like high-frequency firing. Based on the 

first in vivo whole-cell recordings of the calyx of Held, we advanced a role of 

the calyceal after-potential in high-frequency activity, similar to what was 

suggested for the crayfish neuromuscular terminal [144]. We speculate that the 

after-potential might have a broader significance in neurotransmission than was 

previously assumed.

With postsynaptic whole-cell recordings we followed the formation of the calyx 

of Held synapse and the complementary development of the principal cell. For 

the first time a within-cell comparison was made of postsynaptic excitability 

and synaptic strength, revealing an evident correlation between synaptic 

development and postsynaptic properties, suggesting homeostatic plasticity of 

which the molecular mechanism remains to be investigated. Plateau potentials 

were found within this period. By correlation to other work, these plateau 

potentials sustain elevations in intracellular calcium level which might be 

important for the increase in synaptic strength. 

Finally, the synaptic convergence on a principal cell was investigated during 

the period of calyx formation. The first in vivo characterization of the calyx 
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of Held synapse by means of midline stimulation of the afferent axon was given. 

With midline stimulation we also identified different converging inputs of a single 

principal cell, revealing that while the second strongest input was not changing, 

the strongest input became significantly stronger between P2 and P5-8. During 

development strong inputs became associated with a prespike, identifying them 

as calyces of Held, but they were surprisingly similar to strong inputs without a 

prespike recorded from other principal cells. Lastly, with midline stimulation we did 

not identify multiple strong inputs converging on a single principal cell, indicating 

that synaptic competition for calyx formation might progress differently than was 

expected.

 The results described in this thesis indicate that in many ways the development 

of the calyx of Held synapse mirrors the development of other synapses. Thus, 

given the advantages of the calyx of Held synapse, this synapse constitutes a 

unique research model to probe the fundamental processes that govern synapse 

development in the mammalian central nervous system.
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The formation of synapses is a critical step in the development of the brain. 

During this developmental stage neural activity propagates across the brain 

from synapse to synapse. This activity is thought to instruct the precise, 

topological connectivity found in the sensory central nervous system. In the 

General Introduction some possible hypotheses for establishing topological 

connectivity in the brain are put forward. In this thesis I demonstrated that 

during the period when a giant auditory synapse is formed, the calyx of Held 

synapse, including both the calyx itself and its postsynaptic target, the principal 

neuron of the medial nucleus of the trapezoid body, displays bursts of neural 

firing.

With our unique in vivo approach I describe in CHAPTER 2 the patterns of 

neural activity at the calyx of Held in neonatal rats. Despite the young age of 

the pup and the early stage of calyx development, very brief intervals between 

action potentials (APs) were observed with only minor changes in the shape 

of the calyceal AP. One of the processes that keeps the AP shape invariant was 

related to the absolute membrane potential attained following the AP, the after-

potential. I propose that there might be an essential role for the after-potential 

to stabilize the AP shape in high frequency firing. 

In CHAPTER 3 I focus on the developmental changes in the calyx of Held 

synapse and the postsynaptic neuron. In a few days a relay synapse emerges 

that reliably drives postsynaptic activity. The other synaptic inputs become less 

relevant for postsynaptic firing, because of changes in the intrinsic properties 

of the postsynaptic neuron. I demonstrate a clear correlation between the 

postsynaptic excitability and the emergence of the relay synapse, possibly 

indicating a homeostatic matching of the size of the inputs and the size of 

the input resistance. In the days prior to the appearance of the relay synapse, 

the activity of many converging synapses caused a continuous depolarization. 

By means of modeling I suggest that this depolarization only helps to trigger 

postsynaptic APs in the period before the relay synapse emerges, as an increase 

in low-threshold potassium channels precluded the triggering of postsynaptic 

APs by slowly-rising, prolonged depolarizations at the later developmental 

stages.
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From the many terminals that connect to a principal neuron in neonatal 

rats, typically a single calyx of Held remains in the adult. During this period 

I expected that multiple calyces would initially form on a principal cell 

followed by the selection of a single ‘winner’ calyx of Held, as indicated by 

some other studies. In CHAPTER 4 I describe in detail that we do not observe 

electrophysiological evidence for multiple calyceal innervations in vivo. Weak 

inputs were present throughout this period. While the strongest input became 

stronger, the second strongest input retained its strength. Our attempt to 

retrieve the morphology of the terminals that are formed on the recorded neuron 

did not reveal a clear mismatch between our electrophysiological recordings and 

the terminal. I propose some possible explanations for the apparent discrepancy 

between previous studies and my findings. In the end, either multiple calyces are 

rarely formed on single rat principal cells or they are very weak for their giant 

size.

In the General Discussion I address some possible confounding factors 

in my research. I return to the propagation of neural activity in the auditory 

brainstem and the mechanisms that are essential for firing with high 

frequencies. I elaborate on the role of the after-potential to expand on the idea 

that the after-potential has a role in stabilizing neural activity that extends 

beyond the calyx of Held. I also speculate on its possible influence on synaptic 

neurotransmission which could be an intriguing, new type of plasticity. 

Next, the neural activity during the formation of the calyx of Held synapse is 

compared to what is known about the formation of other well-studied synapses. 

I highlight the similarities in their development with emphasis on a temporal 

dissociation of synaptic strengthening and synaptic elimination, and the role 

of synchronized and desynchronized activity. I briefly discuss the hypothesis 

that a form of cooperation other than synaptic competition might be crucial to 

the development of the sensory nervous system and continue to suggest what 

the major next steps will be to understand the formation of the calyx of Held. 

This thesis will hopefully contribute towards making the calyx of Held synapse 

a leading research model to investigate the role of neural activity in synapse 

formation.
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Het aanleggen van synapsen vormt een essentiële stap in de ontwikkeling 

van het brein. Tijdens deze fase van de ontwikkeling vuren neuronen 

actiepotentialen (APs). Deze neurale activiteit beïnvloedt mogelijkerwijs 

de vorming van synapsen en daarmee de topologie van het sensorische 

zenuwstelsel. In de algemene introductie bespreek ik mogelijke mechanismen 

waarmee topologische netwerken kunnen worden aangelegd. In dit proefschrift 

toon ik aan dat tijdens de vorming van een auditieve reuzensynaps, de calyx 

van Held-synaps, zowel de calyx als zijn postsynaptische partner, het principale 

neuron van de mediale nucleus van het corpus trapezoideum, periodes met sterk 

verhoogde activiteit vertoont.  

In Hoofdstuk 2 beschrijf ik dat door middel van onze unieke benadering we in 

staat zijn om in pasgeboren ratten de specifieke patronen in de neurale activiteit 

van calyces van Held te meten. Ondanks de leeftijd van de rat en het vroege 

ontwikkelingsstadium van de synaps waren de intervallen tussen de APs al zeer 

kort. Dit had, verrassend genoeg, weinig consequenties voor de vorm van de APs. 

Een belangrijke bevinding was dat de ongevoeligheid van de vorm van de AP 

voor de hoge vuurfrequentie samen hing met de absolute membraanpotentialen 

die op de AP volgen, de napotentiaal. Hiermee is voor het eerst een functie 

aangetoond voor de napotentiaal bij hoge vuurfrequenties in zoogdieren. 

Misschien is de napotentiaal zelfs wel kenmerkend voor axonale eindigingen die 

met een hoge frequentie vuren.

In Hoofdstuk 3 beschrijf ik de veranderingen in de calyx van Held-synaps 

en het postsynaptische neuron. In enkele dagen na de geboorte verandert één 

synaps in een betrouwbare relais-synaps (‘relay synapse’ in het engels). Als 

de calyx een AP vuurt, dan vuurt het postsynaptische neuron ook een AP. 

Deze synaps verschijnt tijdens de ontwikkeling uit de vele andere synapsen 

die bij het principale neuron horen. Terwijl vele synapsen aanvankelijk een 

belangrijke bijdrage leveren aan het vuurgedrag van het principale neuron, 

verdwijnt hun invloed tijdens de ontwikkeling, als gevolg van veranderingen 

in de prikkelbaarheid van het postsynaptische neuron. Ik toon aan dat de 

prikkelbaarheid van het postsynaptische neuron correleert met de sterkte 

van de relais-synaps, wat mogelijk een aanwijzing is voor homeostatische 

plasticiteit. In de paar dagen waarin de relais-synaps verschijnt is er sprake van 
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plateaupotentialen die veroorzaakt wordt door de activiteit van vele synapsen. 

Door middel van computermodellen toon ik aan dat de periode waarin 

plateaupotentialen bijdragen aan het vuurgedrag van het postsynaptische 

neuron beperkt is tot het moment waarop de relais-synaps is gevormd. Dit 

komt voornamelijk door een toename in kaliumkanalen die openen tussen de 

rustpotentiaal en de drempelpotentiaal van het neuron.

De relais-synaps verschijnt uit een populatie van synapsen die aanvankelijk 

zeer vergelijkbaar zijn. Op basis van eerdere anatomische studies verwachtte 

ik dat meerdere calyces zich zouden vormen op een enkele principale neuron, 

waarvan vervolgens één calyx zou overblijven. Echter, in Hoofdstuk 4 beschrijf 

ik dat we in onze metingen geen bewijs vinden voor multi-calyceale innervatie. 

In plaats daarvan vinden we dat het principale neuron niet meer dan één sterke 

synaps heeft. Tijdens de ontwikkeling zien we dat de sterkste synaptische 

input sterker wordt, zonder daarbij een duidelijk verandering te zien in de 

op-één-na-sterkste input. Ik beschrijf dat de kracht van de sterkste synaps 

nauw samenhangt met de aanwezigheid van bepaalde synaptische eiwitten 

rond het cellichaam van het neuron. Ik stel enkele mogelijkheden voor om de 

ogenschijnlijke discrepantie tussen de anatomische studies en onze bevindingen 

te verklaren en ik concludeer dat óf de neuronen die gemeten zijn niet meerdere 

calyces van Held hebben of dat maar één calyx per neuron sterk wordt terwijl de 

andere calyces zwak blijven.

In de algemene discussie bespreek ik enkele factoren waarvoor we niet 

kunnen corrigeren in onze experimenten. We kijken opnieuw naar de functie 

van de napotentiaal om het idee te versterken dat de napotentiaal een bepalende 

rol heeft in het ondersteunen van activiteit met korte AP-intervallen. Daarbij 

speculeer ik over een mogelijk effect van de napotentiaal op synaptische 

neurotransmissie en dit zou een nog niet eerder beschreven vorm van 

synaptische plasticiteit kunnen zijn. Vervolgens vergelijk ik de neurale activiteit 

tijdens de vorming van de calyx van Held-synaps met wat bekend is over andere 

synapsen. De overeenkomsten in ontwikkeling worden besproken en ik leg 

daarbij de nadruk op een temporele scheiding van het sterker worden van één 

synaps en het verwijderen van de andere synapsen, en op de synchronisatie 

van de synaptische en postsynaptische activiteit. In tegenstelling tot de veel 
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besproken competitie tussen synapsen, bespreek ik de mogelijkheid dat een 

vorm van samenwerking tussen de vele synaptische inputs de basis vormt voor 

het aanleggen van topologische neurale netwerken. Ik benoem de belangrijkste 

vervolgstappen in het onderzoek naar de vorming van de calyx van Held-synaps. 

Alles bij elkaar genomen zet het werk in dit proefschrift de eerste stappen om 

de calyx van Held-synaps op de kaart te zetten als een onderzoeksmodel voor de 

rol van neurale activiteit in synapsvorming in het zich ontwikkelende centrale 

zenuwstelsel.
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