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The tetra-phenyl arsonium and tetra-phenyl borate (TATB) assumption is a commonly used extra-
thermodynamic assumption that allows single ion free energies to be split into cationic and anionic
contributions. The assumption is that the values for the TATB salt can be divided equally. This
is justified by arguing that these large hydrophobic ions will cause a symmetric response in water.
Experimental and classical simulation work has raised potential flaws with this assumption, indicating
that hydrogen bonding with the phenyl ring may favor the solvation of the TB� anion. Here, we perform
ab initio molecular dynamics simulations of these ions in bulk water demonstrating that there are
significant structural differences. We quantify our findings by reproducing the experimentally observed
vibrational shift for the TB� anion and confirm that this is associated with hydrogen bonding with the
phenyl rings. Finally, we demonstrate that this results in a substantial energetic preference of the water
to solvate the anion. Our results suggest that the validity of the TATB assumption, which is still widely
used today, should be reconsidered experimentally in order to properly reference single ion solvation
free energy, enthalpy, and entropy. Published by AIP Publishing. https://doi.org/10.1063/1.5020171

I. INTRODUCTION

Ionic solvation free energies help determine many impor-
tant experimental properties such as ionic partitioning coef-
ficients,1 pKa values,2 and the electrochemical stability of
electrolytes.3 They are also essential for testing and param-
eterizing models of electrolyte solutions. If the solvation free
energies are not correctly reproduced, then it is unlikely other
properties will be correctly predicted. This is supported by the
work demonstrating that fitting to reproduce single ion sol-
vation free energies improves the performance of continuum
solvent models4,5 and classical simulation.6,7

The solvation free energies of neutral salts can be straight-
forwardly determined from experiment. Remarkably however,
there is still no consensus on what the solvation free energy
of individual ions are, namely, there is disagreement regarding
the individual contributions of the cation and anion. Know-
ing these values would help improve our models of electrolyte
solution and allow for more accurate predictions of experimen-
tal properties. More generally, these quantities are one of the
simplest properties of one of the most universal and important
substances in the natural world, and our inability to quanti-
tatively model them significantly undermines the confidence
we can have in theoretical methods applied to the condensed
phase. Determining these values is also necessary to develop
a physical understanding of the properties of electrolyte
solution. For instance, understanding the charge hyrdation
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asymmetry (CHA) has been the subject of significant
research.8–10 The CHA describes the preference for water to
solvate an anion over a cation of similar size. Because we
do not know what the correct values for the single ion solva-
tion free energies are, the CHA remains elusive. For ions such
as potassium and fluoride, the size of this asymmetry varies
from ≈75 kJ mol�1 11 to 170 kJ mol�1 12 depending on the
experimental protocol as shown in Fig. 1.

One challenge for computing single ion solvation free
energies within the molecular simulation framework is the
choice of the zero of the electrostatic potential. This choice
does not matter for neutral ion pairs as the qφ term will can-
cel. Confounding the issue, different choices are possible for
the zero of the electrostatic potential that result in different
definitions of the single ion solvation free energy. There are
four key definitions of the single ion solvation free energy:
the real, bulk, intrinsic, and Ewald. For a detailed discussion
of the aforementioned terminology and the definitions of the
surface potentials, we refer the interested reader to the stud-
ies of Duignan et al.13 and Remsing et al.14 A textbook on
this topic15 examines the consequences for specific choices
of the zero of the potential. In particular, it is argued that
the real solvation free energies are experimentally accessi-
ble and well determined and correspond to the choice that
the zero of the electrostatic potential is in the vapor phase far
away from the air-water interface. This choice of zero poten-
tial yields a value of �1075 kJ mol�1 for the real solvation free
energy of a proton, primarily on the basis of electrochemical
measurements.

It is useful to define a single ion solvation free energy
that does not depend on the properties of the distant air-water

0021-9606/2018/148(22)/222819/7/$30.00 148, 222819-1 Published by AIP Publishing.

https://doi.org/10.1063/1.5020171
https://doi.org/10.1063/1.5020171
https://doi.org/10.1063/1.5020171
mailto:t.duignan@uq.edu.au
mailto:marcel.baer@pnnl.gov
mailto:chris.mundy@pnnl.gov
http://crossmark.crossref.org/dialog/?doi=10.1063/1.5020171&domain=pdf&date_stamp=2018-03-23


222819-2 Duignan, Baer, and Mundy J. Chem. Phys. 148, 222819 (2018)

FIG. 1. Solvation free energies of the alkali halide ions with the CPA
approximation in comparison to the TATB approximation.

interface. One such choice is the intrinsic solvation free
energy and differs from the real solvation free energy by the
removal of potential due to the distant air-water interface,
namely, the dipolar surface potential term.13,14 The only
problem with the intrinsic solvation free energy is that it
was shown to depend on the choice of the origin of the
water molecule and thus is inherently somewhat arbitrary.16,17

Another useful definition of the single ion solvation free ener-
gies is the bulk solvation free energies as defined by Beck18

following Harder and Roux.19 The bulk solvation free energy
corresponds to setting the electrostatic potential to be zero
at the center of an uncharged cavity in water. This choice
of the zero of potential corresponds to the Born model of
ion solvation.13,18 Ambiguities of the bulk solvation free
energy are encountered as they depend on both the meth-
ods used to create the cavity and its size. The final type
of single ion solvation free energy is the Ewald definition.
The Ewald solvation free energies corresponds to the values
that are determined using Ewald summation with no correc-
tions other than for finite size effects. The Ewald quantity
is commonly reported in the literature and corresponds to
setting the average electrostatic potential of the cell to be
zero. Ewald values have a strong dependence on the water
model.13,14

Connecting the theoretical definitions and constructs to
experiments that can measure the single ion free energies
requires the so-called “extra-thermodynamic assumptions.”
Molecular simulation is a powerful tool to determine if these
assumptions are reliable and if so, to determine the definition of
the solvation free energy to which they correspond. The cluster
pair approximation (CPA)11,20 is one of the most widely known
“extrathermodynamic assumptions.” This method determines
single ion solvation free energies using experimental forma-
tion free energies of ion-water clusters with n = 1-6 water
molecules. It is apparent that very small clusters do not have the
same dipolar surface potential as the bulk air-water interface
and this estimate cannot correspond to the real solvation free
energy. Hünenberger and Reif15 argue that the CPA instead
gives intrinsic solvation free energies. That would require
the CPA values to correspond to a dipolar surface poten-
tial of zero, which is a reasonable assumption. Theoretical
work has demonstrated that there is a shift in the single ion
solvation free energy if the cluster pair method is extended

to large cluster sizes.21,22 This is evidence that the dipolar
surface potential is converging to the bulk surface value as
the cluster size increases. Indeed, the intrinsic solvation free
energy calculated using ab initio molecular dynamics (AIMD)
by Duignan et al.16 agrees with the CPA values if the cen-
ter of nuclear charge is chosen for the center of the water
molecule.

The other widely known “extra-thermodynamic hypoth-
esis” and the focus of this current study is the tetra-phenyl
arsonium and tetra-phenyl borate (TATB) assumption.23,24

This assumption states that for two large hydrophobic ions the
water response will be symmetric with respect to the charge,
namely the positive tetra-phenyl arsonium (TA+) cation should
have the same solvation thermodynamics as the negative tetra-
phenyl borate anion (TB�). This assumption implies an equal
split of the TATB solvation free energy into a cationic and
anionic part which straightforwardly allows for the determi-
nation of the single ion solvation free energy of all the other
ions. The solvation free energies tabulated by Marcus are based
on this assumption. Moreover, the TATB values are among the
most widely cited in the community. It is therefore crucial to
understand the molecular origins of the assumption to provide
additional clarity regarding the precise solvation free energy
the TATB method is estimating. A depiction of these ions and
representative snapshots of the solvating water molecules is
shown in Fig. 3.

It is known that the structuring of water around a solute
in water can create an electrostatic potential at the position
of that solute.14,18,25 This potential in the center of a hard
sphere solute has been studied by many researchers and is
referred to as the net potential when it is properly referenced
to the vapor phase and it is represented by φnp by Beck18 or
ΦHW by Remsing et al.14 This aqueous response to a neutral
hard sphere solute can create a zeroth order preference for
the solvation free energy of the cation versus anion. Indeed,
a necessary condition for the TATB assumption to give real
solvation free energies is a negligible net potential. If the net
potential is non-negligible, the TATB assumption could still
be correctly estimating the bulk solvation free energies. This
is because the bulk solvation free energies have the net poten-
tial removed.13,18 This would require the net potential to be
independent of the nature of the solute as otherwise the bulk
solvation free energies will require an ion-specific correction
to be converted to real solvation free energies.

In order to test the TATB hypothesis, it is necessary to
determine whether water has a net preference for either the
cation or anion and then show that this preference is not
purely driven by the net potential or to demonstrate that the
net-potential for TATB ions is dependent on specific non-
electrostatic properties of the solute. The single ion solvation
free energies determined with the TATB assumption differ by
≈50 kJ mol�1 from the CPA values as shown in Fig. 1. This
suggests that the preference for the anion is approximately
twice as strong using the TATB assumption as compared to the
CPA. This question has been examined recently using spec-
troscopic measurements26 that probe the hydrogen bonding
interaction of the water molecules with the phenyl rings of the
TB� molecules. This mechanism was originally suggested by
Schurhammer and Wipff.27 Classical MD27,28 was also used
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to investigate this topic. Many different charge sets for the
solute were derived from charge partitioning schemes. This
work demonstrated that the preference for the anion vs. the
cation switched depending on what treatment of the electro-
static interaction was used. This work argued that a standard
Ewald reference was best and therefore concluded that the
anion was strongly preferred. However, it has more recently
been demonstrated that free energies estimated from the Ewald
reference are not physically meaningful as this reference takes
on a severe model dependence.13,29 It is also unlikely that
classical MD using standard charge partitioning schemes can
reproduce the correct hydrogen bonding interaction with the
phenyl ring as determined by spectroscopy.26 A number of
simple models have been developed to address this question.30

These models have concluded that the anion is preferred over
the cation, but the size of this preference depends on the
model.

Herein, we focus on testing the TATB assumption from
a molecular perspective using AIMD. The use of quantum
density functional theory (DFT) within the generalized gra-
dient approximation to understand the water structure around
hydrophobic ions has recently been demonstrated.31 DFT has
also been demonstrated to reliably model the air-water inter-
face, where the inclusion of dispersion corrections is a key
advance.32,33 Here, we set out to confirm the spectroscopic
observations of Scheu et al.26 by simulation of the TA+ and
TB� ions in water in addition to the neutral tetra-phenyl carbon
(TC0) solute. To this end, we establish connection with recent
spectroscopic experiments in addition to computing average
ion-water binding energies and net potentials demonstrating
that there are substantial charge asymmetries between the TB�

and TA+ providing strong evidence that the TATB approxima-
tion is not reliable. This analysis neglects considerations of
changes in the conformational flexibility of the solute in water
compared to the gas phase. It is possible that these effects could
provide an additional source of asymmetry between the cation
and anion.

II. RESULTS AND DISCUSSION

The radial distribution functions (RDFs) of the hydro-
gen and oxygen atoms around the tetraphenyl arsonium
(TA+), tetraphenyl borate (TB�), and tetraphenyl carbon (TC0)
molecules are shown in Figs. 2(a) and 2(b). It is clear that the
RDFs between the water oxygens and the central solute atoms
appear to be qualitatively similar for all three solutes. The water
hydrogen RDF with the central solute atom demonstrates that
the first shell solvation water molecules are reorienting due to
the solute charge as expected.

However, there are non-trivial structural differences as
a function of the solute charge. Scheu et al.26 use the red
shifted vibrational signature of the first solvation shell water
molecules to argue that there is preferential hydrogen bond-
ing with the phenyl rings leading to stronger interactions of the
water with the anion over the cation. This specific interaction is
supported by the RDFs. At about 2.5 Å in the phenyl-carbon to
water hydrogen RDF [see Fig. 2(c)], a small peak in the anionic
RDF is present that is not observed in the cationic case and
only weakly observed in the neutral case of TC0. We can also

FIG. 2. Radial distribution functions for water hydrogen with respect to (a)
the central atom for TB� (blue), TC0 (black), and TA+ (red) and (c) the phenyl-
ring carbon atoms, and water oxygen with respect to (b) the central atom for
TB� (blue), TC0 (black), and TA+ (red) and (d) the phenyl-ring carbon atoms.

examine the orientational structure of the water molecules
around the solutes. This is shown in Fig. 3 depicting the dif-
fering orientations of the closest water molecules due to the
charge on the solutes. Interestingly, the TC0 solute structure is
much more similar to the TB� anion than to the TA+ cation.
This is due to the hydrogen bonding with the phenyl rings that
are similar for both of the TC0 and TB� solutes. Interestingly,
the solvation of the TA+ cation appears to closely resemble the
solvation around a neutral hard sphere hydrophobic molecule

FIG. 3. Orientational structure distribution functions of the first water around
the solutes. The upper row (a)–(c) is with respect to the phenyl ring and
second row (c)–(f) is with respect to the central atom. Also included are some
representative snapshots of the TA+, TB�, and TC0 solutes with the closest
solvating water molecules. The analysis presented consists of examining the
orientational distribution of the closest solvating water molecule averaged
over the entire trajectory. Here Θµ and Φ are the orientations of the water
dipole and the angle of rotation about the dipole with respect to the O-solute
vector, respectively. Details of the orientational analysis are provided in by
Remsing et al.14
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of similar size.14 This provides additional evidence that hydro-
gen bonding with the phenyl rings leads to significant ion
specific effects for these solutes.

To make direct contact with the experimentally observed
vibrational frequency shift of about 70 cm�1, we compute the
vibrational density of states (VDOSs) using the mass weighted
autocorrelation function of the velocity over 4 ps long win-
dows. The resulting spectra were smoothed by a Gaussian
convolution kernel of 10 cm�1 standard deviation.34 In Fig. 4,
the VDOS for the whole system (solute and solvent) calcu-
lated for the TB� simulation is shown as grey shaded area.
Comparing the full spectrum, there are significant differences
in the OH-stretch spectral region between the three different
simulations. Focussing solely on water molecules that have a
hydrogen that is within 3.0 Å of any of the phenyl carbons
reveals ion-specific spectral signatures. The anion shifts the
“free-OH” blue by 70 cm�1 with a maximum around 3588 cm�1

compared to the cation at 3657 cm�1. The pure hydrophobic
solute lies in between at 3620 cm�1. These frequency shifts are
consistent with the shift observed spectroscopically by Scheu
et al.26

The structural and spectroscopic results provide some evi-
dence that the water is not responding symmetrically to the
positive and negative solutes. This casts some doubt on the
TATB assumption. However, from the structural data alone,
it is not possible to draw definitive conclusions regarding the
solvation thermodynamics. It is still possible that the structural
asymmetries are not significant enough to alter the energies.
To more directly probe the validity of the TATB assumption,
it is necessary to compute interaction energies directly. The
computational demands of using DFT to compute solvation
free energies with the methods detailed by Duignan et al.13,16

for these large hydrophobic ions are at present formidable.
It is straightforward however to compute the average bind-

ing energy of the solute to the water: 〈Ubind〉. This binding

FIG. 4. Vibrational density of states for the water molecules in the first sol-
vation shell around the phenyl carbon atoms for TB� (blue), TC0 (black), and
TA+ (red) compared to the full spectrum (grey shaded) for the TB simulation.
Solvation shell water molecules are defined based on the g(r); see Fig. 2 for the
phenyl-ring carbon atoms to water hydrogen atoms. The VDOS is calculated
based on a window function of 2 ps. The dashed lines give the experimental
values determined by Scheu et al.26

energy is defined as

Ubind = UXS − US − UX. (1)

Here UXS is the total energy of the solute (X) and solvent (S).
US is the energy of the solvent alone and UX is the energy
of the solute in the gas phase. This average binding energy
is crucially important for computing the single ion solvation
free energies which for a rigid solute can be written explicitly
following Ben-Amotz et al.35 as

µ = −kBT ln
〈
exp−βUbind

〉
= 〈Ubind〉+ kBT ln

〈
expβδUbind

〉
. (2)

It is therefore clear that if 〈Ubind〉 shows substantial charge
hydration asymmetries, then there will be substantial asym-
metries in the single ion solvation free energy as well and the
TATB hypothesis cannot be considered reliable.

It has been previously established that the energies need to
be corrected to account for the surface potential as we initially
computed this binding energy using Ewald summation. There
is also a finite system size correction required. These correc-
tions are explained in Sec. III. Table I gives the resulting bind-
ing free energies. It is clear that there is a very large asymmetry
of≈180 kJ mol�1, with the anion being strongly preferred over
the cation consistent with the structural information. This pro-
vides compelling evidence that the TATB assumption is not
reliable. It is of interest to point out that although it is unlikely
that linear response theory can be applied for the ions studied
herein, the linear response estimate of the charging contribu-
tion to the solvation free energy will be approximately half of
the difference in interaction energy between the charged and
uncharged states.35

Given that we have established an asymmetry in both
the structure and energy, it is of interest to understand the
sources of this asymmetry. The net potential at the center of an
uncharged solute in water will preferentially solvate an anion
or cation depending on its sign. In the unphysical limit of very
small charges, the net potential would be the dominant term in
the free energy of solvation. Table I provides the net potentials
for the three solutes studied that are computed at the central
atom of the solute calculated with that solute removed. The net
potential is corrected by the appropriate terms, (e.g., the mean
inner potential or the surface potential) for proper reference to
the vapor phase and a finite size term (see Sec. III). Our results
demonstrate that the neutral solute has a significant positive
potential at its center. This is a result of the hydrogen bonding
with the phenyl rings creating a preferred orientation of the
water molecules around the solute. This net potential alone
would create a preference of ≈150 kJ mol�1 for the anion.
This is large enough to explain 85% of the total asymmetry
(≈180 kJ mol�1). Moreover, this potential is much larger than
is observed for a similarly sized hard sphere in water. It has
been shown that a 6 Å size hard sphere with BLYP-D2 water

TABLE I. Net potentials and average binding energies for the three solutes.

Solute 〈UBind〉 (kJ mol�1) Net potential (V)

TC0
�269 0.8

TA+
�465 �2.4

TB�

�644 3.6
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has a net potential of �0.025 V.14 As outlined by Marcus,24 for
the TATB assumption to be reliable, these ions must closely
resemble hard spheres with inert peripheries. This significant
difference in electrostatic potential created by the TC0 solute
and a hard sphere of similar size demonstrates that these ions
do not meet these criteria.

An additional and common source of the CHA is that
water may respond asymmetrically to the presence of a pos-
itive or negative charge. This effect is captured in the Born
model framework by assuming different Born radii defini-
tions for cations and anions. It is assumed that this effect will
become negligible for large hydrophobic ions, hence the TATB
assumption. This study suggests that this is not the case. By
examining the shift in the net potential going from the neutral
solute to the ion, Table I depicts a slightly larger shift for the
cation than for the anion. This indicates that the water response
is more favorable to the positive ion than to the negative ion and
is the opposite behavior to what is observed for small charged
hard spheres.13 This effect will counteract the net potential and
is roughly �20% of the solvation asymmetry.

The final contribution to the solvation energy is due to the
specific quantum mechanical interactions of the ion with the
water molecules. This effect is not reflected in the net potential
as it does not have an electrostatic origin. It has been demon-
strated that anions will have a larger dispersion interaction
with water, which is a plausible explanation for the CHA.36

This has been confirmed with symmetry adapted perturba-
tion theory (SAPT) calculations.10 Although these calculations
also demonstrate a large exchange repulsion term that acts in
the opposite direction mitigating the CHA.37 In the case of
TB� and TA+, it is difficult to estimate the dispersion interac-
tion of these large ions with the water due to the inaccurate
assumption of a point polarizability.38 For TB� and TA+ ions,
hydrogen bonding of the waters with the phenyl rings intro-
duces an additional potential source for the asymmetry. For
example, Schurhammer and Wipff27 demonstrated that there
is a ≈�40 kJ mol�1 hydrogen bond formed between the phenyl
ring of TB� and a water molecule in the gas phase, whereas
the short-range interaction energy between the TA+ and a
water molecule is much smaller. We leave it as a conjecture
that this is the source of the remaining 35% of the solvation
asymmetry.

We have argued above that the TATB assumption neglects
a preference of water for the anion. This view gives rise to a
puzzle. The puzzle is that the values for the solvation prop-
erties determined using the TATB assumption already show a
strong preference for the anion. In fact this preference for the
anion is stronger than almost all other estimates of the single
ion solvation properties.15 It is therefore implausible that this
preference is even larger than the TATB assumption predicts.
A potential resolution of this puzzle can be identified if the
original experimental values for the TATB solvation proper-
ties are reassessed. Marcus arrives at an “experimental value”
of 2 × 47 kJ mol�1 for the solvation enthalpy of the TATB
salt.23 However, this value depends on a model to determine
the lattice formation enthalpy of the crystalline tetraphenyl
salts.23 It is plausible that this model may not be applicable to
the tetraphenyl salts for a variety of reasons. In particular, it
again ignores the specific interactions with the phenyl rings.

We therefore advocate that values for the single ion solva-
tion properties based on the TATB assumption no longer be
considered reliable.

III. CONCLUSION

In summary, we have demonstrated that there are small,
but significant structural differences around the TA+ cation
and the TB� anion. The electronic complexity of the TA+ and
TB� necessitates the use of high quality interaction potential
based on quantum mechanics to distinguish the aqueous struc-
tural response between TA+ and TB�. Specifically, hydrogen
bonding with the phenyl rings is observed through our sim-
ulations for the TB� anion but not for the TA+ cation, and
the experimentally observed vibrational shift associated with
this hydrogen bonding is reproduced. We then perform direct
calculation to confirm that the water is preferentially interact-
ing with the anion and consequently identify the large positive
net potential as the dominant source of this preference. These
calculations and simulations presented herein suggest a sig-
nificant ion specific effect for the single ion free energy of the
TA+ and TB� solutes and calls into question the validity of
this assumption that is widely used in the community to deter-
mine single ion solvation free energies as given by Marcus.12

Given that we have demonstrated that the TATB approxima-
tion has been demonstrated to be unreliable, it is crucial that
new methods for determining single ion solvation free energy
are developed that are known to be reliable. Various excit-
ing new attempts to address this problem are currently being
developed.16,39–41

IV. COMPUTATIONAL DETAILS
A. Ab initio simulations

Born-Oppenheimer ab initio molecular dynamics simu-
lations within the NVT (at 300 K) ensemble using periodic
boundary conditions are performed within the CP2K simu-
lation suite (http://www.cp2k.org) containing the QuickStep
module for the DFT calculations.42 We followed a similar pro-
tocol as in Ref. 43, using a double zeta basis set that has been
optimized for the condensed phase44 in conjunction with GTH
(Goedecker-Teter-Hutter) pseudopotentials45 using a 400 Ry
cutoff for the auxiliary plane wave basis. A Nosé-Hoover ther-
mostat was attached to every degree of freedom to ensure
equilibration.46 The Becke exchange47 and correlation due to
Lee, Yang, and Parr (LYP)48 is utilized in addition to the disper-
sion correction (D2) put forth by Grimme49 with a 40 Å cutoff.
The TX simulation cell consisted of one solute molecule in
497 water molecules in a cubic box with the edge length of
24.955 Å. Production simulations of 45 ps were conducted for
TX molecules.

B. Charged system corrections

These simulations and energy calculations all use periodic
boundary conditions with Ewald summation to treat the elec-
trostatics. There are numerous technical challenges associated
with correcting free energies calculated using Ewald summa-
tion. Approximate methods to perform these corrections have
been outlined and discussed extensively elsewhere.40,50 We

http://www.cp2k.org


222819-6 Duignan, Baer, and Mundy J. Chem. Phys. 148, 222819 (2018)

draw on this work to apply the following corrections to the
energies and potentials presented above.

With Ewald summation the zero of the electrostatic poten-
tial is chosen so that the average electrostatic potential of the
cell is zero. This is a result of setting the k = 0 term to 0 in the
k-space sum. This means that the energies of systems with a
net charge need to be corrected as otherwise the solvation free
energies will depend on the arbitrary internal properties of the
water molecules.

The best choice for the zero of the electrostatic potential is
to be zero in the vapor phase very far away from the interface.
This choice corresponds to real solvation free energies. The
total surface potential is equal to the difference between the
average potential in water and the average potential in the vapor
phase far from the interface. We therefore need to subtract the
total surface potential from these energies to correct them. The
total surface potential can be given in terms of the dipolar sur-
face potential plus the Bethe potential. The dipolar surface
potential is a property of the interface and we use a value of
0.480 V as calculated by Remsing et al.14 There is a signif-
icant uncertainty associated with this quantity, for instance,
Hünenberger and Reif15 recommend a value of 0.13 V.
This corresponds to an uncertainty of at least 35 kJ mol�1

in the values of the binding free energies calculated here. The
Bethe potential needs to be recalculated for the system here, by
using the Wannier centers as described by Remsing et al.14 and
Duignan et al.13 This results in values of 3.47 V for the TA+

simulations and 3.53 V for the TB� simulations and 3.35 V
for the calculations where no solute was present.

The calculations of the energies of the isolated solute
molecules were also performed in PBC for consistency. This
means that these energies also need to be corrected for by the
Bethe potential of the cell. The dipolar surface potential does
not contribute as this term is 0 for the gas phase. The Bethe
potential with only the ion present was 0.12 V for TA+ and
0.18 for TB�. The version of Eq. (1) including corrections is

Ubind =
(
UXS + qφD + qφXS

Bethe

)
−US−

(
UX + qφX

Bethe

)
+UFSC.

(3)

No correction terms are required for the pure solvent energy
as this system is charge neutral. It is also necessary to include
a finite size correction term,51,52 which is necessary to account
for the fact that the ion is only solvating the finite number of
water molecules in the cell, which will differ from the case of
an infinitely large cell. This correction is given by52

UFSC =
q2

I

4πε0L

(
1 −

1
εw

)
*
,
ξEw +

4π
3

(
RI

L

)2

−
16π2

45

(
RI

L

)5
+
-

,

(4)

where ξEw = �2.837 and the ion size (RI ) is 5 Å. There is a cor-
responding correction to the net potentials, which is calculated
from the above by dividing by the solute charge. This correc-
tion is included in the values given in Table I. This finite size
correction is charge symmetric, so it is not relevant for testing
the TATB assumption, but it is important to get the absolute
values correct.
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