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Beach water table fluctuations due to wave run-up: 
Capillarity effects 

L. Li, 1 D. A. Barry, J.-Y. Parlange, 2 and C. B. Pattiaratchi 
Department of Environmental Engineering, University of Western Australia, Nedlands, Western Australia 

Abstract. High-frequency beach water table fluctuations due to wave run-up and run- 
down have been observed in the field [Waddell, 1976]. Such fluctuations affect the 
infiltration/exfiltration process across the beach face and the interstitial oxygenation 
process in the beach ecosystem. Accurate representation of high-frequency water table 
fluctuations is of importance in the modeling of (1) the interaction between seawater and 
groundwater, more important, the effects on swash sediment transport and (2) the 
biological activities in the beach ecosystem. Capillarity effects provide a mechanism for 
high-frequency water table fluctuations. Previous modeling approaches adopted the 
assumption of saturated flow only and failed to predict the propagation of high-frequency 
fluctuations in the aquifer. In this paper we develop a modified kinematic boundary 
condition (kbc) for the water table which incorporates capillarity effects. The application 
of this kbc in a boundary element model enables the simulation of high-frequency water 
table fluctuations due to wave run-up. Numerical tests were carried out for a rectangular 
domain with small-amplitude oscillations; the behavior of water table responses was found 
to be similar to that predicted by an analytical solution based on the one-dimensional 
Boussinesq equation. The model was also applied to simulate the water table response to 
wave run-up on a sloping beach. The results showed similar features of water table 
fluctuations observed in the field. In particular, these fluctuations are standing wave-like 
with the amplitude becoming increasingly damped inland. We conclude that the modified 
kbc presented here is a reasonable approximation of capillarity effects on beach water 
table fluctuations. However, further model validation is necessary before the model can 
confidently be used to simulate high-frequency water table fluctuations due to wave run-up. 

1. Introduction 

Coastal aquifers have a dynamic seaward boundary at the 
beach face where the observed physical processes (e.g., the 
pressure fluctuations) are influenced by oceanic water level 
fluctuations. Field observations show that the beach water ta- 

ble fluctuates in response to these sea level oscillations. Such 
interactions between seawater and coastal groundwater are 
important in at least two respects. First, the elevation of the 
beach water table significantly affects swash sediment transport 
and hence beach stability [e.g., Grant, 1948; Duncan, 1964]. A 
high beach water table tends to cause beach erosion, while a 
low water table promotes beach accretion [Grant, 1948]. Sec- 
ond, beach water table fluctuations may have a large impact on 
interstitial oxygenation processes and control to some extent 
the biological activity in the beach ecosystem [McLachlan, 
1989]. It is therefore important to understand how sea level 
oscillations propagate into the aquifer. 

Most previous research has been focused on low-frequency 
fluctuations of the groundwater table due to, for example, the 
tide [e.g., Lanyon et al., 1982; Nielsen, 1990; Li et al., 1996]. 
High-frequency water table oscillations due to wave run-up 
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and run-down (swash/backwash; called only run-up hereinaf- 
ter), however, have received little attention. Waddell [1976] 
carried out field measurements of high-frequency water table 
fluctuations. Direct measurements of the elevation of the 

beach water table landward of the swash zone were made, 
using capacitance probes. The results clearly demonstrate that 
the water table fluctuates in response to wave run-up. The 
periods of these fluctuations ranged from 8 to 20 s, which were 
well correlated to those of wave motion. More recently, Hegge 
and Masselink [1991] conducted a field study of beach water 
table interaction with swash at the Western Australian coast. 

They also used capacitance probes to measure the water table 
elevations and found similar water table responses. 

Despite the field observations of high-frequency water table 
oscillations, many researchers have chosen to ignore them 
while simulating the fluctuations of the beach water table. 
Most existing models, including those based on the one- 
dimensional Boussinesq equation [e.g., Nielsen, 1990] and 
those solving the two-dimensional flow equation [e.g., Li et al., 
1996], consider only saturated flow. These models predict that 
the amplitude of the fluctuations is damped inland and that the 
damping rate increases with the frequency of the sea level 
oscillations [e.g., Parlange et al., 1984]. Therefore, according to 
these models, high-frequency sea level oscillations do not in- 
duce water table fluctuations in coastal aquifers to any appre- 
ciable distance inland, a result which contradicts field obser- 
vations. The absence of high-frequency water table fluctuations 
may lead to inaccurate simulation of the water infiltration/ 
exfiltration across the beach face and the interstitial oxygen- 
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Figure 1. Schematic diagram of a coastal aquifer interacting 
with wave motion. (Inside the capillary fringe, water saturation 
is close to unity, and pressure is less than the atmospheric, i.e., 
capillary, pressure, the value of which is related to the water 
table elevation as P = -p#(z - •).) 

ation beneath the beach. The former process affects beach 
stability, and the latter plays an important role in the beach 
ecosystem. 

Capillarity effects provide a mechanism for the propagation 
inland of high-frequency sea level oscillations. The existence of 
a capillary fringe above the beach water table has been con- 
firmed by field measurements [e.g., Turner, 1993]. As the water 
table fluctuates, the pressure distribution above the water table 
will change, and thus an apparent local water exchange across 
the water table occurs. To incorporate this mass transfer pro- 
cess in the one-dimensional Boussinesq equation, Parlange and 
Brutsaert [1987] suggested an additional term be added to the 
Boussinesq equation. Barry et al. [1996] applied this modified 
equation to study the propagation of small-amplitude oscilla- 
tions in a coastal aquifer. The results showed that the damping 
rate of the oscillations propagating inland quickly reaches an 
asymptotic finite value as the forcing frequency on the bound- 
ary increases. In other words, the damping effects on a high- 
frequency oscillation are not overwhelming but rather 
bounded. This implies that with capillarity effects, the water 
table will fluctuate in response to high-frequency sea level 
oscillations, as observed in the field. We shall elaborate upon 
this mechanism in detail in the following section. 

The shortcomings of using the Boussinesq equation to sim- 
ulate coastal groundwater flow have been discussed by Nielsen 
[1990] and Liet al. [1996]. The main deficiency is the absence 
of seepage face dynamics. It is necessary to consider two- 
dimensional flow to incorporate such phenomena. Li et al. 
[1996] have developed a BEM (boundary element method) 
model for simulating tidal fluctuations of beach water tables. 
To model high-frequency oscillations, capillarity effects need 
to be included. We modify the kinematic boundary condition 
for the water table using an additional term following Parlange 
and Brutsaert [1987]. This condition accounts for mass transfer 
across the moving water table due to the capillarity effects. 

In the present paper we first describe the conceptual and 
numerical models. We then present the results of some nu- 
merical tests on the model and compare them with the analyt- 
ical predictions of Barry et al. [1996]. Finally, we show an 
example of simulating water table responses to wave run-up. 

2. Conceptual and Numerical Models 
Modified Kinematic Boundary Condition 
for the Beach Water Table 

A typical configuration of the problem is illustrated sche- 
matically in Figure 1. Owing to boundary condition changes at 
the beach face during the wave cycle, the water table fluctuates. 

q, z = r/(x, t), (1) 

where n is the local coordinate on the boundary in the normal 
direction outward from the domain, Ock/On is the potential 
gradient in the normal direction, n e is the effective porosity of 
the porous medium, q is the rate of the local mass transfer 
across the water table, and /3 is the angle between the free 
surface andx axis (Figure 1). Variable definitions are collected 
in the notation list. 

Mass conservation in the unsaturated zone above the water 

table requires [Parlange and Brutsaert, 1987] 

oo o6 •- dz = tie -•- + q, (2) 

where 0 is the water content in the unsaturated zone. To 

determine the mass flux (q), the unsaturated flow equation 
(one-dimensional Richards equation) needs to be solved. Par- 
lange and Brutsaert [1987] have obtained the following approx- 
imate expression for q: 

q= got •- dz , (3) 

where B is the thickness of the capillary fringe. Combining 
(1)-(3) gives the modified kbc for the water table, i.e., 

0rk K 0rk B 0 (0rk) 0•-= n•cos• On n• cos • Ot • , z = •(x, t). (4) 
To interpret the physical meaning of (4), we choose the period 
and amplitude of the sea level oscillations as the timescale and 
length scale to nondimensionalize the equation; thus 

ot*- nTs3i; - ncos0t* on*l] (5) 
where ( )* are the nondimensional variables. From (5), we 
can see that there are •o mechanisms causing the water table 
fluctuations: horizontal mass transport and local mass transfer 
across the water table. 

Two Mechanisms of Beach Water Table Fluctuations 

in Response to Sea Level Oscillations 

The first mechanism appears in (5) as the first term on the 
right-hand side. It is essentially due to a horizontal mass trans- 
port process which results from the boundary condition 
changes at the beach face. This is illustrated in Figure 2. The 
mass flux across the water table, K (Ock/On), results from the 
net horizontal water movement and causes the water table 

elevation changes (i.e., At/1 ). In other words, the water table 
fluctuations are induced by the landward propagation of the 
sea level oscillation. As the oscillation propagates inland, the 
amplitude is attenuated and the phase changes (i.e., there are 
time lags among the local water table fluctuations measured at 
different locations). Obviously, if the beach sand has a high 
hydraulic conductivity, the damping effects and phase shifts are 
small. On the other hand, for a given beach, high-frequency 
oscillations are subject to large damping and phase modifica- 
tion. 
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Figure 2. Schematic diagram of the horizontal mass movement, pressure gradient change, and water table 
fluctuation in a small cross segment (Ax) over time At. It shows the two mechanisms controlling coastal 
groundwater table fluctuations. 

The second mechanism appears in (5) as the second term on 
the right-hand side and is due to a local mass transfer across 
the water table. This mass transfer process is a result of the 
pressure gradient changes at the water table. As shown in 
Figure 2, the vertical pressure gradient inside the capillary 
fringe under the assumption of a linear pressure profile is 
constant and is related to the normal potential gradient at the 
water table as 

p-• aT = cos/3 an 1. (6) 
As the water table fluctuates, the pressure at the top boundary 
of the capillary fringe remains almost unchanged (i.e., Pc in 
Figure 2 is constant). This is because pressure adjustment 
above the capillary fringe relies on unsaturated flow and is a 
slow process compared with water table fluctuations, particu- 
larly at high frequencies. This might not be true for very low 
frequency water table fluctuations. However, we will see in 
later discussion that the second mechanism is not important in 
that case, and thus the validity of this assumption is irrelevant. 
Given that the pressure is constant at the top boundary of the 
capillary fringe, any pressure gradient variations with time in- 
side the capillary fringe will result in instantaneous changes of 
the zero-pressure location (i.e., the water table), as indicated in 
Figure 2. In other words, the water table fluctuates in response 
to the pressure gradient change (A•2). The associated local 
mass transfer rate is represented by the second term on the 
right-hand side of (5). Note that this local mass transfer is an 
apparent process which does not reflect appreciable water 
movement. The water table (i.e., the phreatic surface) can 
fluctuate within the capillary fringe without much water move- 
ment since the water saturation inside the capillary fringe is 
close to unity. It is clear that under this mechanism the water 
table responses to the sea level oscillations are simultaneous; 
that is, there is no phase shift between the local water table 
fluctuations. However, the amplitude of the fluctuations is also 
damped inland. 

These two mechanisms compete with each other. If the pe- 
riod T of the oscillations and the conductivity of the sand are 
both large, the first mechanism is dominant and capillarity 
effects are negligible. However, with high-frequency oscilla- 
tions and a large capillary fringe, capillarity effects are domi- 
nant and the water table will respond according to the second 
mechanism. The absence of the second mechanism in numer- 

ical models causes the failure of these models to predict the 
water table response to high-frequency sea level oscillations. 

To recap, water table fluctuations behave differently de- 
pending on the frequency of the sea level oscillations. For tidal 
sea level oscillations, there exist phase shifts in the water table 
fluctuations because the first mechanism dominates. This has 

been demonstrated in field observations by Nielsen [1990]. In 
that study, measurements of tidal groundwater table fluctua- 
tions were taken at five different horizontal locations (three of 
them are shown in Figure 3a). The results clearly show that 
there exists a time lag in the water table fluctuations. For 
high-frequency sea level oscillations due to wave run-up, the 
second mechanism is dominant, and thus the water table re- 
sponse is expected to be simultaneous, as observed in the 
Waddell [1976] field study. Two water table measurement wells 
were located 5 and 6 m landward of the mean shoreline, both 
outside the swash zone. The water tables at these two locations 

were found to respond to wave run-up simultaneously (Figure 
3b). Note that a time lag of about 3 s existed between the swash 
oscillation measured 3 m landward of the mean shoreline and 

the beach water table fluctuations. This is due to the nonuni- 

form transformation of waves on the beach. The swash oscil- 

lations on the beach face are not uniform, and so neither are 
the resulting pressure fluctuations on the beach face (the sea- 
ward boundary conditions for the groundwater flow). How- 
ever, we will show later from the numerical results that the 
phase of the water table fluctuations is solely determined by 
that of the shoreline oscillations. In both cases, the frequencies 
of the water table fluctuations correspond well to those of the 
tide and wave run-up (Figure 3). 
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Figure 3. Field observations. (a) Tidal groundwater table 
fluctuations [Nielsen, 1990]. Solid, dashed, and dash-dotted 
lines are water table elevations at locations 6.6, 9.1, and 11.6 m 
landward, respectively, of the mean shoreline. The vertical 
lines, indicating the peaks of these water table elevations, show 
the time lag that exists in the water table fluctuations. The tide 
is shown in the bottom portion of the plot. (b) Water table 
fluctuations due to wave run-up [Waddell, 1976]. Two vertical 
lines show that the peaks occur at the same time in the two 
water table signals (5 and 6 m landward of the mean shoreline), 
indicating that no phase shift exists in the water table fluctua- 
tions. The swash oscillation measured 3 m landward of the 

mean shoreline is shown in the lower portion of the plot. 

Relative Importance of Capillarity Effects 

To quantify the competition between the two mechanisms, 
we define a nondimensional number called the CAR (coastal 
aquifer response) number, Nc^i•, which is simply the ratio of 
the magnitude of the first term to that of the second term on 
the right-hand side of (5): 

K 

NCAI• -- B ro' (7) 

where ro (2,r/T) is the frequency of the boundary oscillations. 
Clearly, the first mechanism is dominant if NCAi• is large, while 
the second mechanism prevails for small NCAi•. A critical value 
of NCA R for transition between the two mechanisms can be 
determined from experimental data, numerical results, or an- 
alytical solutions. For example, according to Barry et al. [1996], 
the critical value of NCAi• is X/• for a small-amplitude oscil- 
lation in a semi-infinite rectangular domain. 

The CAR number can also be thought of in terms of the 
response time of the capillary fringe (Tf = B/K) and the timescale 
for water table fluctuations (Tw = 1/ro), i.e., NCAi• = Tw/Tf. 
This offers another insight into the second mechanism. For a 
high-frequency sea level oscillation (NcAi• is small), the time- 
scale of the water table fluctuation is much shorter than the 

response time of the capillary fringe. Therefore the capillary 
fringe will not be able to adjust itself to reach another equi- 
librium state as the water table rises or falls; consequently, the 
aquifer gains water from the fringe as the water table rises and 
loses water as the water table falls. Such water exchange be- 

tween the capillary fringe and aquifer enhances the water table 
fluctuations. 

Modeling Two-Dimensional Groundwater Flow 
Using a BEM Model 

The modified kbc (4) is incorporated into a BEM (boundary 
element method) model enabling the simulation of high- 
frequency water table fluctuations due to wave run-up. The 
BEM model solves the two-dimensional Laplace equation for 
the potential in the aquifer with moving boundary conditions at 
the beach face and free surface boundary conditions at the 
water table. The details of the BEM model have been de- 

scribed by Li et al. [1996]. 

Shallow Water Equations for Modeling Wave Run-Up on the 
Beach 

The depth-averaged shallow water equations (SWE) are 
used to model wave run-up on the beach. The applicability of 
SWE for wave run-up on a beach has been discussed by Per- 
egrine [1972]. The governing equations consist of the continuity 
and momentum equations [e.g., Hibberd and Peregrine, 1979; 
Kobayashi et al., 1987]: 

Oh 0 

Ot + •xx (hu) = 0, (8) 

Ot (hu) + •-• (hu 2 + 1•#h2) = -tan (7)#h, (9) 

where h and u are the depth and flow velocity of the seawater, 
respectively, (Figure 1), # is the magnitude of the gravitational 
acceleration, and 7 is the beach angle. 

Equations (8) and (9) can be solved using the numerical 
scheme developed by Hibberd and Peregrine [1979]. The solu- 
tions give the sea surface elevations at each time step, which 
are then used to determine the boundary conditions at the 
beach face for the BEM model. Thus, by solving both the 
Laplace equation for the coastal groundwater flow and the 
SWE for the wave motion, we can study the response of the 
water table to the sea level oscillations due to wave run-up. 

3. Numerical Tests and Comparison With 
Analytical Predictions of Barry et al. [1996] 

Analytical Solution for Small-Amplitude Oscillations 

As mentioned previously, Barry et al. [1996] have derived an 
approximate analytical solution for small-amplitude oscilla- 
tions based on the modified one-dimensional Boussinesq equa- 
tion, i.e., including capillarity effects: 

rte-•-=g•x rl•x- x +B o-•---•x rl•x- x ß (10) 

They considered a small-amplitude oscillations at the vertical 
beach face as described by 

r•(0, t) = D[1 + e cos (rot)], (11) 

where D is the average thickness of the aquifer, e is the ratio 
of the oscillation amplitude to D, and ro is the frequency of the 
oscillation. It is assumed that the seepage face is nonexistent. 
A series solution up to the second order in e was obtained. For 
small-amplitude oscillations, the first-order solution domi- 
nates, and the water table fluctuations can be approximated by 
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Figure 4. Analytical predictions of the oscillation damping 
rate and wave number varying with to. The solid line is the 
damping rate without capillarity effects (wave number equals 
the damping rate). Dashed and dash-dotted lines are the 
damping rates and wave numbers with capillarity effects, re- 
spectively. 

•(x, t)= D[1 + e exp(-xKF1) cos(tot- x•:F2)], 

where 

(12) 

• = 2KD ' 

•. NCAR NCAR = + 

F1 x/1 + NCAR 2 1 + NCAR 2' 

• NCAR NCAR F2 = x/1 + NCAR 2-- 1 + NCAR 2' 
The term •Fx in (12) is the damping rate, and •cF 2 is the wave 
number which determines the phase change as the oscillation 
propagates inland. For B = 0, we have Fx - F2 = 1, and the 
above solution reduces to that for the oscillation propagation 
without capillarity effects [Parlange et al., 1984; Nielsen, 1990]. 
It is clear that in this case, high-frequency oscillations will be 
damped quickly because the damping rate (•) increases with 
the frequency to. When there is a capillary fringe, B is nonzero, 
and (12) shows that the damping rate is modified by a factor 
Fx. The relation between the damping rate (,(Fx) and to is thus 
changed (Figure 4) (the values of D, K, B and ne are taken to 
be 1 m, 5.8 x 10 -4 m s -x, 0.1 m, and 0.4, respectively). The 
damping rate increases with to initially and then quickly goes to 
an asymptote, X/n e/BD (dashed line in Figure 4). This implies 
that the damping does not overwhelm the high-frequency os- 
cillations, and thus high-frequency water table responses will 
be observed. 

Another feature of the water table fluctuations with capil- 
larity effects is that as the frequency of the oscillation increases, 
the phase shift of the water table responses first increases to a 
maximum level and then decreases to zero (Figure 4, dash- 
dotted liens). The initial increase reflects the dominant effect 
of the first mechanism of water table fluctuations. At the max- 

imum level the first and second mechanisms are in balance and 
NC^R reaches the critical level, the value of which is 
according to (12). As to continues to increase, the second 
mechanism becomes dominant and phase shift vanishes. In 
summary, the behavior of the water table fluctuation predicted 
by the analytical solution is in accordance with the mechanistic 
behavior presented above. 

Numerical Tests 

Numerical tests using the BEM model (developed by Li et al. 
[1996]) with the modified kinematic boundary condition were 
carried out to compare with the above analytical predictions. 
The simulations were conducted in a 10 m x i m domain. The 

hydraulic conductivity and porosity of the sand were set to be 
5.8 X 10 -4 m s -x and 0.4, respectively, both values being 
representative of beach sand. The thickness of the capillary 
fringe is 0.1 m [Bear, 1972]. A small-amplitude oscillation was 
specified at the vertical beach face (x = 10 m), i.e., zs(t) = 
i + 0.04 cos tot m. Simulations were conducted with and 

without capillarity effects. The purpose was to examine the 
water table fluctuations as responses to sea level oscillations 
with periods ranging from 10 s (typical swell wave period) to 12 
hours (semidiurnal tide period). 

As examples, we show the time series of water table re- 
sponses to the sea level oscillations for the two extreme cases, 
with the oscillation periods equal to 10 s and 12 hours (Nc^R 
= 0.0092 and 39.8736, respectively). The results for T = 10 s 
are shown in Figure 5, while those for T = 12 hours are shown 
in Figure 6, A comparison of these two figures shows that the 
capillarity effects are very significant when the frequency of the 
oscillations is high and are negligible for low-frequency oscil- 
lations. This is obviously consistent with the mechanisms of 
water table fluctuations and the analytical predictions. 

The propagation of the oscillations in the aquifer is shown in 
Figures 7 and 8, where we plot the local water table fluctua- 
tions at different horizontal locations: x = 9.3, 9.4, 9.5, 9.6, 
9.7, 9.8, and 9.9 m subject to boundary oscillations atx = 10 
m. In both high- and low-frequency cases, the oscillations were 
found to be damped as they propagate landward into the 
aquifer. While there is a time lag in the low-frequency oscilla- 
tions, the high-frequency oscillations occur simultaneously. 

From the results, we can distinguish the following features of 
the water table responses as predicted by the analytical solu- 
tion of Barry et al. [1996]: 

1. With capillarity effects, high-frequency sea level oscilla- 
tions will induce water table fluctuations (Figures 5 and 7). The 
water table responses are simultaneous with the sea level os- 
cillations, that is, there is no phase shift (Figure 7). This phe- 
nomenon does not appear without capillarity effects (Figures 5 
and 7). 

2. Capillarity effects are negligible for low-frequency oscil- 
lations (Figure 6). 

3. For low-frequency oscillations the phase shift increases 
inland (Figure 8). 

4. The frequency of water table fluctuations is equal to that 
of sea level oscillations in both high- and low-frequency cases 
(Figures 7 and 8). 

Simulations were also conducted with the periods of sea 
level oscillations equal to 10, 8, 6, 4, 2, and 1 hours, and 1200, 
600, 300, 60, 30, and 20 s. For each case we calculated the 
amplitudes and phase changes of the local water table fluctu- 
ations, from which the damping rate and wave number of the 
oscillations were estimated. The results were found to be in 

good agreement with the analytical solution (Figure 9). With 
capillarity effects, the damping rate was bounded by a finite 
value; the phase shift between water table fluctuations and sea 
level oscillations vanished as the frequency increased (Figure 
9). 
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Figure 5. Water table fluctuations in response to high-frequency water level oscillations at the vertical 
right-side boundary. Solid lines are water table responses with capillari.ty effects, and dashed lines are those 
without capillarity effects. 

Seepage Face Dynamics 

For small-amplitude oscillations, seepage face formation at 
the oscillating boundary is negligible. However, the dynamics 
of the seepage face becomes important when increased ampli- 
tude oscillations are considered. This is often the case on 

natural beaches. The extent of the seepage face is relatively 
large and varies with time. It is therefore important to look at 
the propagation of finite amplitude oscillations. The BEM 
model is capable of simulating seepage face dynamics [Li et al., 
1996]. 

Another set of simulations were carried out with increased 

amplitude oscillations specified at the vertical face, i.e., s -- 
0.4. The results on the damping rate and phase shift of the 
oscillations were found to behave in the same manner as 

above. The comparison with the analytical predictions is also 
good, similar to that shown in Figure 9. The explanation for 
such good agreement is that the existence of the seepage face 
changes the boundary conditions at the beach face (i.e., equa- 
tion (11) is no longer valid, and so neither is (12)), but it has 
little effect on the water table response. Therefore the damping 
rate and the phase change do not vary considerably. 

To examine the capillarity effects on the seepage face, we 
plotted in Figure !0 the seepage face variations in both cases 
(i.e., with and without capillarity effects) for T - 10 s. The 
results indicate that with capillarity effects, the seepage face is 
reduced significantly. Such a reduction is another indication of 
the enhancement of water table response to high-frequency sea 
level oscillations as induced by capillarity effects. 

4. Simulation of Water Table Fluctuations 

Due to Wave Run-Up 
Thus far we have considered only a vertical beach face. We 

now proceed to the case of a sloping beach, to which the theory 
of Barry et al. [1996] does not apply. As mentioned previously, 
the SWE was used to simulate wave run-up on the beach. To 
solve the SWE, we need to define the boundary conditions 
along the beach. At the seaward boundary where values of u 
and h need to be determined for each time step, a periodically 
varying function (solitoh-like) was specified for the advancing 
characteristic variable [Hibberd and Peregrine, 1979], i.e., 
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Figure 6. Water table fluctuations in response to low-frequency water level oscillations at the vertical 
right-side boundary. Solid lines are water table responses with capillarity effects, and dashed lines are those 
without capillarity effects. 

x/•H0 
Olad = 2 •Xf•00 q- {cosh It- int (t/r) x r]} 2' (13) 

where aaa = u + 2 X/-#h, Ho is the still water level (Figure 
1; it fluctuates with the tide in reality), T is the period for the 
variations of a aa, and int ( ) is a function which returns the 
integer part of the variable. From the governing equations of 
the characteristic variables we can calculate the receding char- 
acteristic variable, which is defined as Otrd = --t2 q- 2 X/•h. 
The values of u and h at the seaward boundary can subse- 
quently be determined from aaa and Otrd. The landward 
boundary is the moving shoreline, the location and condition 
of which are determined by the procedures described by Hib- 
berd and Peregrine [1979]. 

Once the sea level elevations which vary with the wave mo- 
tion on the beach are known from the solutions of the SWE, 

the boundary conditions at the beach face for the groundwater 
flow are well defined. Thus the Laplace equation can be solved 
to give the water table elevations at each time step. It should be 
pointed out that although the Laplace equation does not con- 

tain any time differential term, the problem is transient be- 
cause the boundary conditions are time varying. 

The simulation domain is 20 m long at the impermeable 
base, while the beach slope is 0.1. The landward boundary 
condition for groundwater flow is prescribed by a constant 
head of 1 m. The hydraulic conductivity and porosity of the 
sand are 4 x 10 -4 m s- • and 0.4, respectively. The thickness of 
the capillary fringe is 0.1 m. The still water level (Ho) is taken 
to be 0.6 m above the base, and the period for the variations of 
aaa (T) is 20 s. These parameter values are considered to be 
typical for some beach conditions and were chosen for the 
purpose of illustration. 

Time Series of the Wave Run-Up and Water Table Response 
The elevations of the sea level and water table from the 

simulations are plotted every 2 s over one wave cycle (Figure 
11). The response of the water table to wave run-up is clearly 
evident. The local water table fluctuations at two horizontal 

locations (x = 9 and 10 m, both landward of the swash zone) 
are displayed in Figure 12, where the shoreline elevations and 
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Figure 7. Local water table fluctuations due to high- 
frequency water level oscillations at the vertical right-side 
boundary. Solid lines are water table responses with capillarity 
effects, and dashed lines are those without capillarity effects. 

the sea level oscillations at x = 16 m (inside the swash zone) 
are also plotted. The shoreline here refers to the intersection 
between the sea surface and the beach face (point S in Figure 
1). By inspection, we see that the water table response occurs 
simultaneously with the shoreline movement. Although the 
wave-induced pressure fluctuations on the beach face were not 
uniform, this result indicated that the phase of the water table 
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Figure 9. Comparison of the damping rate and wave number 
with analytical predictions (small amplitude). Stars and circles 
are the numerical results of the damping rate and wave num- 
ber, respectively. Dashed and dash-dotted lines are the analyt- 
ical predictions of the damping rate and wave number, respec- 
tively. 

fluctuations is mainly determined by that of the shoreline os- 
cillations. The swash oscillations at x = 16 m, on the other 
hand, were about 7 s ahead the water table fluctuations, similar 
to the field Observations as shown in Figure 3b. 

Also shown in Figures 11 and 12 are the water table eleva- 
tions from the comparison simulations with no capillarity ef- 
fects. While high-frequency water table fluctuations are evi- 
dent in the results with capillarity effects, no fluctuations can 
be observed at the water table in the case without capillarity 
effects. 

The time-averaged (over the swash cycle) locations of the 
fluctuating water tables are higher than the ones which are 
obtained from the simulations of tidal groundwater fluctua- 
tions, i.e., without wave run-up (Figure 13). The differences 
between them obviously result from the propagation of the sea 
level oscillations due to wave run-up. Such a setup of the water 
table has been obserVed in the field and has important effects 
on wave motion on the beach [Aseervatham et al., 1993; Turner, 
1993]. 
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Figure 10. Seepage face reduction due to capillarity effects. 
The solid line represents the water level oscillations. Dash- 
dotted and dashed lines are the elevations of the exit point with 
and without capillarity effects, respectively. 
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Figure 11. Water table responses to wave run-up on the beach. The dashed lines represent sea level 
oscillations, the solid lines show the water table response with capillarity effects, and the dash-dotted lines 
show the water table response without capillarity effects. 

Spectral Analysis 

Following Hegge and Masselink [1991], we applied the Fou- 
rier transform technique to analyze the above numerical data. 
Power spectral densities for water table fluctuations at x = 10 
m and shoreline oscillations were computed. The phase shift 
and coherence between them were also computed. The results 
are shown in Figure 14. 

The peaks of the power spectral densities for wave signals 
and water table fluctuations both occur at (o = 0.31 rad Hz 

(f = 0.05 Hz), which corresponds to the variation period 
specified for Olad in the simulations. This indicates that water 
table fluctuations are induced by wave run-up. Such a corre- 
lation is confirmed by the high coherence between the two time 
series at the peak frequency (Figure 14d). The results also 
show that almost no phase shifts exist between the water table 
fluctuations and the shoreline movement (Figure 14c). This 
confirmed the previous observation on the simulation results, 
that is, the water table fluctuations were simultaneous with the 
shoreline movement. 

In summary, a high-frequency water table response to wave 

0.9 

0.85 

g 0.8 

\ \ 

0.75 i • • \ \ 

\ 
o i 

Time 

Figure 12. Local water table response and sea level oscilla- 
tions. The dashed lines represent the shoreline elevations and 
sea level elevations at x = 16 m. The solid lines show the water 

table response with capillarity effects at x = 10 m and x = 9 
m. The dash-dotted lines represent the water table responses 
without capillarity effects at x = 10 m and x = 9 m. 
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Figure 13. Water table setup due to wave motion. The solid 
line is the time-averaged (over a wave period) location of the 
water table fluctuating with wave run-up. The dashed lines 
show the water table without wave influence. 

run-up has been observed in the simulation, and it has the same 
features as those shown in the previous sections: The oscillations 
are standing wave-like with the amplitude damped inland. 

Uncertainties are present in the field observations [Waddell, 
1976]. For example, the seaward boundary conditions for the 
wave motion and the landward boundary conditions for the 
groundwater flow are unknown. With both boundary condi- 
tions missing we have not attempted to simulate the field data 
using the model at this stage. However, field studies have 
shown high-frequency water table fluctuations in response to 
the wave motion (Figure 3b). The features of these field ob- 
servations are comparable with the numerical results, in par- 
ticular, the instantaneous characteristics of the water table 
responses (Figure 3b) [Waddell, 1976]. 

5. Conclusions 

The coastal groundwater table fluctuates in response to 
high-frequency sea level oscillations due to wave run-up. These 
high-frequency water table fluctuations significantly affect the 
infiltration/exfiltration process at the beach face and hence 
beach stability. They also largely control the interstitial oxy- 
genation processes and biological reactions in the beach eco- 
system. Accurate representation of high-frequency beach wa- 
ter table fluctuations is therefore of importance in modeling 
the interaction between coastal groundwater and seawater. 

Previous models considered only saturated flow. The ab- 
sence of capillarity effects causes the failure of the models in 
predicting high-frequency water table responses to wave run- 
up. In fact, the simulated water table will not respond to 
high-frequency sea level oscillations due to the high damping 
effects. 

In this paper we have developed a modified kinematic 
boundary condition for the water table, which takes into ac- 
count the capillarity effects. The new kbc was incorporated into 
a BEM model. The model was then applied to simulate water 
table response to high-frequency sea level oscillations in a 
rectangular domain, and the results were found to be consis- 
tent with the analytical predictions of Barry et al. [1996]. We 
also used the model to simulate the water table response to 
wave run-up at a sloping beach. The simulated water table 
behavior was similar to that observed in the field [Waddell, 
1976]. Although the wave-induced pressure fluctuations on the 
beach face were not uniform, the phase of the water table 
response was found to be determined solely by the shoreline 
movement. 

On the basis of results presented in the paper, we conclude 
that capillarity effects provide a mechanism for high-frequency 
water table fluctuations as responses to wave run-up. Second, 
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Figure 14. Spectral analysis of the water table response to wave run-up on the beach (numerical simulation). 
(a) Power spectrum of wave run-up (shoreline movement). (b) Power spectrum of the water table response 
at x = 10 m. (c) Phase shift and (d) coherence between shoreline oscillations and water table responses. The 
vertical dashed lines indicate the frequency range where most of the oscillation energy is accumulated. 
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the modified kbc for the water table is a physically reasonable 
representation of such effects and can be easily incorporated 
into any two-dimensional model (such as the BEM model used 
in the present study) for simulating high-frequency beach wa- 
ter table fluctuations. 

Finally, we would like to point out that the reverse Wiering- 
ermeer effect has not been discussed in the present paper. This 
effect is partly responsible for high-frequency water table fluc- 
tuations underneath the swash zone [Hegge and Masselink, 1991], 
a zone not considered here. The field observations [Waddell, 
1976] and the numerical simulations we have presented are both 
concerned with water table fluctuations landward of the swash 

zone. However, the inclusion of this effect in the model should 
be considered in future work. Also, direct simulation of the 
field data by the model is desirable in later investigations. 

Notation 

.4 amplitude of the oscillation [L]. 
B thickness of the capillary fringe [L]. 
D averaged thickness of the aquifer [L]. 

F• modification factor of the damping rate. 
F 2 modification factor of the wave number. 

f frequency of the oscillation, 1/T [Hz]. 
h seawater depth [L]. 
K hydraulic conductivity [L T- •]. 
I length of the baseline [L]. 

n local coordinate in the normal direction on the 

boundary [L ]. 
t/e effective porosity. 
p pressure [M L- • T-2]. 

Pc capillary pressure at the top boundary of the 
capillary fringe [M L- • T-2]. 

Q horizontal net flux [L2 T- •]. 
q local mass transfer rate across the water table [L 

r-•]. 
T period of the oscillation [T]. 
t time [r]. 
u velocity of seawater [L T- •]. 
x horizontal coordinate [L]. 
z vertical coordinate [L]. 

zr, elevation of the exit point [L]. 
Z s sea level elevation [L]. 

a,a advancing characteristic variable, u + 2 V• [L 
r-•]. 

Otrd receding characteristic variable,-u + 2 X/•h [L 
r-•]. 

0 water content. 

4• potential head, p/p#) + z [L ]. 
p water density [M L-3]. 
/3 angle between the free surface and the horizontal 

axis [rad]. 
3/ beach angle [rad]. 
co oscillation frequency [rad T-•]. 
r/ water table elevation [L]. 
• damping rate, wave number [L- •]. 

Op/Oz vertical pressure gradient [M L -2 T-2]. 
/X r• water table fluctuation due to horizontal mass 

transport [L ]. 
A r•2 water table fluctuation due to pressure gradient 

change [L ]. 
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